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In this thesis, many classical results of topological dynamics are adapted to the
set-valued case. In particular, focus is given to the notions of topological entropy and
the specification property. These properties are defined in the context of set-valued
functions, and examples are given both of classical theorems that extend naturally
to this setting and of theorems which have no clear analogue. Particular attention
is paid to a result which states that if a dynamical system has the specification

property, there exist invariant non-atomic measures with full support.
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CHAPTER ONE

Introduction

The term ‘dynamical system’ is widely used in different areas of mathematics
and physics, and, before we discuss my results, a brief history of the field and how
it has evolved to become the area of mathematics that I am studying is in order.
In section 1.1, we discuss the origin of the field and give the first major theorem
of dynamical systems, Poincaré’s Recurrence Theorem. In section 1.2, we introduce
Birkhoft’s Ergodic Theorem and explain some of its significance. From there we
show in section 1.3 how dynamical systems give fascinating results about the topo-
logical structure of inverse limit spaces with particular attention paid to the ideas of
indecomposability and chainability. In section 1.4, we introduce various definitions
of chaos that will appear throughout this thesis and give some well-known results.
Finally, in section 1.5, we begin our discussion on set-valued dynamical systems and
their inverse limits. In this section, we give examples and recent results showing
that inverse limits of set-valued dynamical systems are fundamentally different from
the single-valued case.

The focus of Chapter Two is the extension of the notion of Topological Entropy
to set-valued dynamical systems. Similarly, the focus of Chapter Three is to extend
the notion of the Specification Property to set-valued dynamical systems. Chapter
Four continues directly from Chapter Three and focuses on showing the existence of

invariant measures which are non-atomic and have full support.

1.1 Dynamical Systems as Solutions of Differential Equations
Dynamical systems were introduced by Henri Poincaré as he studied celestial
motion, [46, 47]. A good reference for this history was written by Phillip Holmes in

1990, [22]. Poincaré defined a dynamical system as a manifold X and a collection of



functions (¢ )0 such that for each ¢ >0, ¢, : X — X is a continuous function. This
construction is used to model change with respect to time when time is considered
as a continuous variable. For the case where time is considered in discrete steps, the
collection of functions {¢" : n € N} is used. In either context, ¢, was the solution of
an ordinary differential equation. From this work, one of the first theorems dealing

with dynamical motion was proven, Poincaré’s Recurrence Theorem.

Definition 1.1. Let (X, X, 1) define a probability measure space. Let f: X — X be
a continuous function. We say f is invariant with respect to p if p(A) = u(f~1(A)),
for all AeX.

Theorem 1.2 (Poincaré). Let (X, %, n) be a probability measure space, and let f :
X = X be a continuous function which is invariant with respect to . Then, for any

A e and p-almost-every point x € A, the set
A, ={neN: f"(x)e A}
18 infinite.

This theorem formalizes the idea that under iteration, points that are moved
by a function will return close to where they started infinitely often. Later, we will

define the term topological transitivity, which extends this idea.

1.2 Dynamical Systems and Ergodic Theory
George Birkhoff studied the works of Poincaré in detail, and combined ideas
of dynamical systems and measure theory. This resulted in the Birkhoff Ergodic

Theorem in 1931, one of the first major theorems in ergodic theory.

Definition 1.3. Let (X,%, 1) be a probability measure space, and let f: X - X
be a function invariant with respect to p. We say f is ergodic if, for any A € 3,

f7Y(A) = A implies that either p(A) =1 or p(A) =0.
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Theorem 1.4 (Birkhoff). Let (X, %, u) be a probability measure space, let f: X - X
be an ergodic endomorphism invariant with respect to pu, and let g : X - R be a
measurable function. Then, for p almost-every x € X,

limligOf"(x)=/ng~

RS )

The left hand side of the equation is called the time average of f. To see why,
consider the case that the function ¢ is a characteristic function y 4 for some A € 3.
The left hand expression then becomes the percentage of iterates of x which reside
in A. In this case, the right hand side of the expression is the measure of A, which
is called the space average. More colloquially, the ergodic theorem can be stated as

‘the space average and time average are almost everywhere the same’.

1.3 Continuum Theory and Inverse Limits
The study of dynamical systems led to the study of the underlying invariant
subspaces in their own right, and there have been many interesting results link-
ing topological spaces to dynamical properties. One commonly studied category of
spaces in dynamical systems are inverse limit spaces, introduced by Solomon Lef-

schetz in 1942, [35].

Definition 1.5. Let A be a directed set, and, for each \ € A, let X, be a topological
space. For each o, € A with a < 3, let fg : Xg - X, be a continuous function

satisfying the following properties:
o fo: X, X, is the identity map for all o € A.
o If o, 3,7 € A such that a < 8 and 8 <+, then f, = ffofg.

These function are called bonding maps of the inverse sequence {X4, ff ,A}. The

inverse limit is the subset of the product space []ycn X defined below.

l(iin(Xa,ff,A):: {xe[]Xn: f2(xp) = za, for all € A and for all 3> a}.
PN



Note that this space is a subset of the product space and therefore inherits
the product topology. For the majority of this thesis, the directed set A will be the
natural numbers N, and for most examples the spaces X, will all be the unit interval

[0,1]. In this case, the definition reduces to
hm([(), 1]7fn7N) = {(J]]);ZO X = fi+1(xi+1)7 for all 72 > 0}

When studying the dynamics of a function f: X — X it is often helpful to examine
the inverse limit generated by f, lim(X, f). When there is no ambiguity with respect
to X, we write this set as lim(f). The following basic properties of inverse limits

can be found in [20, 35].
Theorem 1.6. Consider the inverse system {Xq, fo,A}.
(1) If X, is a compact space for all a € A, then lim(X,, fg) 18 a compact space.

(2) If X, is a connected space for all o € A, then lim(Xa, f2) is a connected

space.

(3) If X, is a Hausdorff space for all o € A, then lim(Xa,fg) 1s a Hausdorff

space.

In particular, if the indexing set A is countable, then if X, is a continuum for

each « € A, then the inverse limit, lim(X,, 15 ), is a continuum.

Definition 1.7. A topological space X is a continuum if X is compact, connected,

and metrizable.

One interesting question that people have studied in continuum theory is nec-

essary conditions for an inverse limit to be chainable.

Definition 1.8. Let X be a metric space, and let € > 0. We call a finite collection of
open sets C = {C;: 1 <i<n} a chain if C;nC; + @ if and only if |i — j| < 1. For

4



each 1 <i < n, the set C; is called a link of C. We call C an e-chain if C is a chain
and diam(C;) <€ for all 1 <i<n. We say X is chainable if X can be covered by an

e-chain for all € > 0.

In the literature, chainable continua have also been called ‘snake-like’ and ‘arc-
like’. As an example, an arc is a chainable continuum. An example of a continuum
that is not chainable is a simple graph with four vertices, 3 of which have degree 1
and the fourth vertex having degree 3. Jolly and Rogers showed the existence of four
interval maps such that if a continuum was chainable then it was the inverse limit
of a sequence of those four maps, [27]. Ingram and Cook improved this result by
showing the existence of two bonding maps of the interval which could generate any
chainable continuum, [17]. Conversely, the inverse limit of any sequence of interval
maps was shown to be a chainable continuum by Isbell in 1959, [25]. One example of
a chainable continuum that has been widely studied is the pseudo-arc. The property
of chainability was used by R.H. Bing when studying the pseudo-arc, and by O.H.
Hamilton to create fixed point theorems for chainable continua, [10, 11, 21]. The
pseudo-arc was shown by Edwin Moise to be homeomorphic to each of it’s non-
trivial subcontinua in 1948, [42]. The following description of the pseudo-arc is due

to Bing, [9].
Definition 1.9. Let C = {C;:1<i<n} be a chain. We say the set

c=-Jc

(JeCi

is the sum of C.

Definition 1.10. Let C={C;:1<i<n} and D ={D;:1<i<m} be chains such that
each link of C is contained in some link of D. We say C is crooked in D if for each
two links D; and Dy, with £~ j > 2, there exists natural numbers 1<a<b<c<d<n

such that C, ¢ D;, Cy ¢ Dy_y, C. € Dj,q, and Cy c Dy,



Figure 1.1. A crooked chain, [9].

Definition 1.11. Let p and ¢ be points in a compact metric X. Let {C; = {C}: 1<

J <mn; ;2 be a sequence of chains such that
e peCjand geC} foralli>1.
e (.1 is crooked in C; for all 7 > 1.
e diam(C;) < 1/i for all ¢ > 1.
e The closure of each link of C;,; is contained in a link of C;.

Then a pseudo-arc is the intersection

George Henderson showed in 1964 that the pseudo-arc can be constructed as
an inverse limit which has only one bonding function. This raised the question, can

every chainable continuum be constructed as an inverse limit using only one bonding
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function. William Mahavier answered this question when he showed the existence
of a chainable continuum that could not be the inverse limit of a sequence with a
single bonding map, [36]. As an example, a family of interval maps that are widely

studied are the tent maps, defined below for 1 < o < 2.

ax 0<z<1/2
fo(z) =

a-ar 1/2<zx<1

The function f, is commonly called the full tent map, and it is shown below.

(1,O)y (3:1)

(0.0) (0, f)

Figure 1.2. The full tent map.

The inverse limit using the single bonding map f, im([0,1], f2), defines a
chainable continuum called the Knaster continuum. This is one of the first examples

of an indecomposable continuum.

Definition 1.12. Let X be a continuum. We say X is decomposable if there exist
proper subcontinua U and V such that X = U uV. If X is not decomposable, we

say X is indecomposable.

The first indecomposable continuum was produced by Luitzen Egbertus Jan
Brouwer in 1910, [16]. Perhaps the most commonly studied indecomposable contin-

uum is the pseudo-arc, constructed by Knaster in 1922, [34].
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A long-standing open problem involving the family of tent maps was Ingram’s
Conjecture, which states that for distinct o and § in [1/2,1], the inverse limits
lim(f,) and lim(fs) are not homeomorphic. This was a widely studied problem,
with partial results given first by Marcy Barge and Beverly Diamond in 1995, and
further work done later by Lois Kailhofer, Louis Block, Slagjana Jakimovic, James
Keesling, Brian Raines, and Sonja étimac, [12, 13, 28, 29]. The conjecture was later

shown to be true in 2012 by Marcy Barge, Henk Bruin, and Sonja Stimac, [5].

1.4 Topological Chaos
Results like Ingram’s Conjecture which rely on dynamical properties of func-
tions to give results about the topological structure of spaces are quite interesting
to me. Often, such dynamical properties are called ‘chaotic’. In this section we
introduce definitions of chaos that recur throughout this thesis, as well as mention
classical results involving these definitions. One important result that involves mul-
tiple ideas we have mentioned so far was given by Marcy Barge and Joe Martin,

7, 8].

Theorem 1.13 (Barge and Martin). Let X be a compact metric space, and let f: X —
X be a continuous function. If the dynamical system (X, f) has positive topological

entropy, then the inverse limit im(X, f) contains an indecomposable subcontinuum.

Topological entropy is a measure of the complexity of the dynamics of a func-
tion, and a function which has positive topological entropy is sometimes referred to
as ‘chaotic’. It was first introduced by Adler, Konheim, and McAndrew in 1965, [1].
In 1970, Bowen presented an equivalent definition in the context of metric spaces,
[15].

The study of topological entropy includes a variety of topics including suffi-
cient conditions for a function to have positive or infinite topological entropy, the

relationship between the topological entropy of a function and the structure of its in-
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verse limit space, and what types of spaces admit positive entropy homeomorphisms,
6, 41, 43, 58].

As topological entropy is one of the primary ideas that is extended in this the-
sis, we give a thorough introduction and definition below. The following definitions

can be found in [57].

Definition 1.14. Let (X,d) be a metric space, and let f : X — X be continuous.
Define a new metric d, : X - R* by d,(z,y) = max{d(f*(x), fi(y)) :0<i<n-1}.

We denote the open ball of radius € with respect to this metric by B, (z,¢).

Definition 1.15. We say a set A is (n,e€)-separated if for all z,y € A with = # y,
we have that d,(z,y) > . The maximum cardinality of an (n,€)-separated set is

denoted s(n,e).

Definition 1.16. We say a set A is (n, €)-spanning if for all € X, there exists y € A
such that x € B, (y, ¢). The minimum cardinality of an (n, €)-spanning set is denoted

r(n,e).

Definition 1.17. Let X be a metric space, and let f : X - X be continuous. The

topological entropy of f is
- 1
h(f) = hrrol lim sup — In(s(n,€)).
g n—soo N
Equivalently, the topological entropy is
- 1
h(f) = hIIOl lim sup — In(r(n,€)).
€= n—oo N

Another definition of chaos central to this thesis is the specification property,
introduced by Rufus Bowen, [15]. It bears mentioning that while Bowen introduced
the idea behind the specification property, it was named by Karl Sigmund in [53].
Although he titled his definition as the specification property, it is now known as the

weak specification property. We give his definition and the current definition below.
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Definition 1.18. Let X be a compact metric space, and let f: X — X be continuous.
We say the dynamical system (X, f) has the (weak) specification property if for every
e > 0 there is an integer M (¢e) such that for any choice of points 1, xs € X and natural
numbers a; < by < ag < by, with as — by > M(€), and any natural p > by — ay + M (e),

there exists a periodic point x € X with period p such that
d(fi(z), fi(z1)) <e for a; <i<by,

d(fi(z), fi(z2)) <e for ag <i<by.

Definition 1.19. Let X be a compact metric space, and let f : X - X be continuous.
We say the dynamical system (X, f) has the specification property if for every e >
0 and n € N there is a natural number M (e) such that for any choice of points
Z1,...T, € X and natural numbers aq < b; < ay < by <...<a, <b,, with a;,; —b; >
M(e€), and any natural p > b, —a; + M (€), there exists a periodic point x € X with

period p such that
d(f'(z), f(z;)) <e for1<j<n, and a; <i<by,

The specification property is extremely strong, and its presence implies the
presence of many other definitions of chaos. In particular it implies Devaney chaos,

which is a commonly used notion introduced by Robert Devaney, [19].
Definition 1.20. A dynamical system (X, f) is said to be Devaney Chaotic if

e The set of periodic points
Per(X) ={z € X : there exists n ¢ N with f"(z) =x.}
is dense in X.

e For any pair of open sets U and V, there exists n € N such that f*(U)nV # @.

A function satisfying this property is called topologically transitive.
10



e There exists some € > 0 such that for any two points z # y in X, there exists

N € N such that d(fN(z), fN(y)) > e. This property is called Sensitive

Dependence on Initial Conditions (SDIC).

The third condition is commonly not listed, as it was shown to be superfluous

in the case where X is an infinite metric space, [4]. Now with these various definitions

of chaos, an important matter to consider is the relative strength of these conditions.

Some classical results that we extend to the set-valued case are shown below.

Theorem 1.21. Let (X, f) be a dynamical system, with X being a compact metric

space. If (X, f) has the specification property, then the topological entropy h(f) >0,

and (X, f) is Devaney chaotic.

These definitions are well-studied, and there are many more definitions of

chaos. Sylvie Ruette compiled a list of known implications for the case of X = [0, 1],

shown below in Figure 1.4 [50].

dense set of
periodic points

of periods # 1,2

+

dense chaos

sensitivity

b
W

mixing transitivity
weak mixing | Devaney chaos
L
total either f is mixing,
transitivity or the interval
i is divided into
specification two subintervals,
[ swapped by f,
uniformly on each of which
positive f? is mixing
entropy ﬂ
there exist a subinterval J and an
integer n such that f*|; is mixing

- | positive entropy
|

periodic point
whose period is
= : v
| not a power of 2
[

! i

| homaoelinie point
= |

' ¢
| horseshoe

| for some iterate

distributional
chaos

¢

[ :
—, | Devaney's chaos

on a subsystem

¢

jmixing subsystem

Figure 1.3. Chaotic implications of interval maps.
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1.5 Inverse Limits of Set-Valued Dynamical Systems
So far, we have only considered dynamical systems (X, f) where X is a com-
pact metric space, and f : X — X is continuous. Most of this thesis involves
set-valued dynamical systems, in which the image of a point is a closed set. In this
case, we replace the requirement of continuity with upper-semi-continuity, defined

below.

Definition 1.22. Let X be a compact metric space, and let 2X denote the collec-
tion of nonempty closed subsets of X. A function F : X — 2X is upper-semi-
continuous,(usc.), at x € X if for every open set U c¢ X which contains the set F'(x),
there exists an open set V' c X containing = such that F(t) c U for all te V. F is

said to be usc. if it is usc. at every point.

Interest in the study of inverse limits in which the bonding maps are set-valued
was renewed in 2004 when William Mahavier and Tom Ingram began publishing
many interesting results and posing many questions [24, 37]. They first showed that
many long-standing results have no clear analog in this new setting. For example,
two results we mentioned earlier are that for a single-valued dynamical system, the
factor spaces being connected implies that the inverse limit is connected, and that if
the factor space is always the interval [0, 1], then the inverse limit will be chainable.
For a set-valued dynamical system, this is no longer the case, as there are examples
of inverse limits constructed with a single bonding function F' : [0,1] — 201 in
which the inverse limit is not connected. After these results were published, many
researchers began working on various problems in this area. We give some definitions
and show some recent results below.

Van Nall gives results not attempting to find complicated structures in the
inverse limit, but instead under what conditions relatively simple inverse limits exist,

[44, 45).
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Theorem 1.23. Let ([0,1], F') be a surjective dynamical system. If im(F) is a finite

graph, then lim(F") is an arc.

Scott Varagona has done work on determining when set-valued inverse limits

are indecomposable [55, 56].

Theorem 1.24. Suppose F : [0,1] = 2% 4s usc. and there is some non-empty closed

nowhere dense set A c [0, 1] with the following properties.
(1) F(a)=1[0,1] for alla e A.
(2) F|[071]_A 15 an open continuous single-valued function.
(3) For each a€ A, ye[0,1] and € > 0:

(a) If there exists some b € [0,1] with b > a, then there exists some x; €

[0,1] - A such that z1 € (a,a+¢€) and F(x1) =y.

(b) If there exists some b € [0,1] with b < a, then there exists some x5 €

[0,1] — A such that x5 € (a —€,a) and F(x3) =y.
Then im(F') is an indecomposable continuum.

My research began with studying these set-valued inverse limits, but transi-
tioned soon after to studying definitions of chaos for set-valued systems. We begin

with topological entropy, and continue with the specification property.
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CHAPTER TWO

Topological Entropy

2.1 Introduction

In 2004, Mahavier began the study of inverse limits of upper semi-continuous,
set-valued functions, [37]. In recent years, there has been significant research in this
area, primarily focusing on the continuum theoretic properties of these inverse limits.
Many of the fundamental results concerning inverse limits of set-valued functions can
be found in [23].

In this thesis, we focus on the dynamics of upper semi-continuous, set-valued
functions. In this chapter, we provide a generalization of Bowen’s definition of topo-
logical entropy which may be applied to set-valued functions, and we demonstrate
that some well-known results extend naturally to the more general setting while
others do not.

In Section 2.2 we give some background definitions and present a definition
for topological entropy of a set-valued function. We then begin our discussion of the
topic by exploring some properties of topological entropy which generalize naturally
to set-valued functions. We then show, in Section 2.3 that the topological entropy
of a set-valued function is equal to the topological entropy of the shift map on its
orbit spaces. (The orbit spaces are analogous to inverse limit spaces and are defined
in Section 2.2.) We also show that there is no loss of generality in assuming that
the set-valued functions are surjective. In Section 2.4 we extend the notions of
topological conjugacy and semi-conjugacy to set-valued functions and show that the
results concerning these properties also generalize naturally to set-valued functions.

Next, we discuss some of the ways in which results concerning topological

entropy of set-valued functions differ from the results in the traditional setting. In
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Section 2.5, we demonstrate the relationship between the topological entropy of a
set-valued function and that of its iterates. Finally, we present sufficient conditions
for a set-valued function to have positive topological entropy in Section 2.6 and

sufficient conditions for infinite topological entropy in Section 2.7.

2.2 Preliminary Definitions

Given a compact metric space X, we denote by 2% the set of all non-empty
compact subsets of X.

If X and Y are compact metric spaces, a function F': X — 2Y is said to be
upper semi-continuous at a point z € X if, for every open set V ¢ Y containing F'(x),
there exists an open set U € X containing « such that F'(t) ¢V forall t e U. F is
said to be upper semi-continuous if it is upper semi-continuous at each point of X.

The graph of a function F': X — 2Y is defined to be the set
I(F) ={(z,y) e X xY :ye F(z)}.

Ingram and Mahavier show, in [24], that if X and Y are compact Hausdorff spaces,
then F': X — 2V is upper semi-continuous if, and only if, T'(F') is closed in X x Y.
If f:X - Y, we may think of f as a set-valued function by defining a function
f:X >2Y by f(z)={f(x)}. In this case, f is upper semi-continuous if and only if
f is continuous. For increased distinction, we will refer to an upper semi-continuous
function F : X — 2Y as a set-valued function and a continuous function f: X - Y
as a mapping.

If X,Y, and Z are compact metric spaces, F': X - 2¥ and G : Y — 2%, we
define Go F: X — 2% by

GoF@)= U G).

yeF(z)

If I and G are upper semi-continuous, then G o F' is as well.
In this thesis, we will be focusing on the setting where X is a compact metric

space and F : X — 2% is upper semi-continuous. In this case, the pair (X, F') is
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called a topological dynamical system. We define F© to be the identity on X, and
for each n e N, we let ' = F o F»° 1L,

We begin the process of defining topological entropy for set-valued functions
by defining multiple types of orbits for the system (X, F'). A forward orbit for the
system is a sequence (zg,x1,Zs2,...) in X such that for each i > 0, x;y; € F(z;).
A backward orbit is a sequence (...,xr_s,2_1,%9) in X such that for each i < -1,
T € F(x;). A full orbit is a sequence (..., 9,7 1,%g,Z1,%s,...) in X such that
for each i € Z, x;1 € F(x;).

Finally, we will also consider finite orbits. Given a natural number n, an n-
orbit for the system (X, F) is a finite sequence (zg, ..., 2, 1) in X such that for each
i=0,...,n=2, 251 € F(x;).

When it is clear which type of orbit we are considering, we will denote an orbit
by x. A full orbit x is called periodic if there exists m € N such that z; = z;,,, for
all 7 € Z. If x is periodic, the period of x is the smallest number m € N for which

T; = Tivm for all i e Z.

Definition 2.1. Given a set A ¢ X, and n € N, we define the following orbit spaces:

Orb,(A,F) = {n-orbits (xg,...,x, 1) 7o € A}
—
Orb(A,F) = {forward orbits (zg,z1,...):xg€ A}
(07)(A, F) = {backward orbits (...,x_1,2¢) :2x0€ A}
Orb(A,F) = {full orbits (...,x_1,20,21,...) :x0€ A}

Each of these is given the subspace topology inherited as a subset of the
respective product space. Let d be the metric on X, and suppose that the diameter

of X is equal to 1. For each n € N, we define a metric D on [];-; X by

D(X7Y) = Oma’xld(xiayi) .
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If Ae{Z,Z5y,7Z«} then we define a metric p on [[;., X by

d(ﬂﬁz‘;yz’)
=sup ————.
p(x,y) P

Also, for any set L ¢ A, we define the projection map 7w : [ljea X — [l X by
(X)) = (%) ier-

In the past decade, there has been a significant amount of research concerning
the inverse limits of upper semi-continuous set-valued functions. As it is typically
defined, the inverse limit of the system (X, F') indexed by Z is equal to b?)(X JF),
and the inverse limit of the system indexed by Z is equal to Orb(X,F). Also,
O—T’I;(X , F') would be equal to the inverse limit of the system (X, F~!) where F-!:
X - 2% is defined by = € F~1(y) if, and only if, y € F(x). (Note that for F-! to be
well-defined, it is assumed that F' is surjective, in the sense that for all y € X, there
exists x € X such that y € F'(x).)

In the case where f is a mapping, there is less need for this distinction between
the various orbit spaces. In that case, (O—rb(X , f) is homeomorphic to Orb(X, f),
and, for each n € N, Orb, (X, f) is homeomorphic to X.

We now begin our definition of topological entropy. For ease of reading, we

repeat some definitions given on pages 6-7 before generalizing to set-valued functions.

Definition 2.2. Let X be a compact metric space. A set S € X is called e-separated
if for each x,y € S, z #y, d(x,y) >e. Let f: X - X be a mapping, and let n € N.

We say S ¢ X is (n,€)-separated if for x,y € S with x # y, we have that

max d(fz(x),fz(y)) > €.

0<i<n-1
We denote by s,.(f) the largest cardinality of an (n,€)-separated set with respect

to f. When there is no ambiguity, we shall use s, .

Definition 2.3. Given € > 0, the e-entropy of f is defined to be

1
h(f,€) = limsup — log s,,.,
n

n—oo
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and the topological entropy of f is defined to be

h(f) = limh(f.c).

To adapt this definition to the context of set-valued functions, we work in
Orb,, (X, F') with the metric defined above, to preserve the idea of “separated” mean-

ing separated in at least one coordinate.

Definition 2.4. Let (X, F') be a topological dynamical system, and let n € N and
€ > 0. An (n,e)-separated set for F' is an e-separated subset of Orb, (X, F). We
denote by s, (F'), the largest cardinality of an (n,€)-separated set with respect to

F. When no ambiguity shall arise, we simply write s,, .

Definition 2.5. Given € > 0, the e-entropy of F' is defined to be

1
h(F,e) = limsup — log s,,.,
n

n—oo

and the topological entropy of F is defined to be
h(F) = lirrol h(F,e).

Just as in the case of a mapping on X, we may give an equivalent definition

using spanning sets rather than separated sets.

Definition 2.6. Let X be a compact metric space. A set S € X is called e-spanning
if for each y € X, there exists z € S with d(z,y) <e.

Let (X, F') be a topological dynamical system, and let n € N and ¢ > 0. An
(n,€)-spanning set for F' is an e-spanning subset of Orb,(X,F). We denote by
Tne(F), the smallest cardinality of an (n,e€)-spanning set with respect to F. We

define the topological entropy of F' to be

1
h(F) = linol limsup — log r,, (F).

n—oo TN
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The following results show that these two definitions are equivalent.
Lemma 2.7. 7,(€) < 5,(€) <1p(5).

Theorem 2.8. Let (X, F) be a dynamical system. F:X — 2X_ the definitions of
topological entropy using (n, €)-separated sets and (n, €)-spanning sets are equivalent,

and so we have that

1 1
lim limsup — log s, ((F') = lim lim sup — log r,, (F').
e=~0 pnooo N ’ =0 pooo N ’

Thus, either notion may be used to define the topological entropy of F'.

2.8 Topological Entropy of the Shift Map on an Orbit Space
In [15], Bowen shows that the entropy of a mapping on X is equal to the
entropy of the shift map on the inverse limit space. In this section, we establish
analogous results by showing that the entropy of F' is equal to the entropy of the

shift maps on any of the orbit spaces defined in Definition 2.1.

Theorem 2.9. Let (X, F) be a topological dynamical system. If o : O—TZ))(X, F) -
O—H;(X, F) is the shift map defined by

o (xg,x1,%a,...) = (1,22,23,...),
then h(o) = h(F).

Proof. Let n e N and € > 0. We will show that s, .(F') < s,(0). Let S ¢ Orb, (X, F)
be an (n, €)-separated set for F' of maximal cardinality. Each n-orbit (zo,...,z,-1) €
S may be extended to an infinite forward orbit in O—TZ))(X, F). Let T ¢ O—TZ;(X, F)
be the set of all such forward orbits.

Claim: T is an (n,€)-separated set for o as defined in Definition 2.2.

To see this, let x,y € T. Then (xo,...,2,-1) and (yo,...,Yn_1) are in S, so
d(xj,y;) > € for some 0 < j <n—1. Thus,

d (-Ti+j> yi+j) S

p (0! (x),07(y)) sup —— = > d (w;,) 2 e
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Thus we have that s, (F') < s,(0) for all n € N and € > 0. If follows that
h(F) < h(o).

Next, fix € > 0, and choose k € N with 1/k < e. We show that for each n € N,
Sn,e(0) < Spik(F). Let S ¢ _071))()(, F) be an (n,€)-separated set for o of maximal
cardinality (as defined in Definition 2.2). Then, for each x,y € S, there exists

j=0,...,n—1such that p(c7(x),07(y)) > €. Thus, there exists i € N such that

€< W <d(@ivj, Yirj) -
Since 1/k < ¢, it follows that ¢ + 1 < k. Thus we have that i < k and j <n -1, so
i+j<n+k-1.

Therefore, if T = {(xo,...,Zpik-1) : X € S}, then T is an (n + k, €)-separated

set for F'. Moreover,

Snﬁ(g) = |S| = |T| < Sn+k,e(F)7
and it follows that h(co) < h(F). O

In order to establish similar results for the shift maps on %(X , F) and
Orb(X, F'), we must first establish that there is no loss of generality in assuming

that F' is surjective. Bowen established this fact for mappings in [15].

Definition 2.10. Let X be a compact metric space, and f: X — X be a mapping. A
point z € X is called non-wandering if for every open set U € X containing x, there

exists n € N such that f*(U)nU # @.

Theorem 2.11 (Bowen). Let X be a compact metric space, and f : X - X be a

mapping. If ) is the set of non-wandering points then h(f) = h(f|a).

Note that if C' = N,y f7(X), then C contains all the non-wandering points,
so it follows from Theorem 2.11 that the entropy of f is equal to the entropy of
flc. We show in the following lemma that the same holds for upper semi-continuous

set-valued functions.
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Lemma 2.12. Let (X, F') be a topological dynamical system, and let C' = Npeny F™(X).
Then h(F) =h(F|c).

Proof. First, note that F'(C') = C. Also, since C' = N,y F(X), it follows that

Orb(C, Fle) = N 0" (Orb(X, F))

neN

Let C = O—TZ)J(C, F|c¢). Since o is a mapping, we have from Theorem 2.11 that h(c) =
h(o|z). Then, by Theorem 2.9, we have that h(F') = h(o), and h(F|c) = h(o|g).

The result follows. ]
Theorem 2.13.
(1) If o: b?)(X, F) - (O?)(X,F) is the shift map defined by
o(..,x9,2.9,20) = (..., T 3,0 9,2_1)
then h(o) = h(F).
(2) If o0 : Orb(X, F') - Orb(X, F) is the shift map defined by o(x) =y where

for each i € Z, y; = x;41, then h(o) = h(F).

Proof. For either shift map, o, the same argument as in the proof of Theorem 2.9 may
be used to show that h(o) < h(F). Then by Lemma 2.12, we may suppose without
loss of generality that F' is surjective. Thus, each n-orbit for F' may be extended to
an infinite backward (or full) orbit, so the argument used in Theorem 2.9 may be

used to show that h(F") < h(o). O

Corollary 2.14. Let (X, F') be a topological dynamical system with F surjective. Then
h(F) =h(F1).

Theorem 2.9 and Theorem 2.13 are significant for multiple reasons. First,

all of the shift maps considered are mappings, and the shift on Orb(X,F) is a
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homeomorphism. Thus, the large volume of research on the topic of topological
entropy of mappings and homeomorphisms may be applied to study the entropy of
set-valued functions.

Second, there are multiple ways in which topological entropy may be defined
which, in the context of mappings, are all equivalent. Theorem 2.9 and Theorem 2.13
show that any definition of topological entropy for set-valued functions which gen-
eralizes one of the definitions for topological entropy of mappings is equivalent to
Definition 2.5 so long as a theorem such as Theorem 2.9 or Theorem 2.13 holds for

that definition.

2.4 Topological Conjugacy and Semi-conjugacy
Another concept regarding topological entropy which generalizes to the context

of set-valued functions is the notion of topological conjugacy and semi-conjugacy.

Definition 2.15. Let (X, F') and (Y, G) be topological dynamical systems. We say
that G is topologically semi-conjugate to F' if there exists a continuous surjection

¢ : X =Y such that for all x € X,
Gop(x)cpoF(x).

The surjection ¢ is called a topological semi-conjugacy from (X, F') to (Y, G).
We say that ' and G are topologically conjugate if there exists a homeomor-
phism ¢ : X - Y such that Gop = ¢p o F. The homeomorphism ¢ is called a

topological conjugacy between (X, F') and (Y, G).

The following theorems generalize well-known results regarding the topologi-
cal entropy of topologically conjugate or semi-conjugate mappings (see [57, Theo-

rem 7.2])

Theorem 2.16. Let (X, F) and (Y,G) be topological dynamical systems. If G is
topologically semi-conjugate to F, then h(G) < h(F).
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Proof. Let ¢ : X — Y be a topological semi-conjugacy from (X, F') to (Y,G). Let
€ >0, and choose § > 0 so that if a,b € X with d(a,b) < ¢, then d(¢(a), (b)) < €/2.
For each n € N, define ®,, : Orb, (X, F') > Y™ by

D, (0, xn1) = (p(x0),.. ., 0 (Tp1))-

We show that for each n € N, Orb,, (Y, G) € ®,[Orb, (X, F)]. Let y € Orb, (Y, G).
Choose any g € ¢~ (yo). Now suppose that for each 0 <i<n -2 and each 0 < j <1,

x; € p~(y;) has been chosen such that (x¢,z1,...,2;) € Orb;1 (X, F). Since

Yis1 €G(y;) =Gop(x;) Spo F(x;),

there exists ;1 € F/(x;) such that ¢(2;41) = ¥;41. In this manner, we construct an
n-orbit x € Orb,, (X, F') such that ®,(x) =y.

Fix n € N, and let S be an (n,d)-spanning set for F' of minimum cardinality.
Let T'= ®,(S). Then T ¢/2-spans Orb,(Y,G). To see this, let y € Orb,(Y,G), and
choose x € ®-1(y). Since S is an (n,d)-spanning set, there exists s € S such that
D(s,x) < 9. Then ®,(s) € T, and it follows from the choice of ¢ that D(®,(s),y) <
€/2.

Since T is not necessarily a subset of Orb, (Y, &), it may not satisfy the def-
inition of an (n,€/2)-spanning set for G. However, we may use 7' to construct an
(n, €)-spanning set for G. For each t € T', if the D-ball centered at t of radius €/2 in-
tersects Orb, (Y, G), then choose any t’ in that intersection. Let 77 be the collection
of all such points t, and note that |T7| < |T|. It follows from the triangle inequality
that 7" is an (n, €)-spanning set for G.

Therefore, for all n € N,
Tno(F) =S| 2 [T'| 2 1. (G).
It follows that h(F") > h(G). O
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If two systems are topologically conjugate, then, in particular, each is topolog-
ically semi-conjugate to the other. Hence, the following theorem follows immediately

from Theorem 2.16.

Theorem 2.17. If (X, F) and (Y,G) are topologically conjugate dynamical systems,
then h(F) = h(G).

2.5 Topological Entropy of Iterates of a Set-valued Function
One result concerning topological entropy of mappings which does not always
hold in the context of upper semi-continuous set-valued functions is the relationship
of the entropy of a function to the entropy of its iterates. In the setting of mappings
on compact metric spaces, the following result is known, (see [57, Theorem 7.10] for

a proof).

Theorem 2.18. Let X be a compact metric space, and let f: X — X be continuous.

Then for all k e N, h(f*) = kh(f).

This need not hold in general for upper semi-continuous set-valued functions.
However, we show in Theorem 2.21 that for any topological dynamical system (X, F’)

and any k € N, h(F) < h(F*) < kh(F). We begin with the following lemma.

Lemma 2.19. Let (X, F) be a topological dynamical system, n € N, ¢ >0, and S
an (n,€)-separated set for F. Let k,m € N, such that (m — 1)k < n < mk, and let
L=n-(m-1)k.

For each1=0,...,L -1, let

Ai={i,i+k,i+2k,....i+(m-1)k},
and for eachi1=1L,..., k-1, let

Aj={ii+k,i+2k,....i+(m-2)k}.
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If, for each i =0,... k-1, S; is chosen to be an €/2-separated subset of wa,(S) of

maximal cardinality, then
k-1
S| <TTIs
i=0

Proof. Define T'c X™ to be the set

k-1
T = (74,08
1=0

Then |T| = [152) |S;]. Now, T is not necessarily a subset of S (or even of Orb,, (X, F))
nor is S necessarily a subset of T. However, we will show that |S| < |T| by demon-
strating that |[SNT|<|T N S|.

Suppose x € S\T. For each j =0,...,k— 1, consider the point m4,(x), and
define

T5(x) = {y €S;: D (y,ma,(x)) < %}
Since x is not in T, there is some 0 < j < k-1 such that m4,(x) ¢ 5;, and hence
ma,;(x) ¢ Tj(x). However, since S; is the largest e/2-separated subset of m4,(S5), it
follows that Tj(x) # @ for each 0 < j <k -1.

Now define
76 - 7! (1G],

Then for each z € T(x), D(x,z) < €/2. Hence, since x € S, and S is e-separated,
z ¢ S. Since this holds for all z € T'(x), we have that T'(x) NS = @. Moreover, since
for each 0 < j < k-1, |Tj(x)| > 1, it follows that |T'(x)| > 1. Hence, for each point
x € S\ T, there is at least one point z € T(x) N ScT~\ S.

Finally, if x,y € S\ T, then T(x) nT(y) = @. This is because if there were
a sequence z in T(x) nT(y), then D(x,y) < D(x,z) + D(y,z) < € which would
contradict S being e-separated. Therefore, we have that |T'\ S| > |S \ T, and the

result follows.
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Lemma 2.20. Let (X, F') be a topological dynamical system, and let k € N. Then for

allneN and € >0, if m e N is chosen such that (m — 1)k <n <mk, then

Sme(F) < [Sm.ef2 (Fk)]k-

Proof. Let n e N and € > 0, and fix m € N such that (m -1)k <n <mk. Let S be an
(n, €)-separated set for F' of maximal cardinality, and let L =n— (m - 1)k. For each
i=0,...,L-1,let

Aj={ii+ki+2k,....i+(m-1)k},

and for each i =L,... k-1, let
Ai={i,i+k,i+2k,...;i+(m=-2)k}.

For each ¢ = 1,...,k — 1 choose S; to be an ¢/2-separated subset of m4,(S) of

maximal cardinality. By Lemma 2.19,

k-1
|S1< TTISi.
i=0
Moreover, for i =0,..., L -1, S; is an (m,¢/2)-separated set for F* and for
i=1L,....,k-1,S;is an (m - 1,¢/2)-separated set for F*. In either case, we have

that || < sp,.¢/2(F*). Therefore
k-1 Lk
Suc(F) =15 < TT1Si < [smep (F¥)]"
i=0
O
Theorem 2.21. Let (X, F') be a topological dynamical system, and let k € N. Then
h(F) <h(F*) <kh(F).

Proof. To show that h(F*) < kh(F), let n € N, and let S be an (n, €)-separated set
for F* of maximal cardinality. For each (xq,...,z,-1) € S, choose (Yo, .-, Ynk-1) €
Orb,,(F, X) such that for each i = 1,...,n -1, y; = x;, and let S be the set of all
such nk-orbits for F.
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Then S is an (nk,e)-separated set for F' with the same cardinality as S but

not necessarily of maximal cardinality. It follows that

Sn,e (Fk) < Snk,e(F)

and hence

1 1
limsup — log s,, (Fk) < klimsup — log Sk (F).
n

Therefore h(F*) < kh(F).
To show the other inequality, note that from Lemma 2.20, if n € N, and m e N

is chosen so that (m - 1)k <n <mk, then

k
Sne(F) < [sm75/2 (Fk)] )
In this construction, m — oo as n — oo, so

lim sup l log s, (F) < limsup l log [Sm,e/z (Fk)]k = limsup % log Spme/2 (Fk)

n—o0o m—oo T m-—o0o

where o = mk/n.
It follows from the inequality, (m —1)k < n < mk that a - 1 as n - oo. Hence,
we have that h(F) < h(F%).
O

Corollary 2.22. Let (X, F) be a topological dynamical system, and let k € N. Then

the following hold.
(1) h(F) =0 if, and only if, h(F*) = 0.
(2) h(F) = oo if, and only if, h(F*) = oo.
(8) 0 < h(F) < oo if, and only if, 0 < h(F*) < co.

The inequality h(F) < h(F*) < kh(F) is most interesting when the entropy
of F'is positive and finite. From Theorem 2.18, we have that for any mapping f,
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h(f*) = kh(f) for all k € N. Next, we give an example of two set-valued functions on
the two element set {0,1}: one where h(F?) = h(F'), and one where h(F') < h(F?) <
2h(F).

Example 2.23. Let X ={0,1}.

(1) Let F': X - 2% be defined by F(0) = {1}, and F(1) = {0,1}. Then h(F') =
log ¢, where ¢ = (1 ++/5)/2, and h(F?2) = log2.

(2) Let G : X - 2% be defined by G(0) = G(1) = {0,1}. Then for all k£ € N,
h(GF) = h(G) = log 2.

Proof. Note that if 0 < € < 1, then for all n € N, the entire space of n-orbits is an
(n, €)-separated set (for F' and G respectively).

For F, the sequence (s,,)o, is the Fibonacci sequence beginning with (2, 3).
Thus, s, ~ 5 /2¢"*2 and we have that h(F) = log .

Now F2(0) = F2(1) = {0,1}, so Orb(X, F?) = {0,1}%, and the entropy of the
shift on this space is known to be log 2. Thus h(F?) =log2 which is strictly between
h(F) and 2h(F).

Note that G = F2, so we have that h(G) =log2. Also, for any k e N, G* = G,
so, in particular, h(G*) = h(G). O

In this example, we had that G*¥ = G for all k£ € N. This is not necessary,
however, for their entropies to be equal. In the following example we present a
function F :[0,1] — 20U for which F? # F but h(F?) = h(F). (The inverse limits
of F and F? are discussed in [24, Example 4].)

Example 2.24. Let I =[0,1], and let F': I - 2! be defined by

1 1 1
F(x): {$+§,§—x .’L'Si

;
{r-3.3-2) 223
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% 1 05 1

Figure 2.1. Set-valued function F (left) and F? (right) from Example 2.24

Then, F? + F, but h(F?) = h(F') =log2. (The graphs of F' and F? are pictured in
Figure 2.1.)

Proof. For each 0 <e<1/4, let A, be the largest e-separated subset of the set

[0+£,1_£]U[1+£,1_£]_
2°2 2 2 2 2

Note that the cardinality of A, is no more than three less than the largest cardinality
for an e-separated subset of I.
Moreover, for each a € A, F'(a) contains exactly two points, and those points

are at least € apart from each other. It follows that for each n € N,
|A|2" < 5 (F) < (JA +3) 27,
and thus, h(F') =log 2.

A similar argument shows that that h(F?) = log2. O

2.6 Positive Topological Entropy
Each of the examples from Section 2.5 illustrates functions with positive topo-

logical entropy, where the positive entropy may be witnessed on any compact subset.
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An interesting question is to determine “minimal” conditions for a set-valued func-
tion to have positive entropy. In this section, we establish conditions which are
sufficient for a set-valued function to have positive entropy, and we demonstrate
that set-valued functions satisfying these conditions may exhibit seemingly minimal
chaotic behavior.

We also discuss the relationship between periodicity and positive topological
entropy. A mapping on [0,1] has positive topological entropy if, and only if, it
has a periodic point whose period is not a power of 2. We demonstrate that this
equivalence does not hold for set-valued functions on the interval.

We begin with sufficient conditions for a set-valued function to have positive

topological entropy.

Proposition 2.25. Let (X, F') be a topological dynamical system. Let a,b e X, with
a+b. If {a,b} € F(a) and {a,b} c F(b), then h(F) >log2.

Proof. For each n € N and each 0 < € < d(a,b), the set {a,b}" € Orb, (X, F) is an

(n, €)-separated set. Thus, s, > 2". It follows that h(F') > log2. O

Under the assumptions of Proposition 2.25, a has two distinct periodic orbits,
(a,a,a,...) and (a,b,a,b,...). The next theorem generalizes Proposition 2.25 by
focusing on this property.

In this theorem, given two finite sequences u = (u;), and v = (v;),, we define
uv to be the sequence (ug, ..., Uy, vo,-..,v,). We also define a finite word of length
m from {u,v} to be a sequence of the form aja,...ay, where for each 1 < j < m,

aj € {u,v}.

Theorem 2.26. Let (X, F') be a topological dynamical system. Suppose there exists
a point p € X and two distinct periodic orbits a and b such that ag = by = p. Then
h(F) > 0.
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(0,1)e (1,1)

(0,0) e(1,0)

Figure 2.2. Set-valued function from Example 2.27.

Proof. Let m be the period of a, let k& be the period of b, and let [ be the least
common multiple of m and k. Let u= (ao,...,a;1), and let v = (by,...,b_1). Note
that p € F'(a;-1) and p € F(b,_1), so any finite word from {u, v} is a finite orbit for
F'. Also, since a and b are not equal, neither are u and v, so there exists 0 < j <[-1
such that u; # v;.

For each n € N, let S,, be the set of all finite words of length n from {u,v}. Then
Sy, consists of ni-orbits. Moreover, if 0 < € < d(u;,v;), then S, is an (nl, €)-separated

set, and |S,| = 27. It follows that s, > 2", and hence, h(F') > (log2)/l > 0. O

Example 2.27. Let I = [0,1], and let F' : I — 2! be defined by F(z) = {z} for
0<x<1,and F(0) = F(1) = {0,1} (pictured in Figure 2.2). Then, according to
Proposition 2.25, h(F') > 0, and, in fact, h(F") = log 2.

What makes Example 2.27 interesting is that the positive entropy is witnessed
on the nowhere dense set {0,1}. Our next two results illustrate that such a thing
with continuous set-valued functions.

The following proposition can be found within the proof of a theorem due to
Jaquette [26]. We state the result in a slightly different way than how it appears in

[26], so we include a proof.
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In Proposition 2.28 and Theorem 2.30, we will use the following notation:
If (X, F) is a topological dynamical system, and Z € X, then for each n € N
and € > 0, we define s,,(Z, F') to be the largest cardinality of an e-separated subset

of Orb,(Z,F) = {x € Orb,(X,F) :x9 € Z}.

Proposition 2.28. Let X be a compact metric space, and let f: X — X be continuous.

If Z is a dense subset of X, then

1
h(f) = lirrollimsup —log s, (Z, f).

n—oo 11

Proof. By definition,
- 1
h(f) = limlimsup ~ log s, (X, £),
€= n—oo T
so it suffices to show that for each n € N and € > 0,

Sn,e(Za f) < Sn,e(Xaf) < Sn,e/Q(Za f)

Since Z ¢ X, it follows that s, (Z, f) < $,.(X, f). It remains to show the other
inequality.

Recall that Orb, (X, f) has the metric D defined by D(x,y) = max{d(x;,y;) :
0<i<n-1} for x,y € Orb, (X, f). Since f is continuous, the projection map
7o : Orb, (X, f) = X is a homeomorphism. Thus, since Z is dense in X, it follows
that Orb,(Z, f) is dense in Orb, (X, f).

Let n € N and € > 0, and let S € Orb,(X, f) be an (n,¢)-separated set of
maximal cardinality for f. Since Orb,(Z, f) is dense in Orb, (X, f), for each x € S,
we may choose X € Orb,(Z, f) such that D(x,X) <e/4. Let § = {X:x¢€ S}.

Then, for each x,y € S with x # y, we have that

D(xy) 2 D(xy)-D(xX)-D(y,y)

€ €
> €————

4 4
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<
5
It follows that |S| = |S| and that S is an (n, e/2)-separated set for f. Moreover, since

S c Orb,(Z, f), we have that
STL,€(X7f) = |S| = |§| < 5n,e/2(Z7f)7
and the result follows. O]

Example 2.27 illustrates that this result does not hold in general for upper
semi-continuous set-valued functions. However, we show in Theorem 2.30 that it
does hold for set-valued functions which are continuous with respect to the Hausdorft

metric which we define now.

Definition 2.29. Let X be a compact metric space with metric d. Given a point
x e X and € >0, let B(xz,¢) represent the ball of radius e centered at x. We define
the Hausdorff metric, Hg4, on 2% as follows: if C, D € 2X,

Hqy(C, D) = inf{e >0:Dc|JB(ce), and Cc B(d,e)}

ceC deD

Theorem 2.30. Let (X, F) be a topological dynamical system such that F : X — 2%
is continuous with respect to the Hausdorff metric on 2X. If Z is a dense subset of
X, then

h(F) = leii%llimsup 1 log s,.(Z,F).

n—oo M
Proof. From Theorem 2.9, we have that the entropy of F' is equal to the entropy
of the shift map o on _O—r?)(X,f) Thus, since ¢ is a mapping, in light of Proposi-
tion 2.28, it suffices to show that _O7I)J(Z,f) is dense in _07;)(X, f).

Recall that ]2, X has the metric p defined for x,y ¢ _078))()(, F) by

d(ﬂﬁz‘;yz’)
=S _—.
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Define F': X — 211X by F(zx) = O—frl))(x, F). Then, F is continuous with respect
to the Hausdorff metric H, on 2I1X. Thus, for any x € E’Z(X, F) and € > 0, we may
choose 8§ > 0 to witness the continuity of F at zq. Since Z is dense in X, there exists

t € Z such that d(zg,t) <. Then
— —
H, [Orb(xo, F), Orb(t, F)| < e,
— —
so there exists y € Orb(t, F') € Orb(Z, F') such that p(x,y) <e. O

For mappings on the interval [0, 1] we have the following two results concerning

periodicity.
Theorem 2.31 (Sarkovs’kii [51]). Define the relation < on N by

3<5<7<-+<3-2<5.2<--<232<22<2<«1.

If f:]0,1] - [0,1] is continuous, and has a periodic point of period n € N, then it

has a periodic point of period m, for all n <m.

We also have the following result which relates periodicity to positive topolog-

ical entropy. A proof may be found in [30, Section 15.3]

Theorem 2.32. Let f:[0,1] — [0,1] be continuous. Then h(f) =0 if, and only if,

the period of every periodic point is a power of 2.

The following example illustrates that neither of these results necessarily hold

for set-valued functions on the interval.

Example 2.33. Let F : [0,1] - 2[%1] be defined by F(z) = {0} for all z # 1/3,2/3,1,
F(1/3) ={0,2/3}, F(2/3) ={0,1}, and F(1) ={0,1/3}. Then F has three periodic
orbits of period three and a fixed point but no other periodic orbits. Moreover,

h(F) = 0.

34



2.7 Infinite Topological Entropy and the Structure of Orbit Spaces
Finally, we explore the concept of infinite topological entropy and its rela-
tionship to the structure of the orbit spaces. We begin by presenting sufficient
conditions for a set-valued function to have infinite topological entropy. We then
consider set-valued functions on [0,1] for which the image and inverse image of a
point is connected. We present in Example 2.37 such a function whose entropy is
zero, yet whose forward orbit space contains a Hilbert cube (a countable product of

non-degenerate closed intervals).

Theorem 2.34. Let (X, F) be a topological dynamical system. If there exists an
infinite set A € X such that for all ae€ A, F(a)2 A, then h(F') = co.

Proof. For each ¢ > 0, choose A, to be an e-separated subset of A of maximum
cardinality, and let a(e) = |A. Since for each a € A, A ¢ F(a), we have that for
each n € N, A" ¢ Orb, (X, F). In particular, A? is a subset of Orb, (X, F') and is
e-separated. Therefore, s, > [a(€)]™ which implies that h(F,¢€) > loga(e).

Since A is an infinite set, a(e) - oo as € - 0, so h(F) = oo. O

Corollary 2.35. Let (X, F) be a topological dynamical system. If there exists an
infinite set A X and a k € N such that for all a € A, F¥(a) 2 A, then h(F) = co.

Proof. By Theorem 2.34, we have that h(F*) = oo, so from Corollary 2.22, it follows
that h(F') = co. O

For a set-valued function satisfying the hypotheses of either Theorem 2.34 or
Corollary 2.35, its forward orbit space would contain a copy of AN. It is crucial
however that this is a countable product of one infinite set. We demonstrate in
Example 2.37 that an orbit space may contain a countable product of infinite sets
while the set-valued function has zero entropy.

Before Example 2.37 we define what is meant by a monotone set-valued func-

tion.
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Definition 2.36. A function F': X — 2X is called monotone if for each x € X, F(x)

and F-1(x) are each connected.

Recall that a compact, connected, metric space is called a continuum, and
that a continuum in which every proper subcontinuum is nowhere dense is called
indecomposable.

Barge and Diamond prove in [6] that if f is a piece-wise monotone mapping on
a finite graph G, then h(f) > 0 if and only if Orb(G, f) contains an indecomposable
subcontinuum. Example 2.37 demonstrates that this does not hold in general for

set-valued functions.

Example 2.37. Let F : [0,1] - 2[%1 be the monotone function defined for each
x €[0,1] by F(x)=[0,z]. Then O—N))([O, 1], F') contains copies of the Hilbert cube,
and h(F)=0.

00 1

Figure 2.3. Set-valued Function from Example 2.37

Proof. First, note that, in particular, O—rl;([O, 1], F') contains the Hilbert cube
ﬁ[l L]
oo ]
To show that h(F') = 0, we show that h(c) = 0 where o is the shift map on
O_N;([O, 1], F). First, we claim that the set of non-wandering points is equal to the
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set of constant sequences (i.e. fixed points for o). To see this, let x € O—rl;([(), 1], F),
and suppose that x is not fixed by o. Then there exists some j € N, such that
Zj1 # xj. From the definition of F, it follows that z;,; < z;, and, for all i > j,
Ti S Tj1 <Xy

Fix disjoint intervals I; and [, such that z; € I; and xj,; € I3, and let U =
77 (1) n 751 (I2). Then ¢/(U) is disjoint from U for all i € N. Hence, the only

non-wandering points are the fixed points, so ¢ restricted the non-wandering points

is the identity. Thus, by Theorem 2.11, h(c) = 0. O
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CHAPTER THREE

Specification Property

3.1 Introduction
In this chapter we continue our exploration of the dynamics of set-valued
functions and their inverse limit spaces. For ease of reading, we list some definitions
from previous chapters here. For the duration of this chapter, X will denote a
compact metric space and 2% will denote the hyperspace of nonempty closed subsets
of X. Let F': X — 2X be an upper semi-continuous function. We call F a set-valued

function. The forward orbit space induced by F' is the space
Orb(X, F) = {(2;)%0 € XN : 21 € F(x,)}

considered as a subspace of the Tychonoff product X~. This space is similar to the

inverse limit of (X, F'), which is the space of backward orbits.
“«—
m(X, F) = Orb(X, F) = {(x;)52 € X" : 2; € F(w,q, for all i e N}
Associated with these orbit spaces is a shift map
o(xo,z1,...) = (x1,22...).

This is a continuous well-defined function which mimics the dynamics of F' on X. Of
course, the trade-off for well-definedness is the inherently more complicated topology
of the domain space, l(iin F'. These mappings and their inverse limits have arisen in
several applications of topological dynamics to economics, [32, 49].

In section 2 of this chapter, we extend the definition of the specification prop-
erty from the usual single-valued function setting to the setting of set-valued map-
pings and recall the definition of topological entropy. In section 3, we prove that,

as in the single-valued case, specification implies topological mixing and positive
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entropy for usc. set-valued functions. We also extend the notion of shadowing to
the set-valued case. We show that if X is compact and connected and F' has shad-
owing and a dense set of periodic points then it also has a slightly weaker version
of the specification property (as is known in the single-valued setting [2].) We then
give a few results on the dynamics induced on o, specifically, we show that if F' has
the specification property then so does 0. We end the chapter with a few results
regarding invariant measures for set-valued mappings, which is the focus of chapter
four. This is closely related to results from [31].

Recall that the sequence (x, f(z), f?(x),...) is the orbit of x under f. If there
exists n € N such that f*(x) =z, we call x periodic, with period n.

We begin with a few simple extensions of definitions from the single-valued
case. Notice that since F' is a set-valued mapping, orbits of F' are no longer uniquely

determined by their initial condition.

Definition 3.1. An orbit of a point z € X is a sequence (z;)$, such that x;.; € F'(x;)

and zg = z.

Definition 3.2. Let z € X. Let (z;)3, be an orbit of x. The orbit is said to be
periodic if there is some n € N such that (2;):2, = (z;)32,. The smallest such n is

called the period of the orbit.

Note that it is not necessarily the case that if there is some j € N such that

zo = xj, then the orbit (z;)52, is periodic.

Definition 3.3. The fibre of a point x, denoted O—rl))(x), is the collection of all orbits

of x. In chapter 4, particular detail will be paid to these sets.

3.2 The Specification Property
Definition 3.4. We say that the dyamical system (X, F') has the specification property

if, for any € > 0, there exists M € N dependent only on € such that, for any x!,... 2" €
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X, any a; <b; <...<a,<b, with a;,; —b; > M, and any orbits (xé.)]?";o, and for any
P> M +b, —ay, there exists a point z that has an orbit (2;)32, such that d(z;,7%) <e

forie{l,...,n} and a; <j <b;, and zp = z.

Note that this definition requires F' to be surjective, in the sense that for any

y € X, there exists € X such that y € F(x).

Definition 3.5. We say that the dynamical system (X, F') is topologically mixing if,
for any non-empty open U and V in X, there is an M € N such that for any m > M

there is an z € U with an orbit (z;)52, with ,, € V.

The notion of topological entropy has been studied extensively since it was
introduced in 1965. Positive entropy is a strong indicator of topological chaos. We

recall the definition from Chapter Two.

Definition 3.6. Let (X, F') be a dynamical system. The topological entropy of F' is
- 1
h(F) = hng lim sup — log(r,(¢€)),
€~ n—oo 1
where 7,(¢) is the minimal cardinality of an (n,€) spanning set.

Recall also that it is possible to define topological entropy for a set-valued
function using s, (€) instead of r,(€). In that case the topological entropy of F' is
given by

1
h(F) = hHOI lim sup — log(s,, (€)).
€= n—oo T

3.3  Results for Set-Valued Dynamical Systems.
We begin by considering the implications of the specification property for a

set-valued mapping, F'.

Theorem 3.7. Let (X, F) be a dynamical system. If F: X — 2% is an usc. set-valued

mapping that has the specification property, then F has topological mizing.
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Proof. Let U and V be non-empty open sets. Let x € U, y € V. Let € >0 be chosen
such that B.(z) c U and B.(y) c V. Let M € N witness the specification property
for this . Let y' € X be chosen such that there is an orbit (y;)§* with y3,,, = y.
Then for any orbit (z;)§° of x there is a point 2! such that for a; = by = 0, and

as = by = M + 1, there is a point z! that has an orbit (z})5, such that
d(z',z)<e and d(zpre1,Yis,) <€

Thus 2! €U, and zj;,, € V. Now let y™ € X such that there is an orbit (y;*)52, with
Y¥iom =Y. Then for a; = by = 0, and ay = by = M +m, there is a point z™ with an

orbit (27)§° such that
d(2a)<e and (2, Y <e
Then 2™ €U, and 27, €V. O

Lemma 3.8. For €; < €3, s,(€1) < s,(€2).

Theorem 3.9. Let (X, F) be a dynamical system. If F: X — 2X is an usc. set-valued

mapping that has the specification property, then F' has positive entropy.

Proof. Let x,y € X. Let € >0 such that d(x,y) > 3e. Let M witness the specification
property for this e. Let z!,... 2" be chosen such that z¢ € {z,y} for some fixed n.
Let (27)52, be an orbit of each 2. Let a; = b; = (i - 1) M. Then there is some 2 that
has an orbit (z;)$2, such that d(z(i_l)M,zzi_l)M) <e Let Z1... 2Z2" be a different
such choice of x’s and y’s. Then for orbits (2;);":’0 there is some 2 (possibly equal to
z) that has an orbit (£;)$2, that follows the Z’s. Now, there is some i € {1,...,n}
such that 2¢ # z*. Then d(2(-1)m, 2¢-1)m) > €, for that fixed 7. Thus there are 2

many (nM, €)-separated orbits. Then for a fixed ¢,

1 1 1
li —1 > i —log2" = —log 2.
im sup -~ og(sn(€)) > limsup 7 o8 77 08

n—oo n—oo

Thus by Lemma 3.9, F' has positive entropy. O
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Whenever a chaotic property such as specification is introduced, a natural
question is to determine sufficient conditions for it to appear. The following theorem
gives a sufficient condition to get a slightly weaker property than specification. First,

we introduce the notion of shadowing.

Definition 3.10. A sequence (z;)$, is called a d-pseudo-orbit it d(F(x;),xi+1) < 9 for

all e N.

Definition 3.11. Let F: X — 2X be a set-valued map. We say F has shadowing if,
for any € > 0, there exists § > 0 such that for any §-pseudo-orbit (z;)$,, there exists

a point z € X with an orbit (z;)¢° such that d(z;,z;) <€ for all i € N.

Theorem 3.12. Let (X, F') be a dynamical system. If X is a continuum, and F' has
shadowing and a dense set of points that each have at least one periodic orbit, Then

or any € >0, there is an M € N such that for any x',...,2" € X, any a1 < b; < ay <
Y Yy Yy

[ee)

by <...<ay < by, any orbits (x5)52, there is a point z € X with a orbit (z;)52, such

that d(zj, %) <e for 1<i<n, a; <j<b.

Proof. Let € > 0. Let ¢ witness shadowing for this e. Let A = {A;,...,A,} be a
finite cover of X with diameter of A; less than g, and centered at points ¢* € A; such
that ¢’ has at least one periodic orbit, and denote the length of that orbit by p;. Let

M, be the collection of sums of i many elements from the list of {p1,...,pn}, i.e.,

M; ={pj, +pj, + ... +p;, :pj, €{p1,...,pn}, for 1 <k <i}.

Let My =T[17" M;, and M =2M,. This will be the M witnessing specification for the
given e.

Let 2',...,2™ be points of X. Let a; <b; <ay <...<b,, with a;.1 — b, > M.
Let (%), be orbits of these points.

We build a pseudo-orbit that follows the orbits of the points z?, and then invoke

42



shadowing. Let r; and ¢ be natural numbers such that a;.1 - b; = ¢;Mj + r;, with
0 <r; < My, for 1 <i<n. Note that as a;.1 —b; > M, ¢ is at least 2.

It is important to note that for any two points u,v in X, there is a finite
sequence Si,...,S, with r < m, where m is the cardinality of A, given above, such
that

d(sia 5i+1) < 67 d(u’a Sl) < 5a d(sra U) < 57

. . > - 1 .
and s; € {q1,...,qn} for each 1 <i <r. So for each pair Ty s Torry s choose a finite
i i i i i i i il
sequence si,...,sh such that d(s},s!,,) <9, d(z},,,s}) <0, and d(s,,2it!) <.

Then each s’ has a periodic orbit of length p’, with p, = p,, for some 1 <n <m. Let

(s}.;)5%0 be that periodic orbit, and so we have s?pz = 8}.0 = Sj,, for each 1 < <n,
and 1 <j <.
c
Let ¢; = = Oi . Now we are ready to define our pseudo-orbit. Let (wy)52, be
k=0 Pk

defined such that
Ti 0<k<b +7
s1p b1 +ry<k<bi+r+eipl

1 1 1
Sy bitritep <k<bi+ri+e(py+p;)
m-1,1 m 1
bl+7“1+612j:0 pj§k<b1+7‘1+612j:0pj
Wy = J]z Ay <k <by+1y

2 2
STk by + 19 <k < by + 19 + copy

xy an, <k<b,+r,

=1 n
Sy DnFrn+ e Xty DY Sk <bp+ry+cn Xt D}

By shadowing, there is a point z € X with an orbit (zj);io that e-shadows the pseudo-
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orbit (w;)$

20, and clearly (2;)%, is the orbit such that d(z;,2%) <, for 1 <i <,

aiﬁjﬁbi. ]

3.4 Inverse Limits
There have been many publications on inverse limits of set-valued relations,
but the associated dynamics of the bonding map and how the two relate have not
been studied in depth. Here we study some dynamical properties that arise in the

inverse limit setting.

Definition 3.13. Let (X, F') be a dynamical system. Recall the forgetful shift map

o:lim F' — lim F', defined for x = (21, x9,...) as o(x) = (22, 23,...).

«—

Theorem 3.14. Let (X, F) be a dynamical system. Let F have the specification prop-

erty on X. Then the dynamical system (im(X, F'),0) has the specification property.

Proof. Let € >0. Let k € N such that

l\DIm

1
2

Mﬁ8

Let M’ witness specification for §. Let M = M'+k. Let 2',2%,... 2" e im F. Let
l=a; <by<ag <by<...<b, with aj1 —b; > M. Note that a? = (2}, 2%,...), with

b+k

' e F(x),;). Consider, for each i, the finite piece of the orbit (z);

i
We construct a point in the inverse limit that that traces our orbits.

Let oy =0, 81 = b, +k —ay, and for 2 <i <n, a; = b, —b,_(;-1), and 3; =
b, + k= an_¢i-1y. Note that a;, — 8; > M'. Let y; = Ty s Y2 = azg;lﬁk,. .. such that
yi = xZ f; Y for each 1 <i<n. So by the specification property, there exists a point
2" in X, that has a periodic orbit of length D > M + b,, — ay, denoted ( 22 such
that

) = (@ D < 5, for 1<i<n, a;<j< B,

Let z be the point in lim /' whose first coordinate is z; ;. second coordinate is

2, k1> 0 general whose ith coordinate is z where we trace out the known

bn+k-(i-1)’
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periodic orbit of 2z’ for negative indices. We show that z witnesses specification for

2t ..., 2", and the a;’s, b;’s. To see this, let a; < a < b;.

e, - S AT Il ()

st ] 2
- |( S —— ]) (‘l+_] |

: Z 29 2 «9j
=1 j=k

< Al |(Zl,)n+k—a—j) - (Iz+j)| + E

< Z 5%

Now, note that as a; < a < b;, we have
bp+k-bi—(k-1)<b,+k-a-j<b,+k—-a;-1

an_(i_l)Sbn—bi+1Sbn+k—a—i£bn+k—ai—1Sﬁn_(i_l).

Then |(z,,),;) = (z},;)| < 5, for each j. Thus our sum becomes
DEL

As oP(z) = z, we have that lim F has specification via o. O

N’lwlm
l\:)lm

For the next theorem, we need to define the inverse of a set-valued map on X.

Definition 3.15. Let F: X — 2X be a set-valued map. Then F-1: X — 2% is the

set-valued map on X such that FF~1(z) ={ye X 1z € F(y)}.

Lemma 3.16. Let (X, F') be a dynamical system. O_N))(X, F) and im(X, F') are equal

as sets.

This tells us that chaotic properties of F' will be reflected in the structure of
the inverse limit of F~!, and vice-versa. The following theorem connects the ideas

of the specification property and inverse limits.

Theorem 3.17. Let (X, F') be a dynamical system. F has specification if, and only

if, I~ does as well.
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Proof. Suppose F has specification. Let € > 0. Let M witness specification for F and
thise. Let 2,..., 27 € X. Let a; <b; <...<b, with a;;1-b; > M. Let P > M +b,,—a,.
Let (2%)32, be an orbit of x* via F-!, for each 1 <4 < n. Now consider the orbit

segments (x;)?;al We have that #%,, € F-!(z}), and so 2% € F'(z},,). Let

iNbi ¢ n—(i-1)\An—(i-1)
(y;)j=ai - (Ij )j:bn—(i—l).
By specification for F, there is some z with an orbit (z; );“:’0 such that
d(zj,y;-) <€, 1<i<n, a;<j<b;.

The result follows from the proof of the previous theorem. The converse follows

similarly. O]

This gives a way to determine a class of relations that have the specification
property. To be more precise, the inverses of continuous single-valued functions that
have specification will have specification. As an example, the inverse of the tent map

will have specification, see Figure 3.1.

Y

(1,0)

(1,3)

(0,0) x

Figure 3.1.
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Definition 3.18. Let (X, F') be a dynamical system. Let ~:lim F' — 9™ he a set-

valued function on lim F' such that ~v((xg,x1,...)) = {(z_1,20,21,...) 121 € F(x0)}.

Note that this set-valued function ~ is similar to the forgetful shift map

o:lim F — lim F'.

«—

Corollary 3.19. Let F be a set-valued map on X, a compact metric that has specifi-

cation. Then v has specification.

Proof. Identify with the shift map o a set-valued map o:lim F' — 2™ " guch that
o((xg,z1,...)) ={(x1,22,...)}. Then o and v are inverses as defined above, and so

the result holds by Theorem 9. O

Lemma 3.20. Let F: X — 2X be a set-valued map. If F' has mizing, then F~' has

mizing.

Proof. Let U and V' be non-empty open sets, we wish to show that there exists M
such that for m > M, there exists a point in U that has an orbit (z;)52, under F~!
such that x,, € V. As F has mixing, let N € N such that for all n > N, there exists
y™ € V such that y™ has an orbit (y]" %20 under F' with y € U. Then letting y; be

our choice for a point in U, we see that under F'~!, this point has an orbit whose

nth iterate lands in V. O

A well-known theorem of A.M. Blokh states that for single-valued functions
on the interval. topological mixing is equivalent to the specification property. The

following corollary extends this result.

Corollary 3.21. Let ([0,1], f) be a single-valued dynamical system on the unit inter-
val. If F:[0,1] = 201 be defined as F(x) = f~'(x), then F has mixing if, and only

if F' has specification.
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Proof. 1t is sufficient to note Theorem 3.17, Lemma 3.20, and the exceptional the-
orem from Blokh [14], which states that mixing and the specification property are

equivalent on single-valued interval maps. O

3.5 Measures on a Set-valued Dynamical System.

The specification property yields many good results in the measure spaces of
single-valued functions, in particular the fact that in the space of invariant measures,
there is a dense Gy set of non-atomic measures with full support [18]. Here we
give some preliminary results towards the existence of invariant measures with full
support which are non-atomic, and we continue this topic in chapter 4. We begin

with the theorem of Denker, Grillenberger, and Sigmund.

Theorem 3.22 (Denker et al). Let (X, f) be a dynamical system, and denote the space
of invariant measures by M(X). If F' has the specification property, then the set of
non-atomic invariant measures with full support forms a countable intersection of

dense open sets.

To begin adapting this to the set-valued case, we introduce the notion of an
invariant measure on a set-valued map. Aubin, Frankowska and Lasota [3] gave the
following notion of an invariant measure, which Akin and Miller [40] showed to be

equivalent to many other notions of an invariant measure.

Definition 3.23. Let F: X — 2% be a set-valued map. Let P(X) be the space of Borel

probability measures on X. Then a measure p € P(X) is said to be invariant if

1(B) < u(F'(B)),
for all Borel sets B of X.

To see a trivial example of an F-invariant measure, suppose F: X — 2X has

a point x with a periodic orbit (z;)%2,, with period n. Then define the periodic
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measure 0, by
{j€{0,1,...,n—1} :2; € B}|
n 7

0o(B) =

for any Borel set B. To see that ¢, is invariant, let B be a Borel set in X, and
suppose that there are k many distinct elements of {z;:j € {0,1,...,n-1}} in B.
Then F-1(B) will have at least k£ many distinct elements of {z; : j € {0,1,...,n-1}},

and so the measure of F'~1(B) will be at least the measure of B.

Theorem 3.24. Let F: X — 2X be a set-valued map. The set of F-invariant measures
with support X is either empty or a dense G set in the space of F-invariant measures

on X.

Proof. Let p be a F-invariant measure with support X. Let U be an open nonempty
subset of X, and so u(U) > 0. Denote D(U) = {p|p is F-invariant, u(U) = 0}. Then
D(U) is a closed collection of measures. Also, D(U) has no interior. To see this, let
veD(U), e >0 and consider the measure v, = (1 -€)v+eu. v.(U) =eu(U) >0, and
so v is not in D(U). Letting € go to zero, v. — v, and so for each point of D(U),
there is a sequence of measures outside of D(U') approaching that point. Thus D(U)
is nowhere dense.

Now as X is a compact metric, it is second countable, so let {U;}{° be a
countable basis for X. Then OD(UZ-), being a countable collection of nowhere
dense sets, is of first category. Iqllus the complement of this union is a dense G set.

As any measure in the complement of this union must have full support, the proof

is complete. O

We now construct an invariant measure with full support, which gives us the

following theorem.

Theorem 3.25. Let F: X — 2X be a set-valued map. If X has a dense set of points
with periodic orbits (note that F' having specification gives this), then a dense G set

of invariant measures have full support.
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Proof. 1t suffices to build an invariant measure with full support. Let {x?:i € N} be

a dense set of points with periodic orbits (3: 0, and a:;z = xy. Consider the measure

1
w= 2551715

1

=

with 0, as defined above. To see that p is a measure, let {U,}>2, be a countable

collection of disjoint measurable sets. For each n € N, let

= |{j € {07177.7@_1}x; GUnH
Then we have that

nw(U,) = Z 5zl(U) Z—f, and so Z“(U :ij _%

1,

1
2

LM8

Now we consider p(u,U,).
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We now show that u is invariant. Let B be a borel set, let m; = |{j € {0,1,...,7;-1}:

z’ € BY|, and let n; =[{j € {0,1,...,j; = 1} : 2} € F-1(B)}|. Then

p(FH(B)) = Z

For i to be invariant, it suffices to show that n; > m;. To see this, let j € {0,...,5;-1}

2%

such that JT; € B. Then as x§_1 € F-1(B), we see that n; > m,. O
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CHAPTER FOUR

Inducing Invariant Measures on Multi-valued Dynamical Systems

4.1 Introduction

In the context of dynamical systems of compact metric spaces, say f: X - X,
with f continuous, there are many results regarding the existence of measures on
X that are invariant with respect to f. In particular, Denker, Grillenberger, and
Sigmund show that in the presence of the specification property, the space of in-
variant measures on (X, f) has a dense Gj set of non-atomic measures with full
support that are invariant with respect to f, [18]. In the context of set-valued func-
tions, relatively little is known about the existence of invariant measures. Kennedy,
Raines, and Stockman ask under what conditions an upper-semi-continuous(usc)
set-valued function admits an invariant measure, [31]. There are many other results
on constructing invariant measures for inverse limit spaces, [52], [54], and these have
primarily been motivated by economic models that lend themselves to an analysis
via inverse limit spaces, see [33], [39], and [38]. In this chapter, we first include the
above-mentioned theorem of Denker, et al, along with necessary background defini-
tions. We also give a definition of a measure with respect to a set-valued function as
well as a notion of invariance due to Aubin, Frankowska, and Lasota, [3]. In Section
3 we note that in the presence of the specification property, the results of Denker, et
al, show the existence of non-atomic invariant measures with full support in the orbit
space of set-valued dynamical systems. We use these measures to induce measures
on the underlying space X using projection maps. This chapter focuses on these
induced measures, and we first show that they inherit the properties of invariance
and full support. We give an example showing that it is not true in general that

these induced measures will be non-atomic, and in Section 4 we discuss our main

o1



results, which link the dynamical property of multiperiodicity to systems in which
measures induced from orbit spaces will be atomic. Multiperiodicity is a condition
which can only be found in set-valued dynamical systems, and states that there
exists points with distinct periodic orbits. From the existence of such a point, our
first main result shows a construction of a non-atomic measure in the orbit space of
(X, F) which induces an atomic measure on X.

Theorem 4.25. Let X be a compact metric space, and let F': X — 2% be usc.
If there exists a point x € X which is multiperiodic, then there exists an invariant
measure on Orb”(X') which is non-atomic, but the associated induced measure on
X is atomic.

Our second main result is in the converse direction. We call a measure on the
orbit space fibre-atomic if the induced measure on X is atomic. Starting with a
fibre-atomic measure, we give conditions on the dynamical system which show the
existence of a multiperiodic point.

Theorem 4.26. Let F : X — 2% be usc and suppose that for all z € X,
|F~1(z)| < 00. Let p be a fibre-atomic, non-atomic invariant measure on Orb"(X).
If X has only finitely many fibre-atoms, then there exists a multiperiodic point in

X.

4.2 Background
Let X be a compact metric space, and let 2% be the hyperspace of nonempty

closed subsets of X.

Definition 4.1. Let F': X — 2X. We say F' is upper-semi-continuous at a point z € X
if, for any open set V' containing F'(x), there exists an open set U c X such that
F(U) c V. We say F is upper-semi-continuous (usc) if it is upper-semi-continuous

at every point.
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Ingram showed in [23] that F' is usc if and only if the graph of F' is a closed
subset of X x X.

Definition 4.2. The inverse limit space induced by F' is the space
lim F = {(wo,71,...) e XN 12,1 € F(x;)}
considered as a subspace of the Tychonoff product space XN := T[> X.

Associated with the inverse limit are a number of continuous functions. First

we define the projection maps.

Definition 4.3. The n-th projection map is a function m, : limF' - X defined as

T ((75)520) = Tn-

Associated with the inverse limit is a natural shift map, sometimes called the

forgetful shift.

Definition 4.4. The shift map is a map o : lim F' - lim I defined for each (z;)$, €

lim F as

—

o(xg,x1,...)=(x1,29...).

This is a continuous well-defined single-valued function which mimics the dy-
namics of F' on X. In the context of set-valued dynamical systems, it is sometimes

more natural to work in the space of forward orbits, defined below.

Definition 4.5. Let X be a compact metric space, and F': X — 2% be usc. A sequence

()32, is said to be an orbit of z € X if o =z, and z;,, € F'(x;) for each i ¢ N.

Definition 4.6. Let X be a compact metric space, and F : X — 2% be usc. The

forward orbit space induced by F' is the space
OI‘b+(F) = {(Z)’Jo,flfl, .. ) € XNZL‘i+1 € F(J]J},
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This space also has a natural shift map, which we denote using ¢. While the
results in this chapter are given in the context of Orb™(F), all of them are applicable
to l(iin F', with minor changes. Some examples of these changes are given at the end
of the chapter.

Before we introduce chaotic properties of set-valued functions, one aspect
which differentiates set-valued dynamical systems from single-valued is the notion

of periodicity.

Definition 4.7. Let X be a compact metric space and let F': X — 2% be usc. Then
z € X has a periodic orbit (x;)52, if (z;)52, € Orb(F) and there exists n € N with

o™ ((25)520) = (7).

Note that as F' is set-valued, there may be points in X with many distinct
periodic orbits. For completeness we now give some basic definitions from the theory

of single valued dynamical systems and measure theory.

Definition 4.8. Let X be a compact metric space. A measure y on X has full support

if the measure of any open set is strictly positive.

Definition 4.9. Let X be a compact metric space, and let 1 be a measure on X. A
point z € X is an atom with respect to p if p({x}) > 0. If p has at least one atom,

w is called atomic. If p has no atoms, p is called non-atomic.

Definition 4.10. Let X be a compact metric space, let u be a measure on X, and let
f:X = X. pis invariant with respect to f if u(A) = u(f~*(A)), for all measurable

sets A.

Definition 4.11. Let X be a compact metric, and f: X — X. 9(X) is the space of

measures invariant with respect to f on X.

Definition 4.12. Let X be a compact metric, and f: X - X. 91(X) is the subset of
M(X) consisting of non-atomic measures with full support.
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Definition 4.13. Let X be a compact metric space, and f : X - X a continuous
map. Then f is said to have the specification property if, for any € > 0, there exists
an M € N with the following properties: for any collection of points x1,...,z, € X,
and any natural numbers a; < b; <as < by <...<a, <b, which satisfy a; — b;_1 > M,
for each 2 <i<n, and any P € N with P > M +b,, — ay, there exists a periodic point

y € X such that
d(fi(y), f(z;)) <€, fora;<j<b;, forl<i<n;

) =v.

The first result is due to Denker, et al, who give a sufficient condition for the

existence of non-atomic invariant measures with full support.

Theorem 4.14 (Proposition 21.10, Proposition 21.12, [18].). Let X be a compact
metric space. If f: X — X has specification, then M(X) is a dense Gs subset of
M(X).

Before we extend this result to set-valued dynamical systems, we give some

definitions of above-mentioned concepts in the context of set-valued functions.

Definition 4.15. Let F': X — 2X be usc, F~1: X — 2X is an usc function defined as
follows:

Flz)={ye X :zeF(y)}.

Aubin, et al first introduced the notion of u being invariant with respect to a

set-valued map F in [3] as

p(F(A)) < u(F~(A)),

for all measurable sets A. Akin and Miller later took multiple definitions of invariance
in the set-valued context, including the notion of Aubin, et al, and showed that they

were all equivalent in [40]. For the remainder of the thesis, we will use the definition
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of invariant given by Aubin et al. As a note on why this definition is required,
consider the following example. For a single-valued dynamical system (X, f), a
trivially invariant measure is the measure that gives full weight to a point fixed
under f. The natural analog to this for a set-valued dynamical system (X, F) is to

let = € X such that x € F(x), and define the measure u to be

1 z€eA
n(A) =
0 x¢A.

However, this measure may not be invariant in the traditional sense, as it is pos-

sible that there exists y € F'(x) such that  # y. Then u({y}) =0, but u(F-1(y)) = 1.

Another definition which we extend to usc set-valued functions is the specifi-

cation property.

Definition 4.16. Let F': X — 2% be usc. F' is said to have the specification property

if, for all € > 0, there exists M € N with the following properties: for any collection

(o]

of points z!,...2™ € X, any orbits of these points (x; 20> 1 < i <, any collection
of natural numbers a; < b; <ag <by <...<a, <b, with aj,; —b; > M, and for any
P e N with P> b, —a; + M, we have the following, there exists a point z € X with a

periodic orbit (z;)52, satisfying

d(zj,mz-) <e€, fora; <j<b;, for 1 <i<n;
Zp+k = Zk, for k e N.

We have the following theorem which gives us the ability to apply Theorem 1
on orbit spaces. In [48], it was shown that if (X, F') has specification, then (lim X, o)

has specification. A similar proof gives the following result.

Theorem 4.17. (X, F') has specification if and only if (Orb*(X), o) has specification.
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4.8  Preliminary Results
Since o is a single-valued map and orbit spaces are compact metric spaces,
it is immediate that Theorem 1 applies. Therefore 9(Orb(F')) is a dense Gg of
M(Orb(F)). We give a method of using measures from D(Orb(F")) to induce
measures on X. We show these are invariant with respect to F' and have full support.

Unfortunately, these measures may no longer be non-atomic.

Theorem 4.18. Let X be a compact metric space, and F : X — 2X be usc. If j is a

measure on Orb™ (X)), then the function i(A) = (u(my'(A))) is a measure on X.
Proof. Recall that for ji to be a measure, the following must hold:
e 11(2)=0.

o [1(U5254)) = X720 il(A;y), for any mutually disjoint collection of measurable

sets.

That the first condition holds is clear. To see that the second condition holds, let

{A;}52, be a collection of mutually disjoint measurable sets. Then
ﬂ(U Aj) = M(W&l (U Aj))
=0 =0
o0t
=0
- >l (4,))

]

Theorem 4.19. Let X be a compact metric space, and F : X — 2X be usc. If u has

full support on Orb™(X), then fi has full support on X.

Proof. Let A be an open subset of X. Then fi(A) = u(my'(A)) > 0, as p has full
support. O
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Theorem 4.20. Let X be a compact metric space, and F : X — 2% be usc. If p is

invariant on Orb™ (X)), then ji is invariant on X.

Proof. Let A be a measurable subset of X. Consider i(A) and a(F-1(A)).

A) = p({(5)52 € Orb™(X) s g € A})
= u({(2;)2y € Orb* (X) : 21 € A}) (by the invariance of 1)
<u({(w)520 € Orb™(X) : F(z0) n A # 27})
= u(m ' (F1(A)))

A(F(A)).

]

Such measures on X will not always inherit the property of being non-atomic.

Consider the function whose graph is shown in Figure 1.

N =
8
m
—
=
—_
—

Figure 4.1.
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This function has specification, and as such there there is a dense Gy set of
non-atomic measures with full support on the orbit spaces. However, none of these
measures induce a non-atomic measure on X.

To see that this function has specification, first observe that for any orbit
(77)32 € Orb(F), z; # 1/2 implies that z;,, = 1/2. Similarly, z;,; # 1/2 implies that
x; =1/2. Let € >0, and choose M =2. Let x!,... 2" €[0,1], (xé)j‘;o be orbits of x,
for1<i<n,a;<by<ay<...<a,<b, be natural numbers such that a; — b,_; > M,
and let P > M +b, —a;. Then choose z € [0,1] such that the orbit (2;)52, may be

defined as follows.

Lo =12, a1,

xp  jEana+1lby a2
418 Jma-,

z? J=Qn,an+1,...,0,, ..., P=1

zj-p Jj2P.

Then d(zj,x§) =0<efor a; <j<b;, 1<i<n, and the orbit of z is periodic. Thus F
has specification on [0,1].

By Theorem 2, o has specification on Orb"(X). By Theorem 1, there exists a
dense G of non-atomic invariant measures on Orb"(X) with full support. For any

such measure p, the induced measure i will be atomic. To see this, consider

i(3) = 0 ()50 € O (X) 500 = 1/23)
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We show that 7;?(1/2) has positive measure. Notice that by our above observation,

this set contains the open set 771 ([0,1] = {1/2}). As p has full support, ({1/2}) > 0.

4.4 Atoms
In this section, our goal is to determine conditions under which our process of

inducing invariant measures will preserve the property of being non-atomic.

Definition 4.21. Let X be a compact metric space, and let F': X — 2X be usc. We
call a measure p on Orb(F') fibre-atomic if p is non-atomic, but the induced measure
i1 is atomic. We call the points of X witnessing the atomicity of i the fibre-atoms

of .

Lemma 4.22. Let X be a compact metric space. Let F : X — 2X be usc. If there
erists x € X and A c F(x) such that {x} x A is open in the graph of F, then for
any measure p on Orb™ (X)) which has full support, the induced measure i will be

atomic.

Proof. Note that my'(x) contains the open set 75! (z) n 71 (A) in Orb*(X). Then

as pu has full support,
(@) = p(my' (2)) > 0.

]

This result, while elementary, is enlightening because using this result one can
tell visually based on the graph whether or not it is possible for the induced measure

to be non-atomic.

To find an alternative criterion for the induced measure to be atomic, we

introduce the notion of multiperiodicity.

Definition 4.23. Let X be a compact metric space, and let F': X - 2% be usc. A

point x € X is multiperiodic if it has at least two distinct periodic orbits.
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Lemma 4.24. Let X be a compact metric space, and let F' : X — 2X be usc. If
there exists a point x € X which is multiperiodic,then there is a subset of my'(x)

homeomorphic to {0,1}N.

Proof. We construct the homeomorphism directly. Let x be multiperiodic. Then
there exist finite distinct sequences A = {x¢,z1,...,2p1} and B = {yo,y1,...,Yg-1}
such that g =yp =2, x; € F(x;1) for 1<i<p-1,y; € F(y;-1) for 1 <i<qg-1, and
x e F(xp-1), v € F(y,-1). Further, choose z, A, and B in such a way that y,-1 # z,-1.
Note that although A and B are distinct, it is not necessarily the case that x; + y;
for all 7. To make these sequences the same length, let U = {ug, w1, ..., Upg-1}, With
Uirkp = x; for 0 < i <p, 0 <k <q. Similarly, let V' = {vg,v1,...,0pq-1}, With v, = y;
for0<i<q, 0<k<p.

We define a map v : {U,V}N - Orb"(X). Let e := (eg,e1,...) € {U VIV, ie.
e; € {U,V'} for each i € N. The map 7 will be the natural one, identifying each U
with the string (uo,...up,—1) and each V with the string (vo,...,vps-1), and then
concatenating. More formally, for each 0 < j < pg—1, let a; : {U,V} - X by

a;(U) = uj, o;(V) =v;. Then define v(e) = (z;)52,, where

§=0°
Zj = Qjmodpq (€] 1 |)-
pq

To see that v is continuous, let € > 0. Let 6 = €. Let n € N be the least number
such that 1/(2") < §. Let a,b € {U,V}N such that d(a,b) < 0. Then a; = b; for all
i <n. Then v(a); = y(b); for i < pgn. Thus d(v(a),v(b)) < €. Clearly {0,1}" is

homeomorphic to {U, V}N and the proof is complete. O

Theorem 4.25. Let X be a compact metric space, and let F: X — 2% be usc. If there
exists a point x € X which s multiperiodic, then there exists an invariant measure on

Orb™ (X)) which is non-atomic, but the associated induced measure on X is atomic.
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Proof. Let U and V' be given as in the proof of Lemma 7. Let Y = {U, V}N. We
use the function v : Y — Orb(F") constructed in the proof of Lemma 7 to induce a
measure on Orb" (X).

Let p be the product measure on Y, sometimes called the uniform measure.
To obtain a measure on Orb(F'), we define a map v :Y - Orb"(X) and define a
measure on Orb(F') in terms of u. Let e := (eg,e1,...) € Y, ie. ¢ € {UV} for
each 7 € N. The map v will be the natural one, identifying each U with the string
(ug, ... upg—1) and each V with the string (vo,...,vp-1), and then concatenating.
More formally, for each 0 < j <pg-1,let a;: {U,V} - X by o;(U) = u;, a;(V') = v;.

Then define y(e) = (2;)32,, where

2j = Qjmodpq (€ 1 |)-

It is tempting to define the measure of a set A in Orb(F') as u(y71(A)). To see
that this will not be invariant with respect to o, consider the following example. Let
A =myt(z). Notice that y71(A) =Y, and so u(y71(A4)) = 1. However, as pg—1> 0,
7 1(07(A)) = @, and therefore has measure 0.

Returning to the proof, to build an invariant measure we first define a sequence

of maps 7;: Y - Orb™(X) by

() =7 ((e)), 0<i<pg-1,

The uniform measure is known to be invariant with respect to the shift on Y, which
we denote by p: Y — Y such that p(eg,eq,...) = (e1,€s,...). The dynamics of p
on Y mimic the dynamics of 674 on v(Y). We use the maps {7;}3"" to ‘fill in’ the
measure of each shift. Now we are ready to define our measure v on Orb*(X). For
C c Orb*(X), define

1 pal .

v(C)=— 3 n(7i(C)).

pq o

We show that this is a non-atomic invariant measure on Orb*(X). To see that v is

non-atomic, let (y;)52, € Orb™(X). For 0 <i < pg -1, consider the set v;'((y;)52),
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and note that |v;'((y;)52)| < 1. Then as y is non-atomic, it follows that v is non-
atomic. To see that v is a measure, observe that v(@) = 0, so it remains to show
that the measure of a disjoint union of sets is the sum of their measures. Let {4, }°
be a collection of disjoint subsets of Orb(F).

1 pa-l

(8a)- 25 (@ an)

Pq -

:—zﬂ-%wgmﬂ

pQZO n=1

- L8 (0 %wAw
- L iMWW”w»

Il Il
i M8 M8
LMQ
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Q
=
q
3
=
N—’

We now have that v is a non-atomic measure on (Orb(F'). To see that v is invariant
with respect to o, let C'c Orb"(X).

1pq1

v(e™(C)) = — Z 1(iH(e7H(0)))
=— Z n(y (o)),

Pq o

Now consider the difference v(C') - v(o~1(C')). Expanded, this becomes
piq [1(7H(O)) + o+ (7 (0 7H(O))) = ((YH(0H(O))) + .+ u(y 7 (077(C)))] -
Note that almost all terms in the summations cancel, leaving us with

v(C) -v(07(C)) = /L(’Y‘I(C)) - p—qu( 7 He™(C))).

For v to be invariant, this difference must be 0. To see that this will hold, note that

o)) = (7H(O)),
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and therefore by the invariance of p with respect to p we have that

p(yH(C)) = n(p™ (H(E))).

Therefore v is invariant with respect to o.

To show that v is fibre-atomic, recall our multiperiodic point 2 and consider v (75! (z)).
pa-
v(m' (2)) = Z (v (' (2)))
i=0

> p—qu(v‘l(ﬂal(x)))

1

pq

We now consider the converse direction.

Theorem 4.26. Let F : X — 2% be usc and suppose that for all x € X, |F~1(x)] < oo.
Let p be a fibre-atomic, non-atomic invariant measure on Orb" (X). If X has only

finitely many fibre-atoms, then there exists a multiperiodic point in X.

Proof. Let x1,...,x, be the fibre-atoms of u. Notice that as |F~1(z)| < co for all
and that p is invariant, it is clear that a fibre-atom must appear in the pre-image of

any fibre-atom. Relabel a subset of fibre-atoms in the following way:

Y1 =21-

y2 € F7 (1), w2 # 1.
Y € F7 (Ym-1)s Ym € {015+, Yma }-

To be clear, each y; € {z1,...,2,} and 1 <m < n. Further, choose m to be as large

as possible. Thus for any x; € F~(y,,), x; = y; for some j <m.
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Now, for each 1 <j <m, let

Aj={yityi € IQF_k(?/g)}

Note that for any distinct y;,y; € A, there is a path from y; to y;. More precisely,

as y; € Ay, there is some n € N such that y,,, € F"(y;), and y; € F"(y,,). Hence,

there is a point (a; )}'20 in Orb(F") such that ag = y;, and ay1m-; = y;. Also note that

Ao Ao ...0 A,,. We consider the following cases.

(1)

|A,.| =1.
Let {y;} = A,. Then we have that A,, = A;. As y; is a fibre-atom,

p(mgt(yi)) =90 >0. As p is invariant, we have that

(o (m5" (1)) = 0.

As |A;| = 1, this implies that
(5 (y) 0 (71 (i) = 0.
By induction, sets of the form
Ko =175 ()
=0

all have measure §. Thus by continuity of p from above, the singleton

v = (Yi, ¥i, - - .) has measure 0, contradicting the fact that p is non-atomic.

|A| > 2.

Here, there are again two cases to consider. Either the elements of A,, form
a simple periodic orbit (i.e., the elements of A, form a single-valued cycle),
or they do not. More formally, either |F~!(y;) nY]| =1 for all y; € A,, or it

does not.
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(2a) Suppose that |F~'(y;) nY]| =1 for all y; € A,,. Label the elements of A,,
as ai,...,ay, such that a; € F~'(a;_1), for 1 <i <k, and a; € F~'(a;). We
construct a similar contradiction as in the case of [A,,| = 1. Let p(m5'(ay1)) =

0> 0. Then
(o™ (75 (ar))) =

As F is finite-to-one and the elements of A,, form a cycle, this means that

p(g ! (az) n it (ar)) = 6.

Similarly,
k-1
p( 77 (ain)) = 0.
i=0
Then the singleton y = (ay, as,...ag,a1,as,...,a,...) will have measure 0,

by continuity of p from above. This contradicts o being non-atomic.

(2b) This leaves the case that the elements of A,, do not form a single orbit.
Then there exists y; € A, such that F(y;) > {y;,ui} for some 1 <j#[<m.
Now, by our note above, we know that any element of A,, eventually maps
to any other. Then there exist by,bs,...,b, € Ay, such that by = y;, b, = v,
and b1 € F'(by), for 1 <n<r-1and ¢, cs...cs such that ¢ =y, ¢ = v,

and ¢,11 € F(c,), for 1 <n<s—1. Then y; has two distinct periodic orbits,

X = (Yi, b1y bp1,Yiy-.) and y = (Y, €1y - - Cso1, Yis - - +)-
Il

Although our results are all in the context of Orb*(X), similar results of course
exist for lim F', with minor adjustments. For example, in Theorems 4.25 and 4.26

we need to change the finite-to-one condition so that |F/(x)| < oo, for all z € X.
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