

CHAPTER THREE

Materials and Methodology


	Hot-film boundary layer measurements were performed to characterize the variations in skin friction experienced by ten different rough surfaces. Four of the surfaces were created from laser scans of real ice accretion roughness on a 21-in. NACA 0012 airfoil, and six of the surfaces were created with deterministic roughness elements and were meant to model different aspects of ice accretion roughness. A detailed description of the rough surfaces used in this investigation is provided below. Additionally, the experimental setup and procedure for obtaining the hot-film boundary layer measurements is provided, as is the data reduction scheme used to evaluate the skin friction coefficients.

Rough Surface Generation


Surfaces with Real Ice Accretion Roughness
	The four surfaces with real ice accretion roughness were created from the study of McClain et al. [ref], which evaluated the spatial variations of ice roughness on a straight, 21-in. NACA 0012 airfoil at zero angle-of-attack in SLD conditions. The cloud conditions used in generating the ice accretions in the IRT are reported in Table 3.1.
	 Table 3.1 shows that the cloud conditions were similar for the four cases, while the cloud exposure time increased from 43 seconds to 94 seconds. This resulted in an increasing accumulation parameter from 0.112 to 0.244, and a stagnation point freezing fraction of 0.217. One notable difference in the cloud conditions is the 100-μm MVD of the 112912.02 case. A case with a 150-μm MVD at this exposure time was identified by McClain et al. [ref], however, the resulting ice accretion showed significant spanwise variations, indicating there was an error during the laser-scanning process. Accordingly, the 112912.02 case was chosen to fill in the progression of accumulation parameters.

Table 3.1: IRT cloud conditions for surfaces with real ice accretion roughness [ref]
	Case
Identifier
	Ttotal
(°C)
	V
(knots)
	MVD
(μm)
	LWC
(gm/m3)
	Δts
(s)
	Ac

	113012.05
	-2.43
	129.7
	150
	0.6
	43
	0.112

	112912.02
	-2.37
	129.7
	100
	0.6
	55
	0.143

	113012.04
	-2.43
	129.7
	150
	0.6
	75
	0.194

	112912.06
	-2.43
	129.7
	150
	0.6
	94
	0.244
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	For each case in Table 3.1, once the exposure time was reached, the wind tunnel velocity was reduced to 10 knots while maintaining the static temperature around -4°C to avoid thawing of the ice shape. The resulting ice accretion was painted using a tetrahydrofuran-based titanium dioxide paint, and a ROMER Absolute Arm laser scanning system was used to scan both sides of the leading 6-in. of the airfoil (in the streamwise direction). The scans were approximately 3-in. wide (in the spanwise direction), and were performed at the location on the airfoil corresponding to the center of the test section.
	The laser scans were analyzed using the self-organizing map (SOM) approach of McClain and Kreeger [ref].  The SOM method uses a relatively small set of codebook vectors (bn) to capture the trends of a larger data set. The codebook vectors are linearly connected to determine the mean ice shape, from which the roughness is extracted. Figure 3.1 presents the resulting roughness topographies for the cases identified in Table 3.1.

[image: ]
Figure 3.1: Roughness topographies of ice accretions: (a) 113012.05, (b) 112912.02, (c) 113012.04, and (d) 112912.06 [ref]


	Following the SOM analysis, the ice accretion point clouds were unwrapped to create the surfaces used in the hot-film boundary layer measurements. To begin, the ice accretion point cloud data were scaled by 10; details regarding the scaling approach are provided later in the chapter. The point clouds were then projected onto the S-N (surface direction – surface normal) plane relative to the mean ice shape elevation, shown in Figure 3.2(a) for 113012.04 case. In Figure 3.2, the blue points are the laser scan point cloud data, and the red line represents the location of the bottom of a reference panel that is 1/8-in. thick. Figure 3.2(a) demonstrates that if the mean ice shape is placed on the top of the reference panel, the peak-to-valley height of the roughness is sufficiently large, that some of the surface points fall below the bottom of the panel. To mitigate this effect, a linear spline was used to shift the surface points to the top of the reference panel. The resulting roughness profile is presented in Figure 3.2(b). Finally, the shifted roughness profiles from each of the cases in Table 3.1 were resampled using two-dimensional quadratic interpolation. Figure 3.3 presents spanwise strips of the scaled and unwrapped rough surfaces. Together, Figures 3.1 and 3.3 illustrate the apparent increase in roughness with increasing accumulation parameter.
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Figure 3.2: Projection of the 113012.04 point cloud onto S-N plane: (a) roughness relative to mean ice shape and (b) shifted roughness profile [ref]
[image: ]
Figure 3.3: Elevation maps of scaled and unwrapped rough surfaces: (a) 113012.05, (b) 112912.02, (c) 113012.04, and (d) 112912.06 [ref]


Surfaces with Model Ice Accretion Roughness
	The six remaining surfaces were created to model different aspects of ice accretion roughness. Two of the surfaces were created with constant roughness properties in the streamwise direction, two of the surfaces were created with varying roughness properties in the streamwise direction, and the final two surfaces were created by matching multi-scale roughness properties of a surface with real ice accretion roughness.

	Surfaces with constant roughness properties.  The two surfaces with constant roughness properties in the streamwise direction were created from the study of Anderson et al. [ref]. The cloud conditions used in generating the ice accretion in the IRT are reported in Table 3.2.

Table 3.2: IRT cloud conditions for surfaces with constant roughness properties [ref]
	Case
Identifier
	Tstatic
(°C)
	V
(knots)
	MVD
(μm)
	LWC
(gm/m3)
	Δts
(s)
	Ac

	052996.04
	-4.2
	129.7
	29.7
	0.6
	94
	0.245



	A Lagrangian simulator developed by Tecson and McClain [ref] was used to generate a random distribution of hemispheres that matched the statistical description of the 052996.04 surface reported by Anderson et al. [ref]. The distribution of hemispheres was scaled by 10, and placed on the surface of smooth reference panels to create the 052996.04_Hemispheres surface. Table 3.3 presents the roughness statistics reported by Anderson et al. compared to the 052996.04_Hemispheres surface. In Table 3.3, the average roughness element spacing was not reported by Anderson et al. [ref], only that the elements were “touching.” Further, the smooth zone width in Table 3.3 was determined by Walker et al. [ref] from images obtained in the IRT.
The second rough surface was created by replacing the hemispherical roughness elements of the 052996.04_Hemispheres surface with conical roughness elements with aspect ratios (h/r) of 1. This surface is designated the 052996.04_Cones surface. Solid models of the two surfaces are presented in Figure 3.4. Figure 3.4 demonstrates that the surfaces created from the 052996.04 case of Anderson et al. [ref] exhibit an abrupt smooth-to-rough transition and constant roughness properties in the streamwise direction, which are representative of the historical description of ice roughness.

Table 3.3: Comparison of roughness element statistics for surfaces with constant roughness properties [ref]

	Case
Identifier
	Dmean
(mm)
	SE
(mm)
	(P/D)mean
	Pmean/Dmean
	H/D
	WSZ
(mm)

	052996.04
	0.936
	0.372
	“touching”
	“touching”
	0.515
	23

	052996.04_Hemispheres
	10.37
	3.81
	1.032
	0.84
	0.5
	230
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Figure 3.4: Rough surface panel assemblies: (a) 052996.04_Hemispheres and (b) 052996.04_Cones [ref]


Surfaces with variable roughness properties.  The two surfaces with variable roughness properties in the streamwise direction were created to match the measured streamwise variation in roughness height along the surface of the 113012.04 case. The local 99%-Gaussian roughness maximum height (RMH) was evaluated at each codebook for the 113012.04 case using Eq. (3.1), and the resulting RMH variation was used to create a streamwise scaling function.
	[image: ]	(3.1)
Figure 3.5 presents the measured RMH variation and streamwise scaling function of the 113012.04 case. Figure 3.5 shows that a smooth region exists in the leading 30 mm of the surface, followed by a rapid increase in roughness that reaches a maximum value of approximately 1 mm just upstream of the 50 mm mark. The roughness heights then gradually decay in the streamwise direction. 

[image: ]
Figure 3.5: 99%-Gaussian roughness maximum height variation of the 113012.04 case [ref]


	The streamwise scaling function in Figure 3.5 was scaled by 10, and applied to the 052996.04_Hemispheres and 052996.04_Cones surfaces to create the 113012.04_Hemispheres and 113012.04_Cones surfaces, respectively. Solid models of these surfaces are shown in Figure 3.6. Although the 052996.04 case and the 113012.04 case were generated in different cloud conditions, the resulting models exhibit identical roughness characteristics near the center of the third roughness panel.
[image: ]
Figure 3.6: Rough surface panel assemblies: (a) 113012.04_Hemispheres and (b) 113012.04_Cones [ref]


	Surfaces with matched multi-scale roughness properties.  The final two surfaces were created by matching multi-scale roughness properties of the 113012.04 surface. The three primary roughness properties matched were 1) the variation in root-mean-square roughness height along the surface, 2) the primary streamwise wavelength of the roughness, and 3) the average roughness element eccentricity. It was hypothesized that matching these three roughness properties would replicate the skin friction (and convective heat transfer) experienced by the 113012.04 surface by replicating the vortex shedding from individual roughness elements, and by replicating the interaction of the shed vortices with downstream roughness elements. An abridged version of the roughness matching process is provided below, a detailed account may be found in Clemenson [ref].
	An 8-in. by 8-in. section of the 113012.04 surface was evaluated near the location of maximum roughness using an autocorrelation function. The autocorrelation results are presented in Figure 3.7 with the roughness properties that were matched for the new surfaces. The average roughness element eccentricity was evaluated as the aspect ratio of the surface microscales (a, b) shown in Figure 3.7. The microscales were determined using an osculating parabola approach. That is, parabolic curve fits were performed using the first five points of the autocorrelation function in the streamwise and spanwise directions; the surface microscale in that direction is then the root of the parabola in that direction.

[image: ]
Figure 3.7: Autocorrelation result of the 113012.04 surface [ref]

	Surface scaling function were then used to manipulate a random distribution of ellipsoids and a random distribution of elliptical cones to match the results of the 113012.04 surface autocorrelation. For each distribution, the autocorrelation roughness element eccentricity was imposed, while the roughness element spacing, diameter, and location were determined iteratively. Finally, a streamwise scaling function based on the measured root-mean-square roughness height (Rq) of the 113012.04 surface was applied to the distributions of ellipsoids and elliptical cones. Figure 3.8 presents spanwise strips of the resulting surfaces, as well as the 113012.04 surface for comparison.

[image: ]
Figure 3.8: Elevation maps of surfaces with matched multi-scale roughness properties: (a) 113012.04, (b) 113012.04_Ellipsoids, and (c) 113012.04_EllipticalCones [ref]

Comparison of Rough Surface Statistics
	For each of the rough surfaces, the variations in surface statistics in the streamwise direction were determined. The root-mean-square roughness height was calculated at each codebook vector using Eq. (3.2)

		(3.2)

where J is the number of surface points for which bn is the closest codebook vector. The surface skewness in the streamwise direction was then calculated using Eq. (3.3).

		(3.3)
Finally, the equivalent sand-grain roughness height, predicted using the correlation of Flack and Schultz [ref], was calculated using Eq. (3.4).

		(3.4)
	The resulting variations in surface statistics are illustrated in Figures 3.9, 3.10, and 3.11. Figure 3.9 presents the statistical variations for the four surfaces with real ice accretion roughness, Figure 3.10 presents the statistical variations for the surfaces with matched multi-scale roughness properties, and Figure 3.11 presents the statistical variations for the surfaces with constant roughness properties and for the surfaces with variable roughness properties in the streamwise direction.
	Figure 3.9(a) demonstrates that while the Rq of the surfaces increase with increasing accumulation parameter, the location of the smooth-to-rough transition varies from 10-in. to 13-in. from the leading edge of the surfaces. Additionally, the streamwise location of maximum roughness is different for each surface. Figure 3.9(a) also illustrates a smooth zone in the leading 7.5 in. of the surfaces. All ten of the surfaces in this investigation were constructed with a smooth zone to model the region just downstream of the stagnation point, where negligible roughness forms in short duration icing events. Finally, Figure 3.9 demonstrates that the increasing surface skewness in the streamwise direction results in increasing ks, despite the decreasing trends in Rq over the downstream half of the surfaces.

[image: ]
Figure 3.9: Surface statistics of the four surfaces with real ice accretion roughness: (a) Rq or the RMS roughness height, (b) surface skewness, and (c) predicted equivalent sand-grain roughness height using Flack and Schultz correlation [ref]


Figure 3.10(a) demonstrates that the streamwise variation in Rq of the 113012.04 surface was matched by the Rq variations of the 113012.04_Ellipsoids and 113012.04_EllipticalCones surfaces. However, Figure 3.10(b) demonstrates that the analog surfaces exhibit a spike in skewness in the region before the Rq values rapidly increase. Referring back to Figure 3.8(b) and 3.8(c), the high values of skewness are caused by the small roughness elements that are sparsely spaced in this region. Figure 3.10(c) then demonstrates that the high values of skewness in this region result in predicted ks that increase more rapidly for the analog surfaces. Over the 20-in. to 36-in. region of the surfaces, however, the predicted equivalent sand-grain roughness heights are in general agreement.
	Figure 3.11(a) illustrates that the Rq variation of the 113012.04 surface differs from the Rq variations of 113012.04_Hemispheres and 113012.04_Cones surfaces. In constructing these surfaces, the roughness elements above the floor were scaled with the 99%-Gaussian roughness maximum height of the 113012.04 surface. However, because the roughness elements were placed on the floor in a closely packed configuration, the mean elevation of the surface is above the floor.
	Figure 3.11(c) shows that the predicted ks of the surfaces with hemispherical and conical roughness elements remain relatively constant downstream of the smooth-to-rough transition. The surfaces constructed from the 052996.04 case exhibit an abrupt increase in the predicted values of ks corresponding to the increase in Rq at the smooth-to-rough transition. Downstream of the smooth-to-rough transition, the roughness elements of the 052996.04 analog surfaces are so closely packed that the surface skewness is a negative, resulting in predicted values of ks that are lower than at the location of the smooth-to-rough transition. A similar trend can also be observed in the 113012.04_Hemispheres surface. Over the 15-in. to 20-in. region of this surface, the closely packed roughness elements create a negative surface skewness, causing the predicted values of ks to decrease. Moving downstream of this region, the roughness elements become more sparse, causing the surface skewness, and therefore the predicted ks values, to increase. A final observation regarding Figure 3.11(c), the predicted ks for the 113012.04 surface are significantly higher than the predicted ks for the 113012.04 analogs and the 052996.04 analogs over the downstream 16-in. of the surfaces. On average, the predicted ks of the 113012.04 surface is 75% higher over this region.

[image: ]
Figure 3.10: Surface statistics of the surfaces with matched multi-scale roughness properties: (a) Rq or the RMS roughness height, (b) surface skewness, and (c) predicted equivalent sand-grain roughness height using Flack and Schultz correlation [ref]
[image: ]
Figure 3.11: Surface statistics of the surfaces with hemispherical and conical roughness elements: (a) Rq or the RMS roughness height, (b) surface skewness, and (c) predicted equivalent sand-grain roughness height using Flack and Schultz correlation


Manufacturing the Rough Surfaces
	 To manufacture the rough surfaces, MATLAB and SolidWorks were used to create solid models of the surfaces using 16 separate panels for each surface; each panel was approximately 8-in. by 8-in. The panels were exported as stereo-lithography formatted files (*.stl), and manufactured using a Dimension SST 1200es printer. After printing, 1/16-in. thick Neoprene gaskets were placed on the bottom of the surface panels to produce an even contact pressure between the panels and the test plate used in this investigation. Finally, the surface panels at the surface center-span (i.e. test section) were spray painted with a thin coat of flat black to set the surface emissivity to 0.95. While the emissivity is not an important parameter for the hot-film boundary layer measurements, these surfaces were also used in studies that characterized the surface convective heat transfer using infrared thermography [ref].
	A smooth surface with a 2-mm square rib trip, placed 1.73 in. from the leading edge, was also manufactured. The smooth surface served as a reference for the measured skin friction coefficients.

Experimental Setup and Procedure
	All of the tests were completed in the Baylor University Subsonic Wind Tunnel (BSWT), a Model 406B manufactured by Engineering Laboratory Design, Inc. The BSWT has a test section with cross-sectional dimensions of 24-in. by 24-in., and a length of 48-in. in the streamwise direction. A 40-HP, variable speed electric motor drives a constant pitch fan. The BSWT is capable of producing airflows from 0.1-m/s to 50-m/s with a velocity variation of less than ±1% over the test section. An inlet contraction ratio of 6.25:1, a honeycomb inlet, and three graduated, high-porosity screens provide an inlet turbulence intensity of approximately 0.2%.

Test Plate Design
	The test plate was designed to model the leading 17.1% (3.6-in.) region immediately downstream of the leading edge of the 21-in. NACA 0012 airfoil used in the studies of Anderson et al. [ref] and McClain et al. [ref]. A geometric scaling of 10 was applied to the surface distance from the leading edge and to the roughness dimensions. This scaling and focus on the leading 17.1% of the airfoil are appropriate because a majority of ice roughness occurs near the stagnation region of an airfoil. As a result of the geometric scaling, the flow velocities used in the boundary layer measurements were reduced by a factor 10 to preserve dynamic similarity. This approach enables the velocity boundary layers to be characterized with resolution an order of magnitude greater than historical studies on roughened airfoils. 
	The base of the test plate is a Plexiglas plate which was machined to accommodate the interchangeable surface panels and the required instrumentation. The Plexiglas plate measured 36-in. in the streamwise direction, 24-in. in the spanwise direction, and 0.72-in. (3/4-in. nominal) in thickness. The test plate was affixed to a Plexiglas floor with four 3/4-in. steel rods, sized so that the top of the test plate was centered in the wind tunnel test section.
	The test plate was designed with two important aerodynamic features, an elliptical bullnose at the leading edge and a flap at the trailing edge. The bullnose was used to prevent flow separation at the leading edge of the test plate. The flap was used to prevent preferential flow migration to the top of the test plate, caused by the blockage of the steel legs and the instrumentation underneath the plate. The flap was designed to have a frontal area approximately equal to the combined area of the blockage. A solid model of the test plate is shown in Figure 3.12.
The test plate was originally constructed to measure the convective heat transfer from surfaces with ice accretion roughness. Accordingly, the test plate is equipped with heat transfer instrumentation that is not employed in the hot-film boundary layer measurements. However, because the boundary layer measurements were ultimately used to evaluate to the local convection coefficients using the LEWICE2D heat transfer model, and because the resulting convection coefficients from LEWICE2D were directly compared to the experimental convection coefficients obtained using the test plate in previous studies [ref], a fundamental description of the heat transfer instrumentation is provided. A detailed description of the test plate construction and heat transfer instrumentation may be found in Tecson [ref].

[image: ]
Figure 3.12: Solid model of test plate [ref]

Five separate, gold-deposited Mylar film heaters were installed on the test plate to provide a nominally constant flux boundary condition. Each Mylar heater was connected to two copper strips with external electrodes which were wired to independent BK Precision power supplies. Eight Type-K thermocouples were embedded 1/16 in. beneath the surface of the test plate in the flow direction. Additionally, eight Type-K thermocouples were affixed to the bottom of the test plate directly below each of the embedded thermocouples to characterize the heat loss through the test plate. The thermocouple pairs were numbered according to heated section, with letters used to designate thermocouples in sections with multiple pairs. Table 3.4 reports the location of the thermocouple pairs with respect to the leading edge of the test plate. The area-averaged convection coefficients reported in previous studies using the test plate [ref] were evaluated at the location of the thermocouple pairs.

Table 3.4: Thermocouple pair locations
	Panel
Number
	Thermocouple
Pair ID
	X
(in.)
	Rex
(nominal)

	0
	0a
	3.10
	32,000

	
	0b
	4.48
	46,000

	
	0c
	5.85
	60,000

	1
	1a
	9.23
	94,000

	
	1b
	10.98
	110,000

	2
	2
	18.23
	190,000

	3
	3
	25.48
	260,000

	4
	4
	32.73
	340,000



Hot-Film Boundary Layer Measurements
	A TSI Inc., Model 1246-20 hot-film x-array probe powered by a TSI Inc., IFA 300 constant temperature anemometry system was used to acquire the velocity boundary layer measurements. A 6-in. Pitot-static probe and an Omega PCL-2A pressure transducer were used to monitor the freestream velocity. A Type-K thermocouple was attached to the Pitot-static probe to measure the freestream temperature. Additionally, the ambient temperature, pressure, and relative humidity were measured using an Omega zSeries-THPB-LCD atmospheric conditions monitor.
The tests were performed in negligible freestream acceleration; the freestream acceleration resulting from boundary layer development was less than 3.5% for the surfaces. The wind tunnel velocity was set to a nominal 6.7-m/s, or 1/10th of the freestream velocity used in generating the original ice shapes in the IRT, using the freestream Pitot-static probe. The hot-film probe was positioned as close to the surface of the test plate as possible using a Velmex BiSlide two-dimensional traversing system.
A LabVIEW program was used to traverse the probe in the wall-normal direction through a 6-in., 101-station, geometrically expanding grid with a geometric expansion factor of 1.07. A NI 9223 simultaneous analog input module was used to acquire the two-channel hot-film voltages at each of the 101 wall-normal stations. At each wall-normal station, 300,000 samples were taken at a rate of 100,000 samples per second from each wire. This process was performed at 26 streamwise locations at the center-span of each surface tested. The streamwise measurement locations were performed in increments of 1-in., with the first measurement location approximately 7.73-in. downstream of the leading edge of the test plate.

Data Reduction

Air Properties
	The air properties used to evaluate the skin friction coefficients and the dimensionless numbers in the LEWICE2D heat transfer model were determined using a MATLAB program based on the International Association for the Properties of Water and Steam guidelines [ref], Sutherland’s law [ref], and Wilke’s equation for gas mixtures [ref]. The fluid density, dynamic viscosity, thermal conductivity, specific heat, and Prandtl number were calculated from the measured fluid temperature, pressure, and relative humidity. A detailed description of the program development may be found in Mart [ref].

Hot-Film Probe Calibration
	The hot-film probe was calibrated in the BSWT while the test plate was not installed in the wind tunnel test section. The probe was mounted on a Velmex B487TS rotary table at approximately the same height at the freestream Pitot-static probe. A LabVIEW program was used to move the rotary table in 5-degree increments over a range of ±20-degrees. For each rotation angle, the flow velocity in the wind tunnel was varied from 0-m/s to 20-m/s in increments of approximately 0.5-m/s. A NI 9223 simultaneous analog input module was used to acquire the two-channel hot-film voltages at each rotation angle and velocity.
	The effective velocity experienced by each wire during calibration was calculated using Eqs. (3.5) and (3.6)

		(3.5)

		(3.6)
where Vmeas is the flow velocity measured by the Pitot-static probe, α is the angle of the wire relative to the flow direction, and β is the tangential velocity attenuation factor. For wires 1 and 2, the value of β was 0.30 and 0.23, respectively. A fourth-order polynomial was fit to the calibration measurements for each wire of the probe, and is shown in Figure 3.13.

[image: ]
Figure 3.13: TSI 1246-20 hot-film probe calibration

Skin Friction Coefficients
	For each set of simultaneous voltage measurements obtained during the velocity boundary layer tests, the velocity of the fluid normal to the first wire and tangential to the first wire were determined using Eqs. (3.7) and (3.8), respectively.

		(3.7)

		(3.8)
The x and y-components of the flow relative to the probe orientation were then determined using Eqs. (3.9) and (3.10), respectively.

		(3.9)

		(3.10)
The mean velocity components, the turbulent Reynolds stress, and the total wall shear were determined at each wall-normal measurement station using Eqs. (3.11) – (3.14).

		(3.11)

		(3.12)

		(3.13)

		(3.14)
	Additionally, the wall shear was also evaluated for the smooth surface with a leading edge trip using an inner variable method. That is, at each streamwise location the measured u-component velocity profile was converted to inner coordinates and a shear was selected that minimized the root-mean-square error between the profile and the log-law of Eq. (ref) for y+ between 80 and 200. An example implementation of the inner variable method is shown in Figure 3.14. The dashed lines in Figure 3.14 indicate the region where the error minimization scheme was performed. Figure 3.14 shows that log-law region of the turbulent boundary layer is sufficiently resolved. 
	To better compare the methods of Eqs. (ref) and (3.14), when applied to the smooth surface with a leading edge trip, the skin friction coefficient was evaluated at each streamwise location using Eq. (3.15), and is shown with respect to Reynolds number in Figure 3.15.

		(3.15)
In Figure 3.15, the variations in skin friction coefficient along the surface are compared to the flat-plate theoretical smooth laminar and smooth turbulent skin friction correlations [ref], where

		(3.16)

		(3.17)

[image: ]
Figure 3.14: Inner variable velocity profile for smooth surface with leading edge trip 
(Rex = 202,000)


	Figure 3.15 demonstrates that the Total Shear method of Eq. (3.14) resulted in lower values of skin friction compared to the Clauser method of Eq. (ref), and compared to the theoretical smooth turbulent values of Eq. (3.17). The Clauser method, however, showed good agreement with the theoretical turbulent values at Reynolds numbers greater than 130,000. Inspecting the measured u-component velocity profiles at Reynolds numbers between 50,000 and 130,000 revealed that the flow was not fully-turbulent, which provided an explanation why the skin friction values of the Clauser method do not follow the expected trend in this region.

[image: ]
Figure 3.15: Skin friction coefficient comparison for smooth surface with leading edge trip


	The suspected differences in the measured skin friction between the Total Shear method and the Clauser method were attributed to the usage of a hot-film probe. A hot-film probe was used in this investigation because of its robustness, which was vital in positioning the probe near (or on) roughness elements without sustaining damage. Figure 3.16 presents the hot-film probe used in this investigation (TSI 1246-20), as well as a typical hot-wire x-array boundary layer probe (TSI 1249A-T1.5). Figure 3.16 illustrates the significant differences in the hot-film and hot-wire probe geometries. The large sensor supports of the hot-film probe contributed to its visibility when positioning the probe near large roughness elements at a viewing distance of 12 in. (i.e. distance from the surface center-span to the wind tunnel sidewall). However, the diameter of the hot-film probe wires and the sampling volume of the array are sufficiently large that the sensitivity of the probe to short timescale fluctuations in the flow field was reduced. Consequently, the Reynolds stress term in Eq. (3.14), and, thus, the total shear, was attenuated by the hot-film wires. To mitigate this effect, Eq. (3.14) was modified to include a ratio of the smooth surface Reynolds stress using the Clauser method to the smooth surface Reynolds stress using the Total Shear method, and is shown in Eq. (3.18).

		(3.18)
Because the Clauser method is dependent on the measured time-averaged profiles, its equivalent Reynolds stress is not affected by the hot-film wire attenuation, and, therefore, provides an estimate of the smooth Reynolds stress without attenuation. Accordingly, the smooth Reynolds stress ratio in Eq. (3.18) estimates, and corrects for, the relative attenuation caused by the hot-film wires.
	The measured smooth Reynolds stress ratio in Eq. (3.18) is shown with respect to Reynolds number in Figure 3.17. Figure 3.17 shows that the Reynolds stress ratio increases linearly up to a Reynolds number of approximately 130,000. The Reynolds stress ratio then plateaus as the flow becomes fully-turbulent, and remains essentially constant with increasing Reynolds number. Consequently, the Reynolds stress ratio in Eq. (3.18) was determined to be 1.19 by averaging the solid data points in Figure 3.17. The skin friction coefficients along the smooth surface with the leading edge trip were then re-evaluated using Eqs. (3.18) and (3.15), and are shown in Figure 3.18. Figure 3.18 demonstrates the level of agreement of the measured skin friction coefficients to the prediction of Eq. (3.17) following the addition of the smooth Reynolds stress ratio correction. In the region where the flow is fully-turbulent, the measured skin friction coefficients are within 10% of the predicted values.

[image: ]
Figure 3.16: Comparison of hot-film (left) and hot-wire (right) probes

[image: ]
Figure 3.17: Reynolds stress ratios for smooth surface with leading edge trip
[image: ]
Figure 3.18: Skin friction coefficients with smooth Reynolds stress ratio correction for smooth surface with leading edge trip


	Skin friction coefficient repeatability.  The repeatability of the measured skin friction coefficients were assessed for the 113012.04 surface. Three sets of skin friction measurements were taken at each of the 26 streamwise stations, and the coefficient of variation was evaluated at each station using Eq. (3.19).

		(3.19)
The repeatability results are presented in Chapter ref.

Turbulence Length Scales
	The streamwise integral length scales and Taylor microscales of the flow over each surface were evaluated at the 26 streamwise stations. At each wall-normal measurement station, the integral length scale was calculated using Eq. (ref). In practice, the integral of the autocorrelation function in Eq. (ref) is not defined over an infinite domain, instead it must be evaluated over a finite domain with an appropriate upper limit. For this investigation, the integration domain was limited to the value where the autocorrelation function is first a minimum. This limit was chosen because it indicates the time-lag the autocorrelation function begins to oscillate as other eddies pass through the probe sampling volume. Extending the integration domain beyond this limit inflates the measured length scales by considering the correlation of more than one eddy.
	The Taylor microscale was calculated at each wall-normal measurement station using Eq. (ref). The second-derivative of the autocorrelation function in Eq. (ref) was estimated using a fourth-order accurate central difference scheme, given by Eq. (3.20).

		(3.20)
Equation (3.20) shows that the even symmetry of the autocorrelation function was used to evaluate its second-derivative at the origin. 
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