
i 
 

 
 
 
 
 
 
 
 

ABSTRACT 
 

Circuit Optimization and Frequency Agility for Cognitive Radar 
 

Sarvin Rezayat, M.S.E.C.E. 
 

Mentor: Charles Baylis II, Ph.D. 
 

 
 Due to the increased demand on the spectrum, radars are under increased pressure 

to participate in dynamic spectrum allocation. To meet these demands, the next 

generation radar will be an adaptable cognitive radar. This type of radar will require 

reconfigurable circuitry. This paper explores real-time circuit optimization for a cognitive 

radar test bench with two types of reconfigurable matching networks. The first one is a 

varactor matching network that is very quick but experiences non-linearity.  The other is 

an evanescent-mode resonant cavity tuner that handles high input power but experiences 

stability and repeatability issues. This thesis describes strategies to mitigate the non-ideal 

behavior of these networks while performing algorithms for circuit optimization. The 

implementation of frequency agility with circuit optimization is also demonstrated.  
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CHAPTER ONE 
 

Introduction  
 
 

 With the increased use of wireless devices, modern radar systems are under 

stricter spectral requirements than ever. This is exemplified by the National Broadband 

Plan of 2010, which requires 500 MHz of government occupied space to be released for 

broadband wireless applications before 2020 [1]. To date, spectrum re-allocation and 

sharing efforts have focused heavily on bands previously dedicated to radar. This means 

that future radars will have to perform adequately with a less exclusive spectrum. A 

proposed solution to this issue is dynamic spectrum allocation, in which spectrum is 

allocated to devices in real time based on their performance objectives and requirements.  

The nonlinearities of the radar transmitter power amplifier can be a significant 

contributor to undesirable spectral spreading and must be minimized to allow successful 

coexistence with other wireless systems in limited bandwidth. In addition to meeting 

spectral requirements, it is also vital that the system’s power amplifier performs 

efficiently since the power amplifier is typically the largest consumer of power in a radar 

transmitter.    

 A cognitive radar is an envisioned type of radar that adjusts its operating behavior 

and characteristics in real-time to respond to its environment, and it has the potential to 

allow radars to successfully operate in the spectrum-sharing paradigm of the future [2-3]. 

A cognitive radar will be able to perform optimally with different spectrum requirements 

as well as operating frequency. This will require real-time optimization of the circuitry 
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and waveform of the radar. This thesis presents optimization methods using two different 

candidate amplifier matching networks that may be eventually implementable in real 

time. The two matching networks both present different challenges that must be 

overcome for successful, fast, and accurate reconfiguration. Chapter Two includes a 

background of the topics that will covered in the thesis as well as some insight into 

current state of art in this area. Chapter Three demonstrates an optimization using a 

varactor tuning network. The work presented in this chapter has been previous been 

accepted to publication in [4]. Chapter Four shows circuit optimization in the Power 

Smith Tube using the same varactor network. Chapter Five demonstrates circuit 

optimization using cavity positions of an evanescent mode resonant cavity tuner. Chapter 

Six demonstrates reconfigurability by adding frequency agility to the optimization. The 

information contained in Chapter Six was originally accepted for publication in [5]. 

Chapter Seven provides a conclusion. 
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CHAPTER TWO 
 

Background 
 
 

 This chapter will provide background information so that following chapters will 

be more easily comprehended. It also summarizes the state-of-the-art in the subjects 

covered in this thesis and briefly describes how the research presented in this thesis 

represents an advancement. Section 2.1 discusses the concept of a cognitive radar. 

Section 2.2 discusses the concepts involved in circuit optimization. Section 2.3 discusses 

impedance tuners.  

 
2.1 Background of Cognitive Radar 

 
 A cognitive radar is capable of being adaptable. Based on the systems and 

environment around it, a cognitive radar will adapt to the requirements placed upon it. A 

key element of a cognitive radar is the ability to perform intelligent signal processing by 

interacting with the environment around it. This can be implemented through feedback 

from transmitter to receiver [2]. Intelligent signal processing can include choosing to 

change operating frequency and bandwidth. This can be achieved by looking at radio 

frequency interference (RFI) and designing an algorithm to choose the best operating 

conditions. In order for radars to coexist with wireless communication devices in the 

electromagnetic environment, they will have to first detect and mitigate interference from 

RF sources while simultaneously not causing interference to the systems around them. 

They will then have to modify the radar's bandwidth to comply with regulations. A 
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cognitive radar will have to be optimized in real-time and continuously. In this aspect, 

they are reconfigurable.    

 Reconfigurability for a radar can be achieved by either optimizing the waveform 

used by the radar or by optimizing the circuitry. It can also be optimized by combining 

these two methods. Optimizing the waveform of the radar involves optimizing the 

ambiguity function which aids in improving the range and Doppler resolution. Waveform 

optimization for radars is an area that has extensively explored, and the latest in this area 

will be discussed in the next section. Circuit optimization is a less explored area, and it 

will be discussed in more detail in section 2.2. The research presented in this thesis 

focuses on circuit optimization for the potential use in a cognitive radar test bench.  

 
2.1.2 State of the Art in Cognitive Radar 
 

The groundwork theory for an adaptive radar has been previously laid out in 

literature [6-7]. The foundations of a cognitive radar have also been laid out by Haykin 

and Guerci [2-3]. The S-band has been discussed as a possible region for sharing the 

spectrum previously and some initial work has been done exploring protocols [8]. 

Potential solutions using multi-objective optimization sensing technique have been 

proposed [9]. Work has also been done exploring the fast adaptivity that a cognitive radar 

requires [10].  

Since waveform optimization is also an integral part of cognitive radar, there is 

extensive work in this area. Rigling and Patton demonstrate waveform optimization 

techniques using waveform autocorrelation, cross-correlation, and spectrum constraint 

[11-13]. Waveform optimization has also been explored with hardware-in-the-loop [14-
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17].  Latham implements optimization using the ambiguity function properties and 

spectral mask [18]. 

 
2.2 Background of Circuit Optimization 

 
 

2.2.1 Discussion of Key Concepts 
 
  The largest consumer of energy in the transmitter chain of a radar is the power 

amplifier [4]. This is why it is important that the power-added efficiency (PAE) of the 

amplifier is maximized. PAE is a metric for the efficiency of an amplifier that takes into 

account how much DC power input into an amplifier is converted in to radio frequency 

(RF) power output. It is defined in Equation 2.1 where 𝑃𝑜𝑢𝑡,𝑅𝐹 is RF power output of the 

device, 𝑃𝑖𝑛,𝑅𝐹 is the RF power input into the device, and 𝑃𝐷𝐶 is the DC power into the 

device. Ideally a device would have a 100% efficiency, but this is not normally 

achievable [19].  

 

𝑃𝐴𝐸 =
 𝑃𝑜𝑢𝑡,𝑅𝐹 −  𝑃𝑖𝑛,𝑅𝐹

𝑃𝐷𝐶
 × 100% 

  
 

The other parameter used in the optimization is the Adjacent Channel Power 

Ratio (ACPR). As the name suggests ACPR is the ratio of the adjacent channel to the 

main channel. Ideally, we want the ACPR to be as small as possible since that means that 

there is very little spectral spreading. The cause of the spectral spreading is typically 

amplifier nonlinearities. 

 A spectral mask is a regulatory set of lines applied to the transmission of a device 

that the signal has to fall under. More spectral spreading means that there is a larger 

chance that the device will not meets spectral mask requirements, and therefore interfere 

(2.1) 
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with other devices. Since a spectral mask is used to regulate power in the adjacent 

channels, an ACPR limit is similar to a spectral mask since they both measure the 

spectral spreading of a waveform. In the work presented in this thesis, ACPR is used 

instead of spectral mask because it is an easier metric to measure. In circuit optimization, 

PAE is optimized with an ACPR limit. An example of a spectral mask is shown in Figure 

2.1.  

 

Figure 2.1. Spectral Mask. Reprinted from [20] 
 

 

The search space for the optimization is the Smith Chart. The Smith Chart is a 

graphical visualization of reflection coefficient (Γ) that is an extremely helpful tool in 

amplifier design. Γ is a measure of how much an incident electromagnetic wave is 

reflected back by an impedance. Both PAE and ACPR are functions of load reflection 

coefficient (Γ𝐿). A load-pull measurement can be performed to evaluate and characterize 

the performance of an amplifier or device over variation in the load reflection coefficient. 

It is achieved by performing measurements of the criterion (output power, PAE, or 

ACPR, for example) for changing values of Γ𝐿 around the Smith Chart. Once this data is 

collected, contours are plotted on the Smith Chart for the measured criteria.  Contours are 

equal-value curves. By plotting these curves for PAE and ACPR, it is possible to view 
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the values of Г𝐿 providing maximum PAE and minimum ACPR for a given device and 

set of device conditions. From an exhaustive load-pull, an estimation of the best PAE that 

can be obtained while meeting an ACPR constraint can be found. This value will be 

where the largest PAE contour is located in the ACPR acceptable region. This location is 

the constrained optimum, and it is where the device acts most efficiently while also 

assuring spectral compliance. The ACPR acceptable region is the region of the Smith 

Chart where the ACPR is at or below a pre-specified limit. If the ACPR limit is varied, 

the collection of the constrained optimum PAE points will form a curve from the PAE 

optimum to the ACPR minimum and is called the Pareto optimum locus [21].  PAE can 

be optimized while ACPR is minimized on the Smith Chart by using the real and 

imaginary parts of 𝛤𝐿 as an optimization variable. However, PAE and ACPR are also 

functions of input power and drain voltage. Therefore, this optimization can also be 

achieved in three dimensions with input power or drain voltage as the third optimization 

variable. The three-dimensional extension of the Smith Chart is called the Smith Tube. 

Figure 2.2 shows the Power Smith Tube, which has input power P𝑖𝑛 as the vertical axis. 

The Smith Tuneb is an extremely useful visual aid when performing three-dimensional 

optimization.  

 

 

Figure 2.2. The Power Tube. Reprinted from [40] 
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The optimization technique used for this research is gradient-based convex 

optimization. Gradient based optimization relies on the idea of climbing in the direction of 

steepest ascent [22]. The direction of steepest ascent is determined by taking measurements 

at test or neighboring points which are used in calculating the direction of the gradient. 

This concept is demonstrated in Figure 2.3 with 𝐷𝑛 as the neighboring point distance. At 

least two points need to be measured in order to estimate the gradient on the Smith Chart. 

When optimizing in the Smith Tube, three neighboring points are needed since the search 

space is now three dimensional. However, more neighboring points can be taken for more 

accuracy. Both ACPR and PAE gradients are calculated but depending on the location of 

the candidate different steps are taken. Figure 2.4 shows the calculation of the vector to the 

next candidate point using unit vectors in the direction of PAE steepest ascent (𝑝̂) and 

ACPR steepest descent (𝑚̂).  If the present candidate is out of spectral compliance, the 

vector to the next candidate will be chosen as a weighted combination of 𝑚̂ and the bisector 

𝑏̂, the bisector of 𝑝̂ and 𝑚̂ [23]: 

𝑣̅ = 𝑚̂𝐷𝑚 + 𝑏̂𝐷𝑏 

If the present candidate is within spectral compliance, the vector to the next candidate will 

be chosen using a weighted combination of 𝑝̂ and 𝑏̂ instead [23]: 

𝑣̅ = 𝑝̂𝐷𝑚 + 𝑏̂𝐷𝑏  

The components of the vectors are given by the following [23]:  

𝐷𝑚 =
𝐷𝑠

2

|𝐴𝐶𝑃𝑅𝑚𝑒𝑎𝑠 |

|𝐴𝐶𝑃𝑅𝑤𝑜𝑟𝑠𝑡|
   

(2.3) 

(2.2) 

(2.4) 

(2.5) 
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𝐷𝑏 =
𝐷𝑠

2

|𝜃𝑚𝑒𝑎𝑠 − 𝜃𝑡𝑎𝑟𝑔𝑒𝑡 |

𝜃𝑡𝑎𝑟𝑔𝑒𝑡
   

where 𝐴𝐶𝑃𝑅𝑚𝑒𝑎𝑠 is the value of ACPR at the present candidate, 𝐴𝐶𝑃𝑅𝑤𝑜𝑟𝑠𝑡 is the 

maximum measured value of ACPR over the entire search, 𝑚𝑒𝑎𝑠 is the measured value of 

  at the candidate, and 𝑡𝑎𝑟𝑔𝑒𝑡 is 90°, which is the value when the candidate is located on 

the Pareto optimum locus, where 𝑝̂ and 𝑏̂ are oppositely directed. The search stops when 

the step size to the next candidate falls below a limit set by the user.  

 

 

Fig. 2.3.  Estimation of the gradient at a candidate value of Г𝐿. Reprinted from [23]. 
 
 

 

(a)                            (b) 
 

Fig. 2.4.  Search progression, reprinted for cases when (a) Candidate 1 is outside the ACPR 
acceptable region and (b) Candidate 1 is inside the ACPR acceptable region. Reprinted 
from [23]. 
 
 

(2.6) 
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The specific method discussed in the previous paragraph was first published by a 

previous member of the research group [23]. This thesis presents some changes to this 

optimization that are aimed at improving it but keeps the principles that were initially 

established.  

 
2.2.2 State of the Art in Circuit Optimization 
 
 This section contains an overview of the latest and past work in circuit 

optimization. The quintessential principles of Pareto optimization are shown in [24]. 

There are also other papers that involve Pareto optimization between two variables [25-

30]. Sevic shows the dependence of PAE and ACPR on Γ𝐿[31]. Raab talks about the 

amplifier non-linearity due to distortion [32]. 

 Multiple methods for load impedance optimization have been tested including 

fuzzy control [33], neural network [34], and least-squares [35]. A search using a simplex 

and pattern search have also been explored [36]. There have been several algorithms 

presented to optimize using a gradient based method that was described above on the 

Smith Chart [37-38]. There have also been papers describing this gradient-based method 

in the Smith Tube including the Bandwidth, Power, and Bias Smith Tube [39-41]. Qiao 

demonstrated amplifier optimization using varactors and MEMS switches over a 

frequency range [42]. Sun proposes several ideas for a cognitive radio system and 

connects adaptive impedance tuning with high efficiency transmitter operation [43]. 

 
2.3 Background of Impedance Tuners 

 
 Varactors function as variable capacitors. They are reverse biased P-N junction 

diodes that take advantage of the separation between the P and N nodes. These two 
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regions can be likened two the two plates on a capacitor. When the reverse bias across the 

diode is increased, the depletion region between these two regions is increased. This is 

equivalent to pulling the plates of a capacitor apart which would result in capacitance 

decreasing [44]. 

 A matching network serves as a way of matching a load impedance to an input 

impedance resulting in maximum output power. This is achieved by using inductors and 

capacitors in parallel or series. This concept can easily be illustrated on the Smith Chart 

that displays both impedance and admittance called the ZY Smith Chart. The addition of 

series reactive components causes travel along constant resistance circles, while the 

addition of shunt reactive components causes travel along constant conductance circles. 

Inductive components cause travel upward along a constant resistance or conductance 

circle. Capacitive components cause downward travel.  It can be illustrated that any 

matching combination to provide an impedance with a nonzero real component can be 

achieved with two components from any other impedance with a nonzero real 

component, and there are often multiple ways to achieve the same match at the design 

frequency.  However, when designing a dynamic matching network, it can be more useful 

to have a three component matching network because it may yield better Smith Chart 

coverage. Figure 2.5 shows an example of Smith Chart traces for a three-element 

matching network in a “Tee” configuration.  

The matching network used for the experiments in this paper was fabricated 

previously based of a design by Fu and Mortazawi [45]. It is a Tee network with three 

varactors in series and a varactor and an inductor in shunt. Since variable inductors do not 

exist, a varactor was added in series to the inductor in shunt in order to give it dynamic 
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behavior. This results in a component whose net behavior is very similar to an inductor. 

A layout of the matching network is shown in Figure 2.6. 

 

 
 

Figure 2.5. Example of traces for a matching network 
 
 

 

 

Figure 2.6. (a) Circuit schematic of RF components and (b) layout of the varactor 
matching network 
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 Three power supplies ranging from 0-30 V were connected to the varactor. The 

matching network operates at 1.3 GHz, and it can cover about 60-70 % of the Smith 

Chart. A characterization of the tuner plotted on the Smith Chart is shown in Figure 2.7 to 

illustrate the coverage of the tuner. A characterization is when a large variety of 

combinations for the biasing of the varactors is tested, and the resulting impedance is 

recorded onto a table that can be referenced later when a desired Γ𝐿 is requested.  

 

 
 

Figure 2.7. Typical Charcterization of the Varactor Tuner 
 
 

 The evanescent-mode resonant cavity tuner consists of two individual tuning 

elements [46]. The resonant frequency is adjusted by controlling the piezoelectric disc 

which changes the air gap over the resonator posts. Figure 2.8 shows the layout of the 

tuner. The change in resonant frequency results in a change in Γ𝐿. This tuner is capable of 

handling over 90 W of power which makes it ideal for use in radar test bench.  It has 

about 30% bandwidth, which makes it useful when changing frequency while optimizing.   
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Figure 2.8. Layout of the employed evanescent-mode cavity tuner. Reprinted from [46]. 
 
 
 The resonant cavity is controlled by a field-programmable gate array (FPGA) that 

runs a control loop. The control loop uses a counter that is proportional to the monitored 

resonant cavity position. There is also a comparator in place that compares the number 

obtained from the resonant position counter to a number that represents the target 

position. The output of the comparator triggers a charge pump controller that converts its 

output into a voltage that is applied to the membrane of the resonators. The controller 

ensures a deterministic control of the tuner that negates any hysteric or creeps that can be 

introduced by a piezoelectric actuator. This ensures repeatability when resonant cavity 

position numbers are input into the controller. Figure 2.10 shows a typical 

characterization of this tuner.  

The two impedance tuners discussed in this section are not necessarily the focus 

of this thesis. Working with these tuners to implement circuit optimization for a cognitive 

radar is the primary focus of this thesis. There has been some previous work in taking 

preliminary measurements with the varactor tuner [46]. This thesis will show detailed 

results exploring constrained circuit optimization using this varactor network with new 

techniques. There has also been work using the resonant cavity tuner for constraint 
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optimization on the Smith Chart by a member of my research group Luci Hays, but this 

thesis presents an alternative way of performing these optimization that presents multiple 

advantages.  

 

 
 

Figure 2.10. Typical characterization of the resonant cavity tuner. Reprinted from [46]. 
 

2.3.2 State of the Art in Impedance Tuners 

There has been some recent development in the area of high-power tunable 

devices. There has been some previous literature about the resonant cavity tuner 

presented in this thesis [48-50]. There has also been development with the use of plasma 

devices as resonators [51].  

The idea of using a look-up table for tuning an adaptive impedance matching 

network has been used before [52]. Deve shows the development of an impedance 

matching network with MEMS switches that operates from 1-3 GHz [53]. Nemati 

explores the design and nonlinearities of a varactor network which is caused by variation 
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of capacitance values due to large-signal modulation [54]. Shen attempts to use two-tone 

intermodulation to measure non-linearity in RF-MEMS varactors [55]. Hoarau and 

Meyer show efforts to model and assess nonlinearity in a varactor network [56-57]. Park 

shows third-order intermodulation products as a function of varactor bias voltage [58]. 

Buisman shows the efforts to mitigate nonlinearity by placing anti-series and anti-parallel 

combinations [59].  
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CHAPTER THREE  
 

Real-Time Load-Impedance Amplifier Optimization Using a Non-Linear Tunable 
Varactor Network 

 
This chapter has been accepted for publication as [2] S. Rezayat, C. Kappelmann, Z. 

Hays, L. Lamers, C. Baylis, E. Viveiros, A. Hedden, J. Penn, and R. Marks II.  “Real-
Time Amplifier Load-Impedance Optimization for Adaptive Radar Transmitters Using a 
Nonlinear Tunable Varactor Matching Network,” IEEE Transactions on Aerospace and 

Electronic Systems, 2018. 
 
 
 Anticipated challenges with real-time optimization using the varactor matching 

network included reducing  time per measurement and handling non-idealities of the 

network. For certain Г𝐿 values, the S-parameters of the varactor network change 

significantly with input power, as shown in Figure 3.1. Figure 3.2 shows a small-signal 

characterization in blue with 0 dBm of input power with a characterization with 14 dBm 

of input power plotted on top in green. It is apparent that the characterized values of Г𝐿 

can change significantly with input power. Additionally, the S-parameters of the varactor 

network possess a significant frequency dependence. Therefore, the bandwidth of the 

excitation waveform was changed to 60 kHz from 70 MHz to mitigate this issue.  

Alleviating the nonlinearity in respect to power was a much more challenging 

issue. The characterization of the tuner changes with respect to input power. Therefore, 

multiple characterizations were taken ranging from 0 to 14 dBm of input power with 1 

dBm steps. In order to allocate the use of the correct characterization, output power of the 

device under test must be known. However, the calculation of output power is dependent 

on the characterization since the S-parameters recorded in the characterization are 

required to correctly de-embed output power. Therefore, an iterative process was 
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invented that initially calculates output power with an initial guess. For the data shown in 

this thesis, this original guess was always 0 dBm except when a number of measurements 

were taken consecutively in which case the guess carries over form the last measurement 

taken. Using this guess, the output power of the device under test (DUT) is measured and 

the characterization guess is changed to this output power. Then another measurement is 

taken that uses this new characterization guess. If the new output power calculated is 

within a set limit then the algorithm stops. Otherwise, this process will continue until the 

limit is reached. Figure 3.3 shows a block diagram of this process. For the measurements 

taken in this thesis this limit is 0.5 dBm.  

 

 

Figure 3.1. Measured |𝑆21| versus input power for the varactor matching network at Г𝑳 = 
0.7/90° 
 

 
 

Figure 3.2. Tuner chracterization at large-signal (green) and small-signal (blue) 
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Figure 3.3. Process flow of the characterization choosing algorithm  
 
 

This approach was measurement tested using a Microwave Technologies MWT-

173 field-effect transistor (FET). It was tested under two conditions. The first test 

condition was with 𝑃𝑖𝑛 = 5 dBm, 𝑉𝐺𝑆 = -1.5 V, and 𝑉𝐷𝑆 = 3. The design frequency for 

the varactor tuner is 1.3 GHz, and this was used as the operating frequency for all the 

measurements in this section. A traditional load-pull was taken with a mechanical tuner, 

which served as the standard to which the other load-pulls could be compared.  These 

results are shown in Figure 3.4.  The basic setup of the test bench used for these 

measurements is shown in Figure 3.5.  
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Figure 3.4. Test bench setup 

 

 

 

Figure 3.5.  MWT-173 PAE (red) and ACPR (blue) contours for 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 
V, and 𝑃𝑖𝑛 = 5 dBm measured with a Maury Microwave mechanical tuner 
 

 

 These same measurements were then taken with the varactor tuner in place of the 

mechanical tuner. Initially, these measurements were taken with a small-signal 

characterization using an input power of 0 dBm. Figure 3.6 shows these results. A power-
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dependent characterization was then used to perform the same measurements, as shown 

in Figure 3.7.  

 

 

 

Figure 3.6. MWT-173 PAE (top) and ACPR (bottom) contours for 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 
V, and 𝑃𝑖𝑛 = 5 dBm measured with the tunable-varactor matching network based on a 
small-signal characterization 
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Figure 3.7. MWT-173 PAE (top) and ACPR (bottom) contours for 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 
V, and 𝑃𝑖𝑛 = 5 dBm measured with the tunable-varactor matching network based on a 
power-dependent characterization. 
 

 

The power-dependent characterization corrects several issues that are encountered 

in measurements using a small-signal characterization. First, the PAE of the small-signal 

load-pull is larger than what it should be. This is because as input power increases, |𝑆21| 

also typically increases. This results in both output power and PAE being reported higher 
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when the system is de-embedded using a characterization that is too low. Additionally, the 

location of the PAE optimum is closer when using the power-dependent characterization. 

The contours also tend to look smoother, which is a result of a more accurate 

characterization. 

The same experiment was performed for a second condition of the transistor:  𝑉𝐺𝑆 = 

-1 V,𝑉𝐷𝑆 = 2 𝑉, and 𝑃𝑖𝑛 = 4 dBm.  Figure 3.8 shows a load-pull taken with a mechanical 

tuner. Figure 3.9 shows a load-pull taken with a small-signal characterization. Figure 3.10 

shows a load-pull taken with a power-dependent characterization. The contours are much 

smoother when using the small-signal characterization. The PAE values are also closer to 

the ones obtained by the mechanical tuner.  

 

 
 

Figure 3.8. MWT-173 PAE (red) and ACPR (blue) contours for 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V, 
and 𝑃𝑖𝑛 = 4 dBm measured with a Maury Microwave mechanical tuner 
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Figure 3.9. PAE (top) and output power (bottom) contours for 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V, 
and 𝑃𝑖𝑛 = 4 dBm measured with the tunable-varactor matching network based on a 
small-signal characterization 
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Figure 3.10.  PAE (top) and output power (bottom) contours for 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V, 
and 𝑃𝑖𝑛 = 4 dBm measured with the tunable-varactor matching network based on a 
power-dependent characterization 
 
 

 Constrained optimum searches were performed using the three different methods 

as well. An initial search was performed using a mechanical tuner under the first 

condition which is 𝑃𝑖𝑛 = 5 dBm, 𝑉𝐺𝑆 = -1.5 V, and 𝑉𝐷𝑆 = 3. The ACPR limit for this 

search was -30.5 dBc. For the searches using the mechanical tuner, the average end PAE 

value is 30.07% with a standard deviation of 0.78% PAE.  The average number of 
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measurements is 12.25 with each measurement taking 17.32 seconds on average. Table 

3.1 contains the results of these searches. Start locations are spread out across the Smith 

Chart to ensure that the search converges from anywhere.  The data shows that regardless 

of start location the search still converges to a similar end location and PAE value.  

 
TABLE 3.1:  SEARCH ALGORITHM RESULTS USING THE MECHANICAL TUNER FOR 𝑉𝐺𝑆 = -1.5 
V, 𝑉𝐷𝑆 = 3 𝑉,  𝑃𝑖𝑛 = 5 dBm 
 

Start Г𝐿 Start PAE 
(%) 

End Г𝐿 End 
ACPR 

End PAE 
(%) 

# Meas 

0/0° 24.79 0.24/154° -31.10 29.98 9 

0.25/0° 16.17 0.27/154° -30.69 28.43 15 

0.25/45° 23.33 0.23/156° -30.74 27.67 12 

0.25/90° 26.78 0.23/142° -30.97 30.12 13 

0.25/-45° 16.70 0.30/149° -30.68 30.73 15 

0.25/-90° 17.02 0.26/138° -30.68 30.51 11 

0.25/135° 30.30 0.28/151° -3061 30.44 9 

0.25/180° 27.93 0.28/149° -30.54 30.54 9 

0.25/-135° 21.86 0.28/155° -30.57 30.20 10 

0.5/0° 11.82 0.22/141° -30.67 29.80 16 

0.5/45° 16.80 0.29/147° -30.63 30.65 15 

0.5/90° 23.68 0.28/143° -30.53 30.69 13 

0.5/-135° 14.97 0.27/159° -30.85 29.92 10 

0.5/-90° 8.34 0.24/148° -30.56 30.23 14 

0.5/135° 30.27 0.27/148° -30.67 30.55 16 

0.5/180° 24.35 0.34/159° -30.50 30.22 9 

 
 
 This search was then performed using a small-signal characterization. The data 

summary is Table 3.2. For these measurements, the average end PAE value found is 

34.32%, with 2.25% PAE standard deviation.  The average number of measurements is 

12.88, with an average time per measurement of 4.28 seconds.  Table 3.3 contains the 

data from searches run with the power-dependent characterization. For these 

measurements, the average end PAE value found is 32.30%, with 1.40% PAE standard 

deviation.  The average number of measurements is 13.31, with average time per 
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measurement of 3.70 seconds.  Figures 3.11 and 3.12 shows examples of searches. The 

search that uses the power-dependent takes a more direct path while the one that uses the 

small-signal characterization zigzags and takes missteps.  

Table 3.4 contains a summary of all the searches for comparison. As expected, the 

number of measurements for the power-dependent search is higher since more 

measurements have to be taken to determine the power level of the characterization that 

needs to be used.  Notably, the number of measurements in only marginally larger for the 

power-dependent search since the search converges more easily. One of the biggest 

differences between these results is that the searches performed using the power-

dependent characterization have a much smaller standard deviation. This is because the 

search converges much more consistently when the appropriate characterization is used, 

and it has better repeatability. The search also has a smaller average end PAE value when 

the power-dependent characterization is used, and the location that it converges to is also 

closer to the results shown in Table 3.1 with the traditional tuner. This is again due to the 

characterization S-parameters being more inaccurate when only the small signal 

characterization is used.  

In order to thoroughly test the algorithm, the search was also tested with another 

bias condition. The transistor was biased to 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 𝑉, and 𝑃𝑖𝑛 = 4 dBm.  

The load-pulls at this bias were shown earlier in this section as a reference. Table 3.5, 

3.6, and 3.7 show the results from the search algorithms. Table 3.8 contains the summary 

of these searches. Figure 3.13 and 3.14 show examples of these searches. The results 

again show an improvement when using the power-dependent characterization. When the 

power-dependent characterization is used, the search converges more consistently which 
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is exemplified by the lower standard deviation. The values of PAE obtained by this 

search are also more comparable to the ones obtained by the search using the mechanical 

tuner. 

TABLE 3.2:  SEARCH ALGORITHM RESULTS USING SMALL-SIGNAL MATCHING NETWORK 
CHARACTERIZATION FOR 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 𝑉, 𝑃𝑖𝑛 = 5 dBm 
 

Start Г𝐿 Start PAE 
(%) 

End Г𝐿 End ACPR 
(dBc) 

End PAE 
(%) 

# Meas. 

0/0° 27.93 0.35/156° -30.75 36.78 11 

0.25/0° 21.66 0.37/115° -30.66 32.99 13 

0.25/45° 26.17 0.33/134° -30.57 36.43 18 

0.25/90° 28.72 0.27/118° -30.99 33.08 9 

0.25/-45° 19.05 0.37/148° -30.63 37.77 27 

0.25/-90° 19.20 0.37/126° -30.65 36.52 10 

0.25/135° 32.54 0.33/122° -30.93 35.33 8 

0.25/180° 29.86 0.33/144° -30.9 36.05 17 

0.25/-135° 24.85 0.41/163° -30.94 34.63 10 

0.5/0° 13.93 0.28/44° -32.12 25.1 9 

0.5/45° 19.51 0.35/135° -30.71 33.85 14 

0.5/90° 28.73 0.44/92° -30.61 29.23 4 

0.5/-135° 18.92 0.37/151° -31.04 35.07 7 

0.5/-90° 13.68 0.33/160° -31.18 35.00 31 

0.5/135° 37.12 0.36/141° -30.68 36.33 12 

0.5/180° 30.76 0.43/157° -30.79 36.22 8 
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TABLE 3.3:  SEARCH ALGORITHM RESULTS USING POWER-DEPENDENT MATCHING 
NETWORK CHARACTERIZATION FOR 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 𝑉, 𝑃𝑖𝑛 = 5 dBm 
 

Start Г𝐿 Start 
PAE 
(%) 

End Г𝐿 End 
ACPR 

End PAE 
(%) 

# Meas 

0/0° 26.11 0.37/156° -30.87 32.44 15 

0.25/0° 18.69 0.29/139° -31.02 32.28 14 

0.25/45° 22.42 0.35/125° -30.54 32.68 16 

0.25/90° 28.50 0.26/130° -30.94 31.96 15 

0.25/-45° 18.42 0.27/152° -31.20 31.93 14 

0.25/-90° 18.37 0.41/165° -31.02 31.30 14 

0.25/135° 31.25 0.33/122° -30.79 31.69 7 

0.25/180° 28.16 0.25/128° -30.85 31.98 7 

0.25/-135° 23.79 0.29/136° -30.85 32.33 14 

0.5/0° 12.15 0.28/138° -30.90 32.25 20 

0.5/45° 17.99 0.25/133° -31.21 32.09 12 

0.5/90° 26.06 0.32/133° -30.76 31.73 16 

0.5/-135° 16.46 0.31/139° -30.76 32.31 16 

0.5/-90° 12.80 0.34/131° -30.70 31.94 16 

0.5/135° 32.06 0.26/155° -31.37 31.91 9 

0.5/180° 27.25 0.33/154° -30.85 32.13 8 

 
 
TABLE 3.4:  COMPARISON OF SEARCH STATISTICS FOR  𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 𝑉, 𝑃𝑖𝑛 = 5 
dBm 

 

 
Varactor Network:  
Power-Dependent 
Characterization 

Varactor Network:  
Small-Signal 

Characterization 

Mechanical 
Tuner 

Average End 
PAE (%) 32.06 34.40 30.07 

End PAE 
Standard 

Deviation (%) 
0.33 3.2 0.78 

Average End 
ACPR (dBc) -30.91 -30.97 -30.69 

Average End Г𝐿 0.29/141° 0.35/134° 0.27/149° 

Average Time 
Per 

Measurement 
(seconds) 

4.4 4.28 17.32 

Average 
Number of 

Measurements 
13.31 13 12.25 
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Figure 3.11.  Search trajectory on the Smith Chart with starting Г𝐿 = 0.25/-45° to find the 
highest PAE with ACPR ≤ -30.5 dBc with a small-signal matching-network 
characterization.  Device conditions are    𝑉𝐺𝑆 =  -1.5 V, 𝑉𝐷𝑆 = 3 V, and 𝑃𝑖𝑛 = 5 dBm. 
 

 

 

Figure 3.12. Search trajectory on the Smith Chart with starting Г𝐿 = 0.25/-45°  to find the 
highest PAE with ACPR ≤ -30.5 dBc using a power-dependent matching-network 
characterization.  Device conditions are 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 3 V, and 𝑃𝑖𝑛 = 5 dBm 
 

START 

START 

END 

END 
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TABLE 3.5:  SEARCH ALGORITHM RESULTS USING THE MECHANICAL TUNER FOR  𝑉𝐺𝑆 = -1 
V, 𝑉𝐷𝑆 = 2 𝑉,  𝑃𝑖𝑛 = 4 dBm 
 

Start Г𝐿 Start 
PAE 
(%) 

End Г𝐿 End 
ACPR 

End PAE 
(%) 

# Meas 

0/0° 25.15 0.26/-24° -27.07 22.44 10 
0.25/0° 23.07 0.27/-30° -27.19 22.14 12 

0.25/45° 23.70 0.24/-35° -27.12 22.60 22 
0.25/90° 24.37 0.30/-10° -27.05 22.04 16 
0.25/-45° 22.06 0.25/-45° -27.08 22.06 5 
0.25/-90° 21.62 0.24/-44° -27.21 22.18 12 
0.25/135° 23.36 0.29/-19° -27.07 22.07 19 
0.25/180° 22.65 0.33/-105° -27.02 20.29 22 
0.25/-135° 22.54 0.24/-60° -27.13 21.89 10 

0.5/0° 17.27 0.23/-29° -27.11 22.74 14 
0.5/45° 17.60 0.39/-14° -27.24 19.75 13 
0.5/90° 19.63 0.23 /-36° -27.06 22.26 31 

0.5/-135° 15.73 0.36/-109° -27.02 18.18 9 
0.5/-90° 14.87 0.27/-44° -27.15 21.63 8 
0.5/135° 17.10 0.23/-34° -27.11 22.53 31 
0.5/180° 14.84 0.24/-34° -27.15 21 16 

 
 

TABLE 3.6:  SEARCH ALGORITHM RESULTS USING SMALL-SIGNAL MATCHING NETWORK 
CHARACTERIZATION FOR 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 𝑉, 𝑃𝑖𝑛 = 4 dBm 
 

Start Г𝐿 Start 
PAE 
(%) 

End Г𝐿 End 
ACPR 
(dBc) 

End PAE 
(%) 

# Meas. 

0/0° 28.31 0.26/-56° -27.13 24.06 7 

0.25/0° 26.36 0.32/-32° -27.40 25.29 13 

0.25/45° 26.87 0.32/-34° -27.50 25.29 16 

0.25/90° 25.99 0.28/-50° -27.18 25.55 11 

0.25/-45° 24.9 0.32/-34° -27.41 25.28 15 

0.25/-90° 23.96 0.34/-30° -27.62 24.93 12 

0.25/135° 26.21 0.31/-59° -27.22 24.48 10 

0.25/180° 26.04 0.21/-59° -27.15 24.84 7 

0.25/-135° 26.14 0.29/-92° -27.18 23.20 7 

0.5/0° 19.66 0.29/-45° -27.17 25.65 14 

0.5/45° 21.12 0.54/1° -27.21 18.09 13 

0.5/90° 21.56 0.39/-10° -27.23 23.54 17 

0.5/-135° 20.38 0.36/-99° -27.24 23.38 10 

0.5/-90° 19.43 0.40/-98° -27.27 22.51 9 

0.5/135° 22.77 0.23/-60° -27.34 24.18 16 

0.5/180° 21.49 0.46/-109° -27.22 21.20 16 



32 
 

TABLE 3.7:  SEARCH ALGORITHM RESULTS USING POWER-DEPENDENT MATCHING 
NETWORK CHARACTERIZATION FOR  𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 𝑉, 𝑃𝑖𝑛 = 4 dBm 

 
Start Г𝐿 Start PAE 

(%) 
End Г𝐿 End 

ACPR 
End PAE 

(%) 
# Meas 

0/0° 28.26 0.23/-36° -27.08 25.09 10 

0.25/0° 25.22 0.31/-28° -27.20 24.44 7 

0.25/45° 25.67 0.28/-42° -27.26 25.50 10 

0.25/90° 26.42 0.30/-50° -27.42 24.94 13 

0.25/-45° 25.10 0.25/-45° -27.05 25.10 4 

0.25/-90° 25.56 0.22/-40° -27.04 25.72 12 

0.25/135° 26.62 0.24/-66° -27.36 24.48 10 

0.25/180° 26.29 0.24/-72° -27.22 24.80 7 

0.25/-135° 26.02 0.31/-46° -27.55 24.96 10 

0.5/0° 18.82 0.24/-38° -27.07 25.02 17 

0.5/45° 21.14 0.25/-36° -27.02 25.12 13 

0.5/90° 21.33 0.34/-16° -27.02 24.38 16 

0.5/-135° 20.03 0.34/-99° -27.24 24.28 13 

0.5/-90° 19.78 0.34/-92° -27.06 24.40 7 

0.5/135° 19.14 0.26/-95° -27.03 24.21 16 

0.5/180° 19.96 0.33/-93° -27.12 24.37 13 

 
 
TABLE 3.8:  COMPARISON OF SEARCH STATISTICS FOR 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 𝑉, 𝑃𝑖𝑛 = 4 dBm 

 

 
Varactor Network:  

Large-Signal 
Characterization 

Varactor Network:  
Small-Signal 

Characterization 

Mechanical 
Tuner 

Average End 
PAE (%) 24.80 23.84 21.61 

End PAE 
Standard 

Deviation (%) 
0.45 1.96 1.23 

Average End 
ACPR (dBc) -27.12 -27.28 -27.11 

Average End Г𝐿 0.25/-55° 0.31/-63° 0.24/-42° 

Average Time 
Per Measurement 

(seconds) 
4.29 4.86 19.23 

Average Number 
of Measurements 11.12 12.06 15.62 
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Figure 3.13. Search trajectory on the Smith Chart with starting Г𝑳 =  0.5/45° to find the 
highest PAE with ACPR ≤ -27 dBc with a small-signal matching-network 
characterization.  Device conditions are 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V, and 𝑃𝑖𝑛 = 4 dBm. 

 
 

 

Figure  3.14. Search trajectory on the Smith Chart with starting Г𝑳 =  0.5/45° to find the 
highest PAE with ACPR ≤ -27 dBc using a power-dependent matching-network 
characterization.  Device conditions are 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V, and 𝑃𝑖𝑛 = 4 dBm. 
 

START 

START 

END 

END 
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 In conclusion, this chapter demonstrates the use of a varactor matching network in 

real-time circuit optimization using a power-dependent characterization. An algorithm 

was developed in order to choose the suitable characterization. Some of the non-ideal 

behavior of the varactor tuner was mitigated in order to obtain accurate data. The time per 

measurement was reduced to 3.7 seconds from 16 seconds with a traditional tuner. This 

takes us closer to a reconfigurable amplifier for a cognitive radar that is able to adapt in 

real-time as it changes operating conditions to suit the environment around it.  
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CHAPTER FOUR 
 

Circuit Optimization in the Power Smith Tube Using a Non-Linear Varactor Network 
 
 

 As explained in Chapter three, using the varactor tuning network presented many 

challenges. One such challenge was expanding the search to the Smith Tube for co-

optimization of an additional parameter with load reflection coefficient. There are 

multiple types of Smith Tubes, but the one that will theoretically present the most 

challenge is the Power Smith Tube due to non-linearities of the varactor network. 

Searching in the Power Smith Tube will allow the use of input power as an additional 

search parameter in the optimization.  

 An adjustment was made to the power-dependent characterization algorithm to 

compensate for the large variation in transistor output power (matching network input 

power) over the range of input power values displayed in the Power Smith Tube. 

Whenever input power is changed for a measurement, the power guess is also changed by 

this same amount.  Measurement results showed that this does noticeably help reduce the 

number of measurements required for the power-dependent characterization algorithm to 

settle. 

 The first device tested was a packaged Skyworks amplifier. It was biased to 

𝑉𝐷𝐷 =  6.35 V. The range for the Power Tube was determined to be from -9 dBm to 1 

dBm. The lower range for the tube was chosen based on the noise floor for ACPR. At 

approximately -9 dBm, there was no longer any spectral spreading of the amplifier, and 

therefore the ACPR measurement became only noise. The upper range for the Power 
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Tube was chosen to be where the device goes into 3 dB of compression, i.e. when the 

gain of the device is decreased 3 dB from its maximum linear gain. The operating 

frequency for these measurements was 1.3 GHz.   

To provide comparison of the algorithm results to a standard, multiple-power 

load-pull measurements were performed.  Figure 4.1 shows the Power Smith Tube with 

an ACPR isosurface for -29 dBc plotted in blue. Everything below this surface is the 

ACPR acceptable region when an ACPR limit of -29 dBc is imposed. The red shape is 

the PAE isosurface equal to 9.98%, which is the PAE maximum with an ACPR limit of -

29 dBc according to the load-pulls taken to construct these plots. These two shapes 

intersect at one point which is the constrained optimum. According to the data, this 

particular optimum is located at Γ𝐿=.32/161.54° and 𝑃𝑖𝑛=-3 dBm with PAE=9.98% and 

an ACPR of -29.15 dBc. Figure 4.2 shows the same shapes, but from a different angle 

with a spotlight feature turned on to show some of the bumpiness in the ACPR 

isosurface, which could possibly create some issues with the search. 

 
 

Figure 4.1. The Power Tube for the Skyworks amplifier with a -29 dBc limit 
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Figure 4.2.  The Power Tube figure from a different angle and with different lighting for 
the Skyworks amplifier 

 
 

A batch of searches was then performed to test the accuracy and performance of 

the search when starting at different starting locations throughout the Smith Tube. The 

results of these searches are shown in Table 4.1. An example of one of the searches is 

shown in Figure 4.3. The search starts at 𝑃𝑖𝑛 = −4 dBm with Γ𝐿 =.5/135°. It ends at 

Γ𝐿 =.=.47/179.27° with 𝑃𝑖𝑛 = −1.72 dBm in 57 measurements with PAE=11.89 and 

ACPR=-29.04 dBc. The last two rows in the table contains a summary of the searches. 

The end PAE has a small standard deviation which shows the at the search is efficiently 

converging. This PAE is also higher in value than the constrained optimum shown in the 

load-pulls, which is a result of the search having the capacity to have a much finer 

resolution.  The non-convexities of the ACPR acceptable region also does not seem to 

pose much of an issue, as the end locations of the searches also seem to converge fairly 

well. 
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Figure 4.3. Example of  a search in the Smith Tube for the Skyworks Amplifier 
 
 

Another device was tested to confirm that the algorithm was working. This device 

is the Microwave Technologies MWT-173 FET.  The MWT-173 FET was tested with 

bias 𝑉𝐺𝑆 = -1 V, 𝑉𝐷𝑆 = 2 V. The range for the Power Smith Tube was determined to be -6 

dBm to 6 dBm.  Figure 4.4 shows the Power Smith Tube figures for this device with an 

ACPR limit of -28 dBc. Figure 4.5 shows the same plot from a different angle and with 

different lighting. From the load-pull, the constrained optimum is located at Г𝐿=.22/-

2.75° and 𝑃𝑖𝑛 = 1 𝑑𝐵𝑚 with PAE=26.14% and ACPR=-28.07 dBc.  
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 TABLE 4.1:  SEARCH ALGORITHM RESULTS FOR THE SKYWORKS AMPLIFIER FOR  𝑉𝐷𝐷 =
6.35 𝑉,  𝑃𝑖𝑛 = -9-1 dBm AND 𝐴𝐶𝑃𝑅𝑙𝑖𝑚𝑖𝑡 = −29 𝑑𝐵𝑐 USING A POWER DEPANDANT 
CHARCTERIZATION 
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Figure 4.4. The Power Tube for the MWT-173 with a -28 dBc limit 
 

 

 
 

Figure 4.5. The Power Tube figure from a different angle and different lighting for the 
MWT-173 device 

 
 

 A series of searches were implemented throughout the Smith Tube from a variety 

of locations chosen to verify the robustness of the search. The summary of these searches 

is shown in Table 4.2. Figure 4.6 shows an example of a search. The search starts at 

 Power Smith Tube 
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𝑃𝑖𝑛 = 5 dBm with Г𝐿=.5/-135°. It ends at Г𝐿=.31/-88.77° with 𝑃𝑖𝑛 = 1.4 dBm in 58 

measurements with PAE=24.57% and ACPR=-28.31dBc. The standard deviation of the 

end PAE is again relatively small which shows good convergence. The standard 

deviation and range of the end PAE are slightly higher than the previous case shown. 

This can be explained by the much larger range of PAE for this device. For this device, 

the PAE ranges from less than zero to almost fifty percent throughout the Power Smith 

Tube. The standard deviation and range of the end PAE can be reduced by decreasing the 

resolution distance of the search. This of course would mean that more measurements 

have to be taken. It was assessed that reducing the resolution distance might lead to 

slightly less range of end PAE, but that this was not worth doing since it also leads to 

more measurements.   

 

Figure 4.6. Example of a search in the Smith Tube for the MWT-173 Transistor 
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TABLE 4.2:  SEARCH ALGORITHM RESULTS USING THE MWT-173 TRANSISTOR FOR 𝑉𝐺𝑆 = -
1.5 V, 𝑉𝐷𝑆 = 2 𝑉,   𝑃𝑖𝑛 = -6-6 dBm AND 𝐴𝐶𝑃𝑅𝑙𝑖𝑚𝑖𝑡 = −28 𝑑𝐵𝑐 
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 In this chapter, optimization in the Power Smith Tube was demonstrated using a 

varactor matching network as a tuner. The power-dependent algorithm presented in the 

previous chapter was expanded and implemented in the Power Smith Tube. This 

successfully demonstrates a multi-variable optimization using a varactor tuner. 
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CHAPTER FIVE 
 

Circuit Optimization Using Resonant Cavity Tuner Position Number 
 
 

 Optimization was also sought with the resonant cavity tuner because of its ability 

to handle high input power, which is vital in radar use, and its high bandwidth. The 

evanescent mode resonant cavity tuner presented many challenges that the varactor tuner 

did not present. While the resonant cavity tuner does not experience significant non-

linearity in its typical range of operation, repeatability can be an issue in load 

optimization measurements. It was discovered that the tuner would lose its 

characterization over time. Sensitivity to movement and temperature changes was also 

observed.  Figure 5.1 shows measurements performed by Baylor student Chris 

Kappelmann that exemplifies the changes in the S-parameters of the tuner. The 

measurements show the average error in the S-parameters of all points in a 

characterization over a period of 60 hours. A steady drift is observed over time, and the 

S-parameters change significantly at around the 55th hour when the air conditioning was 

turned on in the environment. Some of these issues can be attributed to the extremely 

small gap space of the cavities which is on the order of micrometers. The tuner would 

also occasionally experience a failure in its control loop, causing it to go to a value of 

load reflection coefficient Г𝐿 far from the intended location on the Smith Chart. For all 

these reasons, it was decided that using fundamental tuning elements as the search space 

could be very useful. Using the fundamental elements, in this case resonant cavity 

position number (n), would prevent the need for any characterization mapping Г𝐿 to 
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(𝑛1, 𝑛2) combinations. This approach eliminates the need for characterization look-up 

tables, and the time required to perform a characterization can be eliminated.  Typically, 

at least an hour is needed for a useable characterization, and the characterization should 

be repeated every several hours due to potential drift.  As such, direct tuning using the 

resonant cavity position numbers is expected to result in significant time savings.  

 

 
 

Figure 5.1. S-parmeters of tuner over 60 hours 
 

 

 One of the issues that quickly became apparent when load-pull measurements 

were taken was that this search space possessed some undesirable optimization 

characteristic. Contours show that ACPR is multimodal meaning that there was a local 

minimum separate from the global one. This is most likely due to the fact that different 

combinations of 𝑛1 and  𝑛2 often map to the same Г𝐿. Figure 5.5 and 5.6 shows examples 

of typical contours generated from varying 𝑛1 and  𝑛2 in increments across the search 
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space at 3.3 GHz. Even though the PAE contours do not appear multimodal, it was still 

discovered that the gradient search had issues converging for a PAE only search when 

starting at locations very far away from the optimum. This is due to the shallowness or 

flatness of the contours in these regions which falsely guide the algorithm into believing 

it has reached an optimum.  

 A simple plan was devised to attempt to solve this problem. The reason the 

algorithm encountered issues was because it did not start close to the optimum. Instead, it 

either started so far away that the contours were very shallow, or it would start at a 

location where it would end up in the local minimum. Therefore, instead of testing the 

algorithm from anywhere, it is good idea to have the algorithm try to choose a smart start 

location. This can be achieved by having the algorithm test some points that are spread 

around the search space and starting from the best one.  This can potentially lead to a 

point with very low-efficiency being measured which can damage some high-powered 

amplifiers. However, this is an issue that would also be encountered if the search was 

started and tested from any random location which was how the algorithm was 

implemented previously.  

 It was initially decided to test the algorithm with PAE optimization only since it 

previously had issues converging even with a PAE-only search. Since the 𝑆21 of the tuner 

is not measured when tuning with the fundamental elements only, the output of the tuner 

is used as the reference plane for the measurements. The PAE shown in this section is the 

efficiency of the DUT and tuner together, and therefore it is considerably less than the 

device alone since there is loss in the tuner. The device tested is the Skyworks packaged 

amplifier biased to 7 V. The input power is 3 dBm. The operating frequency is 3.3 GHz 
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which is the design frequency of the tuner. Figure 5.2 shows the resonant cavity position 

load-pull. Table 5.1 shows results taken from a PAE-only search from various starting 

points around the search space. There are several starting points that fail to converge to 

the correct optimum. This illustrates how even the PAE only search encounters issues 

when started from any locations.  

 

 
 

Figure 5.2. Resonant cavity position load-pull at 3.3 GHz for the Skyworks amplifier 
 
 

The five starting locations are illustrated in Figure 5.3. The locations of the four 

points in the corners are obtained by dividing the search space range in 𝑛1 and  𝑛2  by 

one-third and creating a matrix of start locations based on the combination of these 

values. The point in the middle is exactly in the middle of the search space. The five 

points are measured and the one with the highest PAE is chosen as the start location of 

the search. To test accuracy, the algorithm was implemented ten times. Table 5.2 shows 

 

𝑛2 

𝑛1 X 103 

X 103 
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these results. Figure 5.4 shows an example of a typical search. As expected, the algorithm 

always starts at the top right point which is very close to the optimum. The algorithm 

converges extremely well. Table 5.3 shows a comparison of the modified search with the 

original. The search has improved in all areas, even in number of measurements, despite 

having to take five extra measurements in the beginning of the search.  This is reassuring 

moving onto the constrained search.  

Table 5.1. Summary of searches with the gradient algorithm at 3.3 GHz for the Skyworks 
amplifier 
 

Start 𝑛1 Start 𝑛2 Start 
PAE (%) 

End 𝑛1 End 𝑛2 End PAE 
(%) 

Total 
Measurements 

6975 7600 3.75 7171 7690 11.30 16 
6975 7600 3.44 7184 7704 11.19 19 

7225 8067 5.61 7152 7842 11.41 25 
6725 8067 3.80 7150 7845 11.40 37 

7225 7133 2.71 7187 7315 9.66 22 
6725 7600 2.39 7171 7843 11.26 20 

7225 7600 4.91 7156 7785 11.55 22 
6975 8067 4.00 7182 7811 11.38 22 

6975 7133 1.79 7202 7253 9.56 13 
6725 7133 1.17 7183 7505 10.46 31 

Average 3.36 7173.78 7659.23 10.92 22.7 
Standard Deviation  17.13 223.73 0.75 6.99 

 

 

Figure 5.3. The tested start locations for the modified resonant frequency search 
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Table 5.2. Summary of searches with the modified gradient algorithm at 3.3 GHz for the 
Skyworks amplifier 

 
Start 𝑛1 Start 𝑛2 Start PAE 

(%) 
End 𝑛1 End 𝑛2 End PAE 

(%) 
Total 

Measurements 
7100 7833 10.28 7150 7833 11.40 15 
7100 7833 10.37 7133 7813 11.39 18 
7100 7833 10.38 7132 7804 11.38 18 
7100 7833 10.42 7130 7796 11.38 18 
7100 7833 10.46 7142 7785 11.55 21 
7100 7833 10.55 7138 7772 11.58 18 
7100 7833 10.54 7137 7771 11.56 18 
7100 7833 10.57 7135 7766 11.55 18 
7100 7833 10.57 7135 7766 11.55 18 
7100 7833 10.64 7153 7767 11.59 18 

Average 10.48 7138.37 7787.25 11.49 18 
Standard Deviation 7.67 23.46 0.09 1.41 

 
 

 
 

Figure 5.4. Example of a typical search trajectory of the modified gradient search at 3.3 
GHz for the Skyworks amplifier 
 

 

𝑛2 

𝑛1 

X 103 

X 103 
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Table 5.3. Comparison of the gradient search to the modified search at 3.3 GHz  
 

 Gradient Search Modified Gradient Search 

PAE Average (%) 10.92 11.49 
PAE Standard Deviation 0.75 0.09 

Average Num of Measurements 22.7 18 
Std Dev of Num of Measurement 6.99 1.41 

Average End 𝑛 7137.78, 7659.23 7138.37, 7787.25 

 

Choosing a suitable start point when using a constraint search was more of a 

challenge. Simply choosing the test point with the highest PAE will not always start the 

search in the location closest to the optimum. A scale was developed that weights both 

PAE and ACPR to try and come up with the most suitable start location. This scale tries 

to normalize both PAE and ACPR so that they both play equal parts in determining the 

best test point. This is given in equation 5.1 where 𝑃𝐴𝐸𝑐𝑎𝑛𝑑 is the PAE at the candidate 

start location, 𝑃𝐴𝐸𝑚𝑎𝑥  is the highest PAE measured among the locations tested, 

𝐴𝐶𝑃𝑅𝑐𝑎𝑛𝑑 is the measured ACPR at the candidate start location, and 𝐴𝐶𝑃𝑅𝑙𝑖𝑚 is the ACPR 

limit. The test start location with the lowest scale number is chosen as the most suitable 

start location. 

 

The Skyworks device was tested again, but now also with an ACPR constraint. 

Figure 5.5 and 5.6 show the (𝑛1, 𝑛2) load-pull. -25 dBc was chosen as the limit. Although 

this is a very strict limit, it provides an adequate constraint on the PAE so that it does not 

simply converge to its maximum value. According to the full load-pull measurement, the 

point with best PAE with ACPR Constraint is located at 𝑛1 =7200 and 𝑛2 =7400 with 

PAE of 9.12% and ACPR of -25.24 dBc. The search was implemented ten times. Results 

𝑆𝑡𝑎𝑟𝑡𝑏𝑒𝑠𝑡 = |
𝑃𝐴𝐸𝑐𝑎𝑛𝑑 − 𝑃𝐴𝐸𝑚𝑎𝑥

𝑃𝐴𝐸𝑚𝑎𝑥
| + |

𝐴𝐶𝑃𝑅𝑐𝑎𝑛𝑑 − 𝐴𝐶𝑃𝑅𝑙𝑖𝑚

𝐴𝐶𝑃𝑅𝑙𝑖𝑚
| (5.1) 
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are shown in Table 5.4. It always starts on the bottom right corner. It converges well as 

evidenced by the low standard deviation of the end PAE. ACPR does have some noise 

that contributes to the algorithm not being as extremely repeatable as when it was a PAE 

search only.  

 

Figure 5.5. PAE load-pull measurement at 3.3 GHz for the Skyworks Amplifier    
 
 

 

Figure 5.6. ACPR load-pull measurement at 3.3 GHz for the Skyworks Amplifier   

𝑛1 

 

𝑛2 

𝑛1 

 

𝑛2 

X 103 

X 103 

X 103 

X 103 
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Table 5.4. Summary of search algorithm at 3.3 GHz with an ACPR constraint of -25 dBc 
using the Skyworks amplifier 

 

Start 𝑛1 Start 𝑛2 

Start 
PAE 
(%) 

Start 
ACPR 
(dBc) 

End 
𝑛1 End 𝑛2 

End 
PAE 
(%) 

End 
ACPR 
(dBc) 

Total 
Measurements 

7100 7333 3.36 -23.47 7188 7339 9.01 -25.50 31 

7100 7333 3.39 -23.49 7190 7341 9.16 -25.50 25 

7100 7333 3.44 -23.47 7187 7383 9.27 -25.40 61 

7100 7333 3.45 -23.51 7189 7340 9.18 -25.66 31 

7100 7333 3.46 -23.53 7188 7341 9.14 -25.54 25 

7100 7333 3.46 -23.51 7188 7331 9.10 -25.56 25 

7100 7333 3.45 -23.50 7188 7336 9.11 -25.48 31 

7100 7333 3.47 -23.55 7187 7334 9.06 -25.33 46 

7100 7333 3.44 -23.54 7187 7330 9.02 -25.43 37 

7100 7333 3.44 -23.49 7188 7338 9.12 -25.35 25 

Average 3.44 -23.51 7188 7341.3 9.12 -25.47 33.7 

Standard Deviation 0.94 15.17 0.08 0.1 11.7 

 

The modified algorithm was also tested on another device to confirm its 

performance. The MWT-173 transistor was biased to a drain voltage of 4 V and a gate 

voltage of -1.5 V. The input power was set to 14 dBm which about three dB into 

compression. The resonant position load-pulls are shown in figure 5.7 and 5.8. The limit 

was chosen to be -28 dBc. According to the load pull, the point with best PAE with 

ACPR the constrained optimum is located at 𝑛1=7200 and 𝑛2 =7400 with PAE of 7.22 

and ACPR of -28.09 dBc. The results from the searches are shown in Table 5.5. The 

search again converges proving that the search is robust and can work on multiple 

devices. Figure 5.9 shows an example of a typical search.  
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Figure 5.7. PAE load pull at 3.3 GHz with an input power of 14 dBm with the MWT-173 
FET 

 
 

 
 

Figure 5.8. ACPR load pull at 3.3 GHz with an input power of 14 dBm with the MWT-
173 FET 
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Table 5.5. Summary of search algorithm at 3.3 GHz with an ACPR constraint of -28 dBc 
using the MWT-173 FET 

Start 𝑛1 
Start 

𝑛2 

Start 
PAE 
(%) 

Start 
ACPR 
(dBc) End 𝑛1 End 𝑛2 

End 
PAE 
(%) 

End 
ACPR 
(dBc) 

Total 
Measurements 

7100 7333 3.86 -25.02 7179 7445 7.63 -28.24 13 

7100 7333 3.82 -26.23 7176 7454 7.86 -28.08 16 

7100 7333 3.75 -26.24 7176 7440 7.70 -28.15 25 

7100 7333 3.75 -26.19 7171 7419 7.37 -28.19 25 

7100 7333 3.69 -26.28 7177 7408 7.35 -28.23 25 

7100 7333 3.70 -26.31 7173 7433 7.51 -28.08 25 

7100 7333 3.68 -26.18 7187 7452 7.87 -28.21 22 

7100 7333 3.67 -26.13 7188 7451 7.87 -28.23 28 

7100 7333 3.65 -26.13 7188 7456 7.92 -28.18 25 

7100 7333 3.80 -26.14 7189 7450 7.91 -28.35 22 

Average 3.74 -26.08 7180.4 7440.8 7.70 -28.19 22.6 

Standard Deviation 6.9 16.16 0.22 0.08 4.65 
  
 

 
 

Figure 5.9. Example of a typical search with a -28 dBc limit for the MWT-173 FET. The 
search converges to 𝑛1 = 7188 and 𝑛2 = 7456 with a PAE of 7.92 % and an ACPR of -
28.18 

X 103 

X 103 
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 In conclusion, circuit optimization using the resonant cavity position numbers of 

an evanescent mode resonant cavity tuner was demonstrated. There were some challenges 

that were encountered in this search space, but they were mitigated by attempting to have 

the search choose a smart start location to start from. Eliminating the use of a 

characterization saves time and avoids the non-ideal issues associated with characterizing 

this tuner. The use of this tuner takes us closer to implementing real-time optimization on 

devices that can be used in a radar.  
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CHAPTER SIX 
 

Frequency Agility Using a Resonant Cavity Tuner 
 

This chapter has been accepted for publication as [3] S. Rezayat, C. Kappelmann, Z. 
Hays, C. Baylis, D. Peroulis, A. Semnani, and E. Viverios. “Real-Time Frequency-Agile 
Circuit Optimization for S-Band Radar Using a High-Power Tunable Resonant Cavity 
Matching Network,” IEEE MTT-S International Microwave Symposium, June 2018. 

 
 
As mentioned in the background, future radar systems will need to be able to 

change operating frequency and bandwidth depending on surrounding devices. The 

resonant cavity tuner has a bandwidth of approximately 30%. The tuner can operate from 

3.1 to 3.5 GHz. This covers 42% of the S-band radar allocation which starts at 

approximately 3.1 GHz and end at the 4 GHz which is the upper frequency limit of the S-

band. Therefore, reconfiguring frequency and spectral requirements should be verified 

using the algorithms described with tunable circuitry. The algorithm will have to 

constantly optimize as its frequency changes. This concept of changing frequency when 

optimizing is called “frequency agility”.  

 When approaching the idea of implementing frequency agility, it was initially 

decided that the search should be implemented on the Smith Chart. The Smith Chart 

provides a more easily navigated search space in terms of the shapes of its contours 

representing PAE and ACPR.  However, it was also decided that the resonant cavity 

search should also be implemented in the resonant cavity position number (𝑛1, 𝑛2) plane 

in order to take advantage of the benefits of both search spaces. The search initially starts 

in the Smith Chart, since the algorithm typically can converge from anywhere on the 

Smith Chart, and then it proceeds to search the resonant cavity position space, since the 
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search can reach finer resolutions in this search domain. When there is a frequency shift, 

the search will start where the previous search left off on the Smith Chart.  

  For the searches implemented in this section, the algorithm was slightly modified. 

Three neighboring points were used to calculate the gradient instead of two in both search 

spaces. This gives more accurate results for the gradient. It is especially useful when 

searching with a characterization where the density of the characterization might limit the 

number of points that can be precisely reached. It is also useful in the (𝑛1, 𝑛2) plane 

where there are non-convexities that prevent the algorithm from calculating the gradient 

correctly. Figure 6.1(a) shows the three neighboring points that are used to calculate the 

gradient, and Figure 6.1(b) and Figure 6.1(c) show the construction of the search vector 

in the cases of initial non-compliance and compliance, respectively.  

 

 
(a) 

  
(b)                                          (c) 

Figure 6.1. (a) Measurements for estimation of the gradient and calculation of the search 
vector to the next candidate when (b) the ACPR at candidate 1 is greater than the ACPR 
constraint (out of compliance), and (c) the ACPR at candidate 1 is less than or equal to 
the ACPR constraint (in compliance) 
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To compare with the results of the reconfiguration searches, full load-pull 

measurements were performed on the Smith Chart and the (𝑛1, 𝑛2) plane at 3.1, 3.3, and 

3.5 GHz. For these measurements, a Microwave Technologies MWT-173 transistor was 

used biased at 𝑉𝐺𝑆 = -1.5 V, 𝑉𝐷𝑆 = 4 𝑉, and  𝑃𝑖𝑛 = 14 𝑑𝐵𝑚. Figure 6.2 shows the load-pull 

measurement results at 3.1 GHz, Figure 6.3 shows the load-pull measurement results at 

3.3 GHz, and Figure 6.4 shows the load-pulls at 3.5 GHz. The figures also point out the 

constrained optimum for the limits chosen for the search. Figure 6.2 shows some 

disparities between the (𝑛1, 𝑛2) load-pull and the Smith Chart one. The PAE optimum is 

not consistent between the two figures and the (𝑛1, 𝑛2) load-pull does not seem to have 

any ACPR unacceptable region. This is because the resolutions of these load-pulls are 

different. At 3.1 GHz, tuning across the Smith Chart can take place in a small region near 

the PAE optimum in the (𝑛1, 𝑛2) plane. When a characterization is taken, there is higher 

density of points taken in this region, but during (𝑛1, 𝑛2) load-pull the points are evenly 

distributed.  

 

Figure 6.2. Amplifier load-pull on the Smith Chart (left) and resonant cavity position 
space (right) at 3.1 GHz with a -33 dBc ACPR limit shown.  
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Figure 6.3. Amplifier load-pull on the Smith chart (left) and resonant cavity position 
space (right) at 3.3 GHz with a -31 dBc ACPR limit shown. 

 
 

 

Figure 6.4. Amplifier load-pull on the Smith chart (left) and the resonant cavity position 
space (right) at 3.5 GHz with a -30 dBc ACPR limit shown. 

 
 

A series of searches at the different frequencies was implemented. The search 

started at 3.1 GHz with a -33 dBc limit. Table 6.1 shows all the steps of the search. The 

search approaches the optimum on the Smith Chart. After candidate seven, the search 

switches to the (𝑛1, 𝑛2) plane where it takes a couple of steps that slightly improve the 

PAE. The search trajectory of the search on the Smith Chart and (𝑛1, 𝑛2) plane is shown 
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in Figure 6.5. The device is then switched to 3.5 GHz with a limit of -31 dBc. The device 

starts at the closest point it can find to where it left at 3.1 GHz on the Smith Chart. This 

will correspond to a different (𝑛1, 𝑛2) combination than the previous frequency since a 

different characterization is used at each frequency. This time, there are more steps taken 

on the (𝑛1, 𝑛2) plane, but the search substantially improves in this domain. Figure 6. 6 

illustrates the search trajectory. Lastly, the search moves to the 3.3 GHz with a -30 dBc 

limit. It starts out of the ACPR-compliant region but is able to reach it in its Smith Chart 

search. It does not improve substantially in the resonant cavity search. Figure 6.7 

illustrates this search.  The average time per measurement for results is 6.7 seconds. This 

is mostly due to the settling time of the tuner. There is also some equipment over-head. 

The next generation of the setup will aim to reduce time per measurement by using a 

tuner that takes much shorter time to settle.  

 

Figure 6.5. Search trajectory on the Smith chart (left) and resonant cavity position space 
(left) at 3.1 GHz with a -33 dBc ACPR limit. 
 

 
 

START 

END 

START 

END 
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TABLE 6.1. SUMMARY OF FREQUENCY AGILITY SEARCH  
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Figure 6.6. Search trajectory on the Smith chart (left) and resonant cavity position space 
(left) at 3.5 GHz with a -31 dBc ACPR limit.  

 
 
Figure 6.7. Search trajectory on the Smith chart (left) and resonant cavity position space 
(left) at 3.3 GHz with a -30 dBc ACPR limit.  
 

 Optimization of a high-power handling resonant cavity tuner under different 

ACPR constraint has been demonstrated. When operating frequencies are changed, the 

search uses a modified gradient search on the Smith Chart to initially optimize.  The 

search is then switched to the resonant cavity position number space to avoid 

characterization drift and non-idealities. The demonstration of intelligent 

reconfigurability using a high-power tunable matching network is a significant step 

toward the design of adaptive transmitters for cognitive or adaptive radar.  

START START 

END 

END 

START 

END 

END 

START 
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CHAPTER SEVEN 
 

Conclusions 
 
 

 This thesis has presented algorithms for a cognitive radar that can continuously 

adapt to the requirements placed upon it.  More specifically, this thesis has presented 

multiple techniques for optimizing the circuitry for a cognitive radar using two different 

types of impedance tuners that are more suited to work with radar. The concept of 

continuous circuit optimization while performing frequency agility was also introduced 

and demonstrated.  

 The first tuner that was used for these optimizations was a varactor tuner. This 

tuner required the development of an algorithm to mitigate the non-linearity that it 

possessed. The solution to this was presented as the power-dependent characterization 

which was proven to improve measurements and circuit optimization. 

 An evanescent-mode resonant cavity tuner was also used to implement the 

optimization algorithm. This impedance tuner can handle high power levels and has a 

large bandwidth. The fundamental tuning elements of the tuner were used for 

optimization to take advantage of the simplicity offered with this approach. The search 

space in this domain often contains non-convexities and multimodalities, so the search 

had to be modified to have the searches run successfully. Results demonstrated successful 

constraint optimization using the fundamental elements of the resonant cavity tuner. 

 The last concept that was explored is frequency agility where the operating 

frequency of the circuit is shifted, but the circuit is still continuously optimized. This was 
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ideal to test with the resonant cavity tuner since it has a large bandwidth. A hybrid 

approach was chosen to be implemented, where the search was implemented initially on 

the Smith Chart and then completed in the resonant cavity position number space. This 

search provides robustness to the algorithm. Frequency agility was successfully 

demonstrated over a significant part of the S-band which has been the targeted for 

spectrum sharing. Multiple concepts have been presented in this thesis that will be needed 

to implement transmitter circuitry for a cognitive or adaptive radar. Future work should 

include the use of a software defined radio that simulates an intelligent radar, choosing its 

operating frequency and bandwidth based on constraints from systems around it. This 

setup should be incorporated with circuit and waveform optimization using the resonant 

cavity tuner. 
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