
 

 

 

 

 

 

 

 

ABSTRACT 

 

Rapid Deuterium Labeling and Localization for Structural Elucidation of Carbohydrates 

 

H. Jamie Kim, Ph.D. 

 

Mentor: Elyssia Steinwinter Gallagher, Ph.D. 

 

 

 Carbohydrates are crucial components of life, serving a variety of cellular 

functions with broad implications. Characterization of carbohydrate structures is a 

significant step for understanding cell biology. While mass spectrometry (MS) is a 

powerful tool that provides both qualitative and quantitative information on a number of 

analytes, ranging in size and functionality, structural characterizations of carbohydrates 

via MS generally focuses on sequencing rather than analyzing conformations. 

 Hydrogen/deuterium exchange (HDX) is a well-established technique that is 

traditionally used to study protein conformations and dynamics. However, application of 

HDX for carbohydrate analysis has been limited due to the rapid HDX rates of 

carbohydrate hydroxyls, which range in the microsecond timescale. The goal of this work 

was to develop HDX methods to characterize carbohydrate conformations and provide 

additional dimension for MS analysis of carbohydrates. 

 HDX was performed in electrospray (ESI) droplets, thus achieving rapid labeling 

of biologically relevant structures in solution-phase. Residual solvents in ESI sources 

were found to cause additional deuterium labeling or loss beyond the HDX reactions in 



bulk-solution (Chapter Two). The HDX in ESI was affected by changes in the 

equilibrium of solvent vapors inside the source as samples are infused in real-time during 

analysis. This in-ESI HDX effect affected not only carbohydrates but also rapidly-

exchanging functional groups of peptides, indicating broader implications for protein 

HDX analysis. Chapter Three presents utilization of theta-ESI emitters to achieve 

variable HDX timepoints of carbohydrates by varying initial ESI droplet sizes from 

varying ESI tip diameters.  

 Deuterium labels on carbohydrates were localized by collision induced 

dissociation (CID). Chapter Four investigates scrambling by vibrational activation during 

CID, concluding that sodium-adduction to carbohydrates reduces scrambling and 

maintains meaningful HDX information. In Chapter Five, HDX-CID-MS is applied to 

carbohydrate isomers to assign deuterium labels. Computational methods are employed 

to examine fragmentation pathways of each carbohydrate based on their conformations 

and the relative exchange rates of different functional groups. Deuterium localization on 

carbohydrates, with their limited number of functional groups and narrow range of 

exchange rates, displays a positive outlook for HDX analysis of carbohydrates that can 

detect transient inter- and intramolecular interactions of carbohydrates. 
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CHAPTER ONE 

 

Introduction 

 

 

1.1 Glycosylation 

 

 Glycosylation is the attachment of glycans, or carbohydrate moieties, to 

biomolecules, typically as post-translational modifications (PTM) of proteins or by 

covalent linkage to lipids. Glycosylation is found in all domains of life as well as in 

viruses.1-7 It is estimated that at least 50% of the human proteome is glycosylated8 and 1-

2% of the human genome codes for proteins involved in glycosylation.9 It has also been 

found that proteins with carbohydrate-recognition domains (CRDs) are present 

throughout evolution10, suggesting significant biological roles of glycans and their 

recognition from the early stages of life. Interest in glycans has increased over the years 

due to their involvement in various cellular activities, including cell-cell communication 

and host-pathogen interactions, and their roles as biomarkers for different disease types 

and stages, such as cancer. Therefore, investigating glycan structures and their impact on 

cellular behavior is crucial for understanding many aspects of cell biology. 

 

1.1.1 Structures and Nomenclature 

 

 Glycans are a diverse and complex class of biomolecules composed of 

monosaccharide building blocks, which have the chemical formula Cx(H2O)n. Three-

letter abbreviations are used for monosaccharides (e.g. Gal for galactose, Glc for glucose, 

and Man for mannose). Derivatives of monosaccharides are also commonly found in 

glycans. A common derivative is the amide derivative of monosaccharides, called N-
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acetylhexosamine (e.g. N-acetylglucosamine (GlcNAc) and N-acetylgalactosamine 

(GalNAc) for amide derivatives of glucose and galactose, respectively). Acid derivatives 

of simple monosaccharides include glucuronic acid (GlcA), which has a carboxylic acid 

added to glucose, or sialic acids, which are a class of nine-carbon monosaccharides that 

have both carboxylic acid and amide functional groups, with N-acetylneuraminic acid 

(NeuAc) being the most common form of sialic acid for humans (Figure 1.1). 

 

 

Figure 1.1. Chemical structures of common monosaccharides used in mammalian glycan 

synthesis and their abbreviated names.11 Simple monosaccharides (top, blue), amide 

derivatives (green, middle) and acid derivatives (red, bottom) are shown. Adapted from 

reference.11 

 

 

 In solution, monosaccharides exist in equilibrium as a mixture of acyclic and 

cyclic forms, either five- or six-membered rings. Aldohexoses, or aldehyde-containing 

hexoses, can form both six- and five-membered rings via a C-1—O—C-5 ring closure 
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and a C-1—O—C-4 ring closure, respectively. Ketohexoses, or ketone-containing 

hexoses, only forms five-membered rings via a C-2—O—C-5 ring closure. A five-

membered ring is called a furanose and a six-membered ring is called a pyranose. Acyclic 

forms are typically drawn as Fischer projections and cyclic forms are drawn in Haworth 

projections or as chair conformations (Figure 1.2). 

 

 

Figure 1.2. Presentation of acyclic and cyclic carbohydrate structures as Fischer, 

Haworth, or chair conformations. The oxygens adjacent to the location of the ring closure 

are color-coded. 

 

 

1.1.1.1 Anomericity of carbohydrates. While each carbon of a monosaccharide is 

a chiral center, the cyclization of carbohydrates introduces a unique asymmetric center 

called the anomeric carbon. The hydroxyl on the anomeric carbon can take two different 

orientations via mutarotation, which is the interconversion of the two stereoisomers 
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during ring opening and closing events. When the hydroxyl at the anomeric carbon (C-1) 

is in the trans configuration with the reference carbon that is furthest away (C-5), the 

carbohydrate is defined as the α-anomer. When C-1 and C-5 are in the cis configuration, 

the carbohydrate is defined as the β-anomer (Figure 1.3). Varying proportions of α- and 

β- anomers are formed in equilibrium for different sugars. For instance, the ratio between 

α- and β- anomers of glucopyranose in aqueous solution is 36:6412, but α-anomer is more 

stable in the gas phase due to anomeric effect13, 14, or the preference of an electronegative 

group on the anomeric position to take an axial position. The gas-phase stability of β- 

anomers is predominantly determined by the interactions between adjacent and 

nonadjacent hydroxyl groups, while solvent interaction with the free electron pair of the 

anomeric oxygen is greater in solution.15 

 

 

Figure 1.3. Mechanism of mutarotation between α- and β-anomers of glucose at the 

reducing end. R groups can be replaced with carbohydrate chains. Reducing sugars exist 

at equilibrium in solution as mixtures of the two anomers and the open-chain structure. α- 

and β-anomericty is assigned based on the relative position of the anomeric carbon (C-1) 

to C-5, indicated by arrows. Adapted and modified from reference.16 

 



5 

 

When the hydroxyl on the anomeric carbon is free and not covalently bonded, the 

anomericity of the carbohydrate may change via mutarotation and the carbohydrate is 

called a reducing sugar. However, when the hydroxyl on the anomeric carbon is 

covalently bonded with another carbohydrate to form a polysaccharide, that carbohydrate 

ring cannot open anymore and the anomericity of that ring becomes permanent. When 

none of the terminal sugars of a polysaccharide have the anomeric carbon available for 

mutarotation, the polysaccharide is called a non-reducing sugar. A non-reducing sugar 

exists in solution as a single anomer, whereas a reducing sugar may exist in an 

equilibrium as a mixture of the two anomers, regardless of the size of the polysaccharide. 

 

1.1.1.2 Glycosidic linkages.  Monosaccharide subunits form polysaccharides via 

glycosidic bonds between the anomeric carbon of one monosaccharide and a hydroxyl of 

another through condensation reactions. A simple monosaccharide has five hydroxyls 

available for glycosidic bond linkage, including the hydroxyl at the anomeric carbon. 

Glycosidic bonds can form at any of the hydroxyls, and one monosaccharide can form 

more than two glycosidic bonds and serve as a branch point, adding to the complexity of 

glycans. Carbohydrate nomenclature includes the anomeric configuration and linkage 

information (Figure 1.4). 

Melezitose, a trisaccharide that is used as a model system throughout the research 

presented in the following chapters, is also referred to as α-D-Glc-[1→3]-β-D-Fru-

[2→1]-α-D-Glc. The second glucose linked to fructose by [2→1] linkage has a 

permanent α configuration, because the hydroxyl on the anomeric carbon C-1 is 

covalently bound in a glycosidic linkage, making melezitose a non-reducing sugar. On 

the other hand, maltotriose, another trisaccharide, has the structure α-D-Glc-[1→4]-α-D-
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Glc-[1→4]-D-Glc. The third glucose unit does not have an anomeric configuration 

assigned because the anomeric carbon on the third glucose is free and undergoes 

mutarotation in solution to generate both α- and β-anomers in equilibrium, making 

maltotriose a reducing sugar. 

 

 
Figure 1.4. Chemical structures of trisaccharides: melezitose and maltotriose. Melezitose 

(left) is a non-reducing sugar and maltotriose (right) is a reducing sugar. The anomeric 

carbon on the terminal saccharide is indicated with an arrow for both sugars. The wavy 

line symbol, indicated with blue arrow, represents a mixture of α- and β-anomeric 

configurations. 

 

 

1.1.2 Glycoprotein Heterogeneity 

 Glycans are a diverse and complex class of biomolecules. Glycans on proteins are 

largely classified as N-linked glycans and O-linked glycans, based on the amino acids to 

which the glycans are attached. N-linked glycans are bound to an asparagine residue of 

the sequence Asn-X-Ser/Thr, in which “X” is any amino acid except proline. Eukaryotic 

N-linked glycans share a common core: Man3GlcNAc2. O-linked glycans are attached to 

Ser or Thr residues by GalNAc with eight potential core structures that can be extended 

to form linear or branched glycans. 
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Glycosylation is a non-template driven process. Unlike DNA, RNA, and proteins, 

which are duplicated or synthesized from the genetic code of the cell, glycosylation is 

driven by both internal and external factors, ranging from expression of genes encoding 

for glycosidases and glycosyltransferases that synthesize glycans17 to the extracellular 

environment.18 Such characteristics of glycan synthesis lead to heterogeneous 

glycoforms, which are isoforms of glycoproteins. Glycoforms can be generated from 

macro- or microheterogeneity. Macroheterogeneity results from variations in the sites of 

glycan attachment in a protein. Microheterogeneity refers to diversity in the glycan 

structures at a given glycosylation site. 

  

1.1.3 Glycoprotein Interactions 

 Glycoform diversity plays a significant biological role, as altered glycan 

structures often lead to changes in glycan-protein or glycoprotein-protein interactions. 

For instance, glycan structures are intimately related to immune responses. Many 

pathogen-associated molecular patterns (PAMPs) are glycoconjugates and their host 

immune receptors are lectins.19 Lectins within the immune system can also recognize 

self-associated molecular patterns (SAMPs) that lower immune response against non-

pathogens or self. The ability of glycans to activate or suppress immune responses also 

relates closely to the idea of autoimmunity, which is the hyperactivation of immune 

responses against self. Altered glycans are observed in many autoimmune diseases 

including rheumatoid arthritis20, Crohn’s disease21, and multiple sclerosis.22 

Glycoproteins also serve significant roles in host-pathogen interactions. Glycoproteins 

can act as barriers against pathogen invasion by physically preventing pathogens, such as 

mucins do23, 24 or facilitating the growth of probiotics that can serve as chemical barriers 
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against pathogens.25 The pathogen cell surface glycoproteins, on the other hand, can 

initiate infection by adhering to host cell.26 Pathogens can also glycosylate host proteins 

and increase virulence27 by modifying host cell signaling pathways.28 

 

1.1.4 Analytical Techniques to Study Glycans 

 1.1.4.1 Nuclear magnetic resonance (NMR) spectroscopy.  NMR is a powerful 

tool for structural analysis of carbohydrates. While 1H NMR of carbohydrates reveals that 

most resonances are clustered around 3.4 to 4.0 ppm29-31, anomeric protons (4.4 – 5.5 

ppm) as well as acetyl (2.0 – 2.1 ppm) and methyl groups (~ 1.2 ppm) can be resolved.32 

1H NMR provides good estimates for the number of monosaccharide subunits and the 

number of residues in each anomeric configuration. Even within the narrow range of 

chemical shifts observed for carbohydrate protons, the chemical shifts, splitting patterns, 

and line widths of resonances, named structural reporter group signals, have been shown 

to be highly specific to the carbohydrate structures, allowing for primary structural 

assignment of carbohydrates.33 However, the limited dispersion of 1H chemical shifts still 

presents challenges in assignment and interpretation of NMR spectra, especially for 

larger polysaccharides. 13C resonances are more dispersed, but 13C NMR spectroscopy is 

less sensitive than 1H NMR because only 1% of naturally occurring isotopes of carbon is 

13C. Methods for the synthesis of isotopically labeled carbohydrates34, 35 have been 

published to improve 13C NMR analysis of carbohydrates. 

 One advantage of structural analysis by NMR spectroscopy is that the solution-

phase structures can be directly determined, because biologically relevant activities of 

carbohydrates occur in solution. For instance, NMR spectroscopy has been used to 

examine the mutarotation of carbohydrates and the equilibrium of the anomers36-39, 
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monitor carbohydrate-protein interactions40-42, and observe reactive intermediates or 

transition states of glycosylation reactions.43-47 NMR is also a non-destructive technique, 

meaning that the samples can be recovered for further analysis. However, NMR is less 

sensitive than other analytical techniques such as mass spectrometry and needs larger and 

more concentrated samples for analysis, and such requirements may be impractical and 

difficult for analysis of biological samples in highly complex mixtures.  

 

 1.1.4.2 Mass spectrometry (MS).  MS is a popular tool for studying glycans and 

carbohydrates because of its high sensitivity, which enables the use of smaller sample 

volumes and its versatility, which allows multi-dimensional analysis by coupling to other 

analytical techniques. Although the isomeric carbohydrate subunits cannot be directly 

identified from the mass-to-charge ratio detected in MS, separation techniques in the 

liquid and gas phase may be used in tandem with MS to provide more detailed insight 

into carbohydrate structures from their interactions with the stationary phase or 

collisional cross sections. One advantage of MS over NMR is its ability to analyze 

biomolecules with high molecular weight, such as multiprotein complexes, and complex 

mixtures. MS can also perform both targeted and non-targeted analysis.48 Targeted 

analysis in MS, for instance by isolating a known analyte, can increase selectivity and 

sensitivity for the analyte of interest. Non-targeted analysis, on the other hand, can be 

used for analysis of both known and unknown analytes in the sample in cases where the 

goal is to identify unknowns. However, it has been shown that MS analysis depends on 

ionization conditions and the instrumentation. For instance, mobile phases used for liquid 

chromatography (LC) separation prior to ionization have shown to affect analyte 

sensitivity.49, 50 Also, the varying ionization efficiencies of different analytes may 
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introduce bias against detection of less polar molecules that are harder to ionize.51 

Ionization of neutral carbohydrates is poor due to lack of acidic and basic sites, but 

derivatization methods, such as permethylation52-54 and peracetylation55, can improve 

ionization efficiency by stabilizing glycan structures. More details on the principles and 

applications of mass spectrometry will be discussed in section 1.2. 

 

 1.1.4.3 Computation.  While experimental data from analytical techniques, such 

as NMR and MS, offer valuable structural information on carbohydrates and glycans, the 

acquired data are averaged over time and are correlated with a single conformer rather 

than the distribution of multiple structures within a population in solution resulting from 

the flexible nature of carbohydrates.56, 57 Theoretical studies can provide additional 

information, such as carbohydrate conformations, carbohydrate-protein interactions, and 

carbohydrate fragmentation energetics, to assist in interpretation of experimental data 

often in conjunction with NMR, IM-MS, and MS/MS. 

The flexibility of carbohydrates and thus limited empirical methods to test the 

force fields, or the mathematical descriptions to estimate the forces between atoms or 

molecules, have demanded a long history of trial-and-error in finding suitable 

computational methods for carbohydrate modeling.58 Early success for approximating 

carbohydrate structures was achieved with hard-sphere exo-anomeric (HSEA) force 

field59, 60 which assumed rigid conformation of individual monosaccharide subunits, that 

also generated conformations supported by NMR data.60, 61 However, HSEA omits 

solvent effects on conformations and electrostatic interactions. Other approaches to 

carbohydrate modeling used macro-molecular force fields such as Assisted Model 

Building with Energy Refinement (AMBER)62-64 and Chemistry at Harvard 
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Macromolecular Mechanics (CHARMM)65, 66 that use the sum of energies from bond 

stretching, bending, and rotation as well as non-bonded interactions. These force fields 

have been employed in molecular dynamics (MD) simulations of carbohydrates with 

explicit solvation that reproduced conformations obtained from NMR.67 Whereas 

AMBER and CHARMM force fields utilize partial atomic charges to model the 

distribution of charge density in a molecule, other macro-molecular force fields such as 

MM268 and MM369 use bond dipole moments. Although MM2 and MM3 displayed 

potential to correct inaccuracies from previous approaches from other macro-molecular 

force fields, they were inconsistent with any water model and were predominantly 

utilized for gas-phase calculations.58 

In recent years, computational methods based on electronic structure theory, 

rather than the traditional empirical methods, have been developed for carbohydrate 

structure analysis. Particularly, Density Functional Theory (DFT)70-73 has been widely 

used for its high success rate for approximating properties of complex molecular systems 

at moderate computational cost.74 DFT calculations require computation of the total 

electron density, rather than the atomic or molecular wave function, to estimate the 

electron-electron interactions.75 Unlike empirical methods, DFT does not require rigid 

bond connectivity for parameterization, making it applicable to a variety of carbohydrate 

systems including protonated, metal-adducted, and deprotonated sugars that may involve 

bond breaking and formation to monitor reactions. DFT has also shown to achieve 

accurate calculations for many mono- and disaccharide structures and interactions.76-78 It 

has been proposed that DFT can complement experimental data such as collisional cross 
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sections obtained from ion mobility mass spectrometry and infrared spectroscopic 

fingerprints of carbohydrates.79  

 

1.2 Mass Spectrometry 

 Mass spectrometry is an analytical technique that measures the mass-to-charge 

ratio (m/z) of gas-phase ions. MS has become an invaluable tool in numerous applications 

in field of life sciences, including: proteomics, lipidomics, glycomics, and metabolomics. 

MS can be used for identification and quantification of known and unknown molecules, 

detection of biomolecule structures, modifications, and interactions, and investigation of 

gas-phase ion-ion or ion-neutral chemistry. Such wide utilization of MS is has been 

enabled by diverse developments in MS components, including separation techniques 

prior to MS, ionization methods, and fragmentation methods to obtain different local 

information. 

 

1.2.1 Electrospray Ionization 

 ESI, along with matrix-assisted laser desorption ionization (MALDI)80, 

revolutionized the field of mass spectrometry by introducing non-volatile 

macromolecules into the gas phase. Both ESI and MALDI are soft ionization techniques, 

meaning molecules experience minimal fragmentation during ionization. 

 

1.2.1.1 Principles of ESI.  The observation of the electrospray jet was first 

reported by Malcolm Dole81 and developed into the electrospray ionization (ESI) 

technique by Yamashita and Fenn.82 ESI is initiated by applying high voltage to a 

solution containing analytes as it flows through a conductive ESI probe. While charge 

can be added to the solution by acidification, the high voltage also initiates redox 
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reactions of the solvent molecules, such as water and methanol, creating excess charge. 

The charged solvent at the opening of the probe forms a cone, called a Taylor cone, 

where the effect of the strong electric field on the charged particles competes with the 

surface tension of the solvent.83, 84 When sufficient voltage is applied, the cone breaks 

into a jet to produce a mist of highly charged droplets. The solvent molecules in the 

droplets evaporate and the charge density of the droplets increases until the surface 

tension can no longer balance the electrostatic repulsion of like charges, called the 

Rayleigh limit.85 The Rayleigh limit is given by equation 1.1, where R is the radius of the 

droplet, ε0 is the vacuum permittivity, and γ is the surface tension. 

 

 𝑧𝑅 =
8𝜋

𝑒
√𝜀0𝛾𝑅3 Equation 1.1 

  

The droplets undergo Coulombic fission to generate smaller progeny droplets, 

which repeatedly experience solvent evaporation and fission until gas-phase ions are 

produced (Figure 1.5). ESI can generate multiply-charged species, providing an 

advantage for large molecules (e.g. proteins) whose high mass range had been outside the 

mass ranges of common mass analyzers.86 

 

 
 

Figure 1.5. Schematic of electrospray ionization process in positive ion mode. 
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 ESI can be operated in either positive- or negative-ion mode, depending on the 

voltage that is applied to the system. In positive-ion mode, the analytes are charged by 

protonation of basic sites or adduction of cations such as Na+ ions. In negative-ion mode, 

charging generally occurs via deprotonation of acidic sites or anion adduction. While salt 

clusters pose problems in protein MS due to signal suppression, metal adduction enables 

analysis of molecules with little to no acidic or basic sites that can be charged, such as 

carbohydrates, by enabling detection in MS. Both native and derivatized (e.g. 

permethylated) carbohydrates are often prepared as a mixture with salt to induce metal-

adduction to increase signal. 

 

1.2.1.2 Mechanisms of ESI.  Three mechanisms of ESI have been proposed 

depending on the type of molecule that will be ionized (Figure 1.6): the ion evaporation 

model (IEM), charged residue model (CRM), and chain ejection model (CEM).87 Low 

molecular weight species are thought to be ionized via IEM, where the small solvated 

ions are ejected from the surface of the droplet.88 The mechanism of IEM is similar to 

that of Rayleigh fission events where smaller charged droplets are generated from larger 

droplets whose charge is close to the Rayleigh limit.89 However, Rayleigh fission 

typically generates multiple progeny droplets, whereas IEM occurs via series of single 

ion ejection events.89 CRM is proposed for large globular species, such as folded 

proteins. In CRM, the solvent shell evaporates and the charge that is left in the droplet is 

transferred to the analyte.81, 90, 91 Ejection of positively-charged small ions, as proposed 

by IEM, can reduce the charge of droplets during CRM so that the charge density of the 

droplets stay close to the Rayleigh limit while solvent evaporates.87, 92 Finally, CEM is 

the predicted ESI mechanism for molecules of disordered structures, such as unfolded 
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proteins93 and nonpolar polymer chains.94 Whereas the hydrophobic, nonpolar regions of 

proteins are not solvent accessible in folded proteins95, the hydrophobic chains in 

unfolded proteins are now solvent accessible and migrate to the surface of the charged 

droplet. After one side of the chain gets ejected from the droplet picking up charges, like-

charges are repelled from the surface of droplets, causing the remaining chain to be 

released into the gas phase. 

 

 
Figure 1.6. Proposed mechanisms of ESI for various molecules. Ion evaporation model 

(IEM) is the proposed mechanism for ionization of small, charged molecules, charged 

residue model (CRM) for folded, globular proteins, and chain ejection model (CEM) for 

unfolded, disordered proteins and nonpolar polymer chains. Adapted from reference.87 
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 The ESI mechanism of carbohydrates has been investigated computationally.96 

The most abundant functional group in native carbohydrates is hydroxyls, which form 

hydrogen bonds with hydrophilic solvent.97-100 Consistent with folded proteins with their 

hydrophilic surface interacting with solvent, underivatized carbohydrates reside in the 

core of ESI droplets, following CRM for ionization. On the other hand, permethylated 

carbohydrates, whose hydroxyls have been replaced with nonpolar, methyl functional 

groups, are ejected from the surface of the droplet into the gas phase, following IEM. 

Defining the ESI mechanism of carbohydrates is a significant step toward understanding 

the MS analysis of carbohydrates because it provides additional insight into 

carbohydrate-solvent and carbohydrate-metal interactions that dictate carbohydrate 

structures and behaviors. 

 

1.2.1.3 Solution- vs gas-phase structures.  One distinguishing advantage of ESI 

over other ionization methods is its ability to transfer analytes directly from the solution 

phase to the gas phase with minimal requirements for sample preparation, unlike for 

MALDI. However, there has been a prolonged debate about whether the solution-phase 

structures of molecules are preserved in the gas phase after desolvation and ionization.101 

For proteins, the charge state distribution (CSD) is commonly used as an indicator of 

protein folding and unfolding, with high charge states correlating with unfolded 

structures as a result of acid102, heat103, or solvent104 denaturation. There is also evidence 

that non-covalent protein complexes and protein-ligand interactions are maintained in the 

gas phase105, 106, suggesting that the structural integrity of proteins are maintained as gas-

phase ions to some extent. On the other hand, there are also opposing observations that 

there are proteins which undergo structural changes after being released into the gas 
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phase.107 It has been suggested that these gas-phase structural alterations are time-

dependent108, highlighting that careful and thorough optimization of ionization conditions 

is necessary to understand the structural transition from solution to gas phase. 

 On the other hand, carbohydrates undergo significant structural changes in the gas 

phase. While the carbohydrate rings are rigid, the glycosidic linkages of oligosaccharides 

are flexible. When carbohydrates are in aqueous solvent, the intramolecular interactions 

within the carbohydrate and the intermolecular interactions between the carbohydrate and 

water molecules compete for hydrogen bonding.109 When carbohydrates are in the gas 

phase, strong inter-ring hydrogen bonding and metal coordination are observed110, 

suggesting more rigid structures compared to those observed in solution.   

 

1.2.2 Tandem Techniques Coupled to Mass Spectrometry 

 One advantage of MS is its versatility to be coupled to various other techniques 

for multi-dimensional analysis. Particularly, liquid- and gas-phase separations and gas-

phase fragmentation techniques are described in the following sections. 

 

1.2.2.1 Liquid-chromatography.  Liquid chromatography (LC) is a solution-phase 

separation technique that utilizes interactions between analytes and various stationary and 

mobile phase pairs to separate mixtures based on characteristics such as hydrophobicity, 

size, and charge. For proteins and peptides, typically a reversed-phase LC is used with a 

gradient of acidified aqueous solvent and acetonitrile. Depending on the particle size of 

the column and the maximum pressure that each system can handle, LC can be 

categorized as high-performance liquid chromatography (HPLC) or ultra-performance 

liquid chromatography (UPLC). Because separation occurs in the condensed phase with 
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high pressure, ionization techniques under atmospheric conditions, such as ESI, are 

compatible with online LC separations. 

 LC-MS of glycans are also commonly used for isomer separations.111 A common 

LC technique used for separation of glycans is hydrophilic interaction chromatography 

(HILIC)112, in which analytes interact with a hydrophilic stationary phase and are eluted 

by aqueous solvent. Carbohydrates are retained in HILIC columns by a combination of 

hydrogen bonding, ionic interactions, and dipole-dipole interactions.113 Glycans are 

generally eluted in order of increasing size.114 Reversed-phase LC can also be performed 

for derivatized (e.g. permethylated) glycans. Unlike normal phase LC, reversed-phase 

LC, such as C18 columns, utilizes hydrophobic stationary phases and polar mobile phase. 

Permethylation of glycans not only enhances their interaction with hydrophobic 

stationary phases in reversed-phase LC, but it also increases ionization efficiency, and 

thus, sensitivity in ESI-MS.115, 116 However, reversed-phase separations of glycans often 

suffer from low resolution of isomeric glycan structures that have minimal differences in 

hydrophobicity.111 On the other hand, porous graphitized carbon (PGC), which is a 

reversed-phase column, provides higher sensitivity for structural and linkage differences 

because the planar column material enhances solute-adsorbent interactions.117 PGC-LC 

can be used for both native and derivatized glycans. Finally, the hydroxyls of glycans can 

be deprotonated in strong base118, enabling glycan separation via high-pH anion-

exchange chromatography (HPAEC). The five hydroxyls in monosaccharides have 

varying ionization efficiencies119, and the interactions between glycans and the anion 

exchange stationary phase change based on which hydroxyl is ionized. HPAEC can 

separate glycans based on their formal charges, sizes, composition, and linkages120, 121, 
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providing a unique alternative to traditionally used HILIC, reversed-phase LC, and PGC-

LC. 

 

1.2.2.2 Ion mobility.  Ion mobility (IM) is a gas-phase separation technique that 

separates ions based on their collisional cross sections (CCS), measured by their mobility 

through a buffer gas. For proteins, larger CCS values often mean unfolded and elongated 

structures, whereas smaller CCS values are associated with folded, compact structures. 

Because IM provides information on shape and conformation of the analyte, which 

cannot be obtained from m/z alone, IM and MS can be coupled together to acquire 

complementary data. The simplest form of IM is drift-tube ion mobility (DTIM), in 

which gas-phase ions are introduced into a drift tube filled with a drift gas. Upon 

application of an electric field, ions move through the drift tube while interacting with the 

neutral drift-gas molecules. The ion mobility of analytes can vary depending on 

conformations, separating the ions in the gas phase. More compact analytes, which 

interact less with the drift gas, have higher ion mobility and arrive at the detector earlier 

than analytes with more elongated conformations, which interact more with the drift gas. 

The time that it takes for the ions to move through the drift tube, or tD, can be used to 

calculate the CCS. 

Traveling-wave ion mobility spectrometry (TWIMS), on the other hand, uses a 

stacked ring ion guide to which a non-uniform electric field is applied at different regions 

of the drift tube, creating a wave that pushes the ions through the IM cell as the electric 

field moves.122 A TWIMS device can operate at lower drift voltage compared to DTIM. 

Because TWIMS does not use a uniform electric field, like DTIM, the CCS cannot be 
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directly calculated from tD, but rather, calibration of the instrument with standards of 

known CCS is required. 

 IM-MS provides a powerful tool for analysis of carbohydrates and glycans 

because many carbohydrates are isomeric species and MS alone cannot differentiate 

different carbohydrates. IM has been used to separate sodium-adducted di- and 

trisaccharides of various composition and linkages.123 It has also been observed that 

reducing sugars were detected as more than one peak, suggesting the capability of IM-

MS to resolve different anomeric configurations124, including open-ring forms.125 The 

CCS of carbohydrates can be altered by using different metal adducts126, 127 and 

derivatizations128 to improve resolution. An extensive database for CCS calibration of 

TWIMS using sodium-adducted129 and negatively-charged N-linked glycans130 has been 

built for obtaining drift times of glycans from a TWIMS device. While separation of 

complex mixtures of isomers may still be a challenge131, 132, IM-MS of carbohydrates and 

glycans can use an additional separation technique prior to IM, such as reversed-phase 

LC129 and HILIC.133 Carbohydrates can also be fragmented pre- or post-IM to confirm 

linkage isomers.134, 135 Recent developments in ion mobility, such as Structures for 

Lossless Ion Manipulations (SLIM)136 and cyclic ion mobility137, have also offered high-

resolution separations of carbohydrates without derivatization.125 

 

1.2.2.3 Tandem mass spectrometry.  Tandem mass spectrometry (MS/MS) is a 

technique with two or more stages of mass analysis138 achieved by adding mass selection 

and fragmentation before m/z detection. It is also called MSn where n is the total number 

of cycles, including both ion selection and fragmentation. Depending on the type of 

instrument used for MS/MS, the type of fragmentation that can be utilized varies. 
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Collision induced dissociation (CID)139-142 is the most common type of fragmentation 

where selected ions (mp
+) are accelerated through neutral gas molecules (N) by applying 

an electrical potential. CID is understood as a two-step process where the kinetic energy 

of the ions is converted into internal vibrational energy, which results in breakage of 

covalent bonds to produce fragments138: 

 𝑄 + 𝑚𝑝
+ +𝑁 → 𝑚𝑝

+∗ +𝑁′ Scheme 1.1 

 𝑚𝑝
+∗ → 𝑚𝑎

+ +𝑚𝑏 Scheme 1.2 

 

where Q is the change in kinetic energy of the system, mp
+ and N are the precursor ion 

and neutral gas before collision, mp
+* and N′ are the precursor ion and neutral gas after 

collision, and ma
+ and mb are fragments of mp

+. The maximum conversion of kinetic to 

internal energy, Qmax, is given by the equation: 

 𝑄max = (
𝑁

𝑚𝑝 +𝑁
)(

1

2
𝑚𝑝𝑣𝑖

2) Equation 1.5 

 

where 
1

2
𝑚𝑝𝑣𝑖

2 is simply the collision energy. CID is an ergodic fragmentation method, 

meaning that the vibrational excitation is redistributed over the activated ion143, 144 and 

the bond cleavage occurs at the weakest bonds. The Roepstorff and Fohlman 

nomenclature145 is used to describe the fragments generated from proteins and peptides 

(Figure 1.7). Cleavage of the bond between the alpha carbon (Cα) and carbonyl carbon 

generates an/xm fragments, where the charge is retained on the N-terminus for an and the 

C-terminus for xm fragments, and n and m correspond to the number of amino acid 

residues counting from each respective terminus. bn/ym fragment pairs result from amide 

bond cleavage between the backbone amide and carbonyl carbon, and cn/zm fragments are 

generated from cleavage of the bond between the backbone amide and Cα. CID 

predominantly produces b/y fragments.146 
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Figure 1.7. Roepstorff and Fohlman nomenclature for peptide fragmentation. 

 

Other types of fragmentation techniques can be utilized to acquire different 

peptide fragments that give additional information. Electron capture dissociation (ECD) 

is a non-ergodic fragmentation technique147-149 where low-energy electrons are 

introduced to gas-phase ions in a trap to induce ion-electron reactions to produce 

fragmentation. 

 [𝑀 + 𝑛𝐻]𝑛+ + 𝑒𝑠𝑙𝑜𝑤
− → [𝑀 + 𝑛𝐻]∙(𝑛−1)+ → Fragments Scheme 1.3 

 

ECD yields predominantly c/z type fragments. While the same nomenclature by 

Roepstorff and Fohlman is followed for fragments from ECD regarding bond cleavage 

position, ECD fragments have an additional set of notations devoted to describing the 

electron and proton transfer reactions that occur during fragmentation. For instance, 

homolytic N—Cα cleavage gives c• and z• radical fragments, but hydrogen transfer to c• is 

observed, generating c′ fragments, whereas hydrogen loss from z• fragments gives rise to 

z fragments.150 ECD predominantly generates c′/z• fragments and b/y′ fragments. While 

ECD is a valuable technique to complement data obtained from CID, ECD has been 

shown to be efficient only in a specific type of mass spectrometer, called a Fourier-

transform ion cyclotron resonance (FT-ICR) mass spectrometer, that uses static magnetic 
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and electric fields for trapping ions in other types of mass spectrometers, rather than 

radiofrequencies (RF) that are typically used. This specific setup for ECD allows for 

introduction of low-energy electrons151 and long electron-ion interaction times152 that 

cannot be achieved in other types of analyzers. An alternative to ECD, that can be used in 

other types of mass spectrometers, is electron transfer dissociation (ETD).153 ETD utilizes 

radical anions as ETD reagents to transfer electrons to gas-phase ions and generates 

predominantly c/z type fragments. Unlike ECD, two competing reactions are observed in 

ETD, either electron-transfer or proton-transfer.154 

 [𝑀 + 𝑛𝐻]𝑛+ + 𝐴− → [𝑀 + 𝑛𝐻]∙(𝑛−1)+∙𝐴∙ Scheme 1.4 

 [𝑀 + 𝑛𝐻]𝑛+ + 𝐴− → [𝑀 + (𝑛 − 1)𝐻]∙(𝑛−1)+𝐴𝐻∙ Scheme 1.5 

 

Also, some peptides have been found to undergo electron transfer but not dissociate153, 

but it is unclear whether a stable charge-reduced radical precursor is formed, or strong 

noncovalent interactions between fragments hold the complex together.154 Nonetheless, 

multiple pathways for ETD mechanisms are viable. 

CID and ECD/ETD produce different types of fragments in MS/MS analysis of 

glycans and carbohydrates as well. The Domon and Costello nomenclature is used to 

assign carbohydrate fragments (Figure 1.8).155 Whereas peptide fragments are named by 

the type of bond that dissociates, carbohydrates have two C—O bonds across the 

glycosidic oxygen that can be cleaved. Fragments from glycosidic bond cleavages are 

named Bn/Ym and Cn/Zm fragments, where B- and Z-type fragments lose the glycosidic 

oxygen upon fragmentation and C- and Y-type fragments retain the glycosidic oxygen. 

A- and X-type fragments are produced from cross-ring cleavages, where multiple bonds 

across the carbohydrate ring dissociate. Depending on the position of the cross-ring 
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cleavage, fragments are named i,jAn/
i,jXm where i and j note the cleavage site and n and m 

refer to the number of residues from the terminal sugar. Fragments are termed A, B and C 

when the non-reducing end carries the charge and X, Y and Z when the reducing end 

retains the charge. CID predominantly generates glycosidic bond cleavages, whereas 

ECD and ETD result in more cross-ring cleavages. Fragmenting carbohydrates adducted 

to different metals has also produced varying cross-ring cleavage products from CID.156 

 

 

Figure 1.8. Domon and Costello nomenclature for carbohydrate fragmentation. 

 

 Another method for structural analysis of carbohydrates that gained popularity in 

recent years is infrared (IR) spectroscopy. IR spectroscopy combined with mass 

spectrometry has offered diagnostic fingerprints for various types of gas-phase mono- 

and oligosaccharide isomers containing hexoses157, 158, N-acetylhexosamines159, 160, and 

hexuronic acids.161-163 The IR activation of gas-phase ions can induce fragmentation by a 

series of photo-absorption events, and the fragmentation technique is called infrared 

multiple photon dissociation (IRMPD).164 IRMPD has been used to study glycosidic bond 

stabilities165-167 and carbohydrate fragment structures168 as well as to observe anomeric 

configurations of carbohydrates.169-171 The ability of IRMPD to identify specific 
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functional groups based on their absorption of resonant photons has made it a powerful 

tool for characterization of PTMs including glycans. Similar to ECD, IRMPD is best 

performed in ion traps or FT-ICR instruments for their ability to store ions for long times. 

 

1.3 Hydrogen/Deuterium Exchange 

 

1.3.1 Basics of HDX 

 Hydrogen/deuterium exchange (HDX) is a long-established chemical reaction that 

exchanges labile (i.e. exchangeable) hydrogens (1H) with deuterium (2H or D). Labile 

hydrogens refer to hydrogens on polar functional groups, such as amides or alcohols. 

HDX is often coupled to MS because the 2H isotope can be detected as an increase in 

mass using MS. On the other hand, 1H NMR can be used to detect the loss of signal as 

deuterium is incorporated into the analyte. HDX is a reversible reaction and deuterium 

can exchange back to hydrogen, called back-exchange. 

 

1.3.1.1 Traditional bottom-up HDX of proteins.  HDX is a time-dependent 

reaction where changes in exchange rates based on structure and interactions can be 

tracked via monitoring deuterium uptake at various time points. Traditionally, HDX of 

proteins is initiated by diluting proteins in a D2O-containing buffer. HDX is quenched by 

diluting aliquots of deuterated proteins in an acidified quench buffer at 0 oC. The proteins 

are digested by acidic proteases, typically pepsin, and the resulting peptides are separated 

in reversed-phase columns and analyzed by MS. Then, the change in mass for each 

peptide is used to calculate deuterium uptake at various timepoints. This continuous-

labeling protocol is optimized for deuterium labeling at backbone amide hydrogens, 

which simplifies data analysis by keeping the number of deuterium to one label per 
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amino acid. For longer HDX times, such as 100 minutes or longer, “pulse-” or short-

labeling is recommended for control to ensure stability of the protein sample.172 Whereas 

the labeling time is varied in continuous labeling HDX, pulse-labeling varies the 

perturbation time while keeping the labeling time consistent between samples. Pulse-

labeling can be conducted by incubating the sample for the same length of time as the 

longest labeling time, under the same HDX condition, but without deuterating reagent. 

Then, the control protein can be pulse-labeled for a short time, for instance for 30 

seconds. The pulse-labeled control can be compared to sample that was labeled for 

equivalent length of time during the continuous-labeling HDX, without the incubation. 

Conducting pulse-labeled control experiment can detect structural changes that the 

protein sample might undergo during the course of HDX experiment. 

 

 
 

Figure 1.9. Workflow of bottom-up, continuous-labeling HDX experiments of proteins. 
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 Amide hydrogen HDX of native proteins is proposed to occur in the following 

scheme173-175: 

 closed 

kop
→ 

kcl
← 
 open

kch
→ exchanged Scheme 1.6 

  

Where kop is the rate of opening to a state accessible by the deuterating reagent, kcl is the 

rate of closing to a state inaccessible by the deuterating reagent, such as hydrogen 

bonding, and kch is the intrinsic chemical exchange rate of backbone amides. The 

observed HDX rate is given by 

 

 𝑘𝑒𝑥 =
𝑘𝑜𝑝 ∙ 𝑘𝑐ℎ

𝑘𝑐𝑙
= 𝐾𝑜𝑝 ∙ 𝑘𝑐ℎ Equation 1.6 

 

 

When proteins are folded in their native state, kcl>kch and the observed HDX rate is a 

function of Kop which is the equilibrium constant of protein opening to an exchangeable 

state. Kop can also be written in terms of the Gibbs free energy (ΔGop) as 

 

 ∆𝐺𝑜𝑝 = −𝑅𝑇 ln(𝐾𝑜𝑝) Equation 1.7 

 

Where R is the gas constant and T is temperature in Kelvin. Therefore, the unfolded state 

of proteins, with Kop > 1, is associated with a faster exchange rate. Thus the deuterium 

labels on protein amide hydrogens can be indicative of the thermodynamic stability of the 

labeled region.173 Protein unfolding can occur at the local, sublocal, or global level, and 

the observed exchange equilibrium is the sum of all unfolding events at all levels.176 

 

 𝐾𝑒𝑥 = 𝐾𝑙𝑜𝑐𝑎𝑙 + 𝐾𝑠𝑢𝑏𝑙𝑜𝑐𝑎𝑙 + 𝐾𝑔𝑙𝑜𝑏𝑎𝑙 Equation 1.8 
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 The observed exchange of peptides at various positions and labeling times can 

give information about the protein structure and conformation. HDX can be utilized to 

monitor changes in conformation by comparing two states. HDX has been performed on 

protein-ligand pairs to observe allosteric effects of ligand binding on protein 

conformation and dynamics as well as binding sites.177 Different glycoforms have been 

analyzed by HDX to detect changes in protein conformation and dynamics as a result of 

altered glycan structures.178 And HDX has also been performed on phosphorylated 

proteins to examine protein-protein interactions to compare active and inactive 

proteins.179  

  

1.3.1.2 Non-traditional HDX.  Since HDX-MS of proteins was first published in 

1991180, the method has been continually developed and adapted for different purposes 

and analytes. For proteins, top-down181 approaches to HDX-MS have been introduced to 

reduce back-exchange, which can cause the loss of deuterium labels, during long 

separation times following reaction quenching. Top-down HDX182 bypasses the 

proteolytic digestion and introduces intact proteins into the gas phase, where the protein 

is fragmented to reveal local information. Top-down approach can also improve spatial 

resolution by creating more fragments at more random cleavage sites, compared to the 

standard proteolytic cleavage sites targeted by proteases.175 Moreover, top-down HDX 

can be selective of different conformers, for which information is lost during proteolysis 

in the bottom-up approach. For instance, even a single charge state of deuterated proteins 

could reveal the presence of two conformers, showing a bimodal distribution, and the 

top-down approach allows for separate analyses of the two conformers by selecting 

different precursors in the distribution to fragment.182, 183 Whereas CID was used for early 
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attempts at top-down HDX, CID is no longer the preferred method of fragmentation for 

deuterated samples because “scrambling” occurs during collisional activation. 

Scrambling is the random movement of hydrogen and deuterium labels across the analyte 

that overwrites solution-phase labeling information.184 The scrambling process is 

consistent with the mobile proton model  that has been proposed for CID.175, 185 On the 

other hand, fast fragmentation techniques such as ECD and ETD have been found to 

reduce scrambling.186-189 Middle-down approaches have been developed as well190, which 

combine solution-phase labeling and protease digestion from the bottom-up method with 

gas-phase fragmentation by ECD or ETD. Middle-down approaches have been shown to 

improve spatial resolution of deuterium labels on proteins by fragmenting longer peptides 

to obtain more site-specific information.190  

Typical HDX reactions are carried out on a range of seconds to weeks, and the 

traditional protocol may not be suitable for analysis of protein conformations or other 

biomolecules, such as nucleotides191, 192, that require shorter labeling times. Various rapid 

HDX methods have been developed to examine short-lived intermediates. A continuous 

mixing device193 composed of syringes containing analytes and buffers connected by 

mixing tees has been used to investigate protein folding intermediates194 and disordered 

proteins195. Electrospray setups where deuterating reagents are introduced into a mixing 

tee connected to a nanoelectrospray needle have been developed to shorten the quench 

time further with smaller solvent volumes.196, 197 Microfluidic devices and chip-based 

methods also offer rapid exchange times.198-200 In-ESI HDX can be performed by 

introducing deuterating reagent into the ESI source as a droplet on a metal plate to be 

evaporated201, through the gas inlet system202-204, or by dual spray using either the 
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lockspray system205, 206 or theta ESI emitters.207, 208 Finally, gas-phase HDX has also been 

performed by introducing gas-phase deuterating reagents into various parts of the mass 

spectrometer.209-212 The reaction times achieved by these methods are in the subsecond 

range. 

 

1.3.2 HDX Rates 

 Solution-phase HDX reactions are catalyzed by acid, base and water, so that the 

rate of exchange, kch, can be written as 

 

 𝑘𝑐ℎ = 𝑘acid[H3O
+] + 𝑘base[OH

−] + 𝑘water[H2O] Equation 1.9 

 

 The rate of exchange is proportional to the acid and base concentrations, leading 

to a V-shaped curve for the exchange rate profile as a function of pH (Figure 1.10).213 At 

the pH where the rate of exchange is the slowest, called pHmin, the contributions of the 

acid-, base- and water-catalyzed mechanisms are similar.214-216 At pH>pHmin represented 

as part of the upward curve, HDX mostly proceeds by the base-catalyzed mechanism. At 

pH<pHmin, the acid-catalyzed mechanism predominates. HDX rates also increase with 

increasing temperature, as supported by Equations 1.6 and 1.7. HDX rates for different 

protein functional groups at varying pH and temperature, and their effect on neighboring 

functional groups, have been extensively described by Bai et al.217 The quench conditions 

for HDX reactions of proteins at pH 2.5 and 0 oC is at pHmin of backbone amides so that 

the back-exchange at amides is minimized while deuterium labels on other functional 

groups are exchanged back to hydrogen. Such quench conditions can simplify HDX data 

analysis by omitting side chain functional groups that have varying numbers of labile 

hydrogens as well as exchange rates.  
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Figure 1.10. HDX rates of protein functional groups. Reprinted with permission from 

reference.216 

 

One mechanism for base-catalyzed and two mechanisms for acid-catalyzed 

reactions of backbone amide HDX in aqueous solution have been proposed (Figure 

1.11).218 In the base-catalyzed mechanism, the amide proton is abstracted by a OH- or 

OD- ion and re-protonated by D2O. In the acid-catalyzed mechanism, the amide nitrogen 

is protonated by D3O
+ and the proton is abstracted by D2O. However, the amide oxygen 

is more basic than the amide hydrogen. Therefore, an alternative pathway for the acid-

catalyzed mechanism is proposed in which the amide oxygen is protonated first, in turn 

acidifying the amide group. Then the amide hydrogen is abstracted by D2O, enabling 

deuteration by D3O
+.218  
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Figure 1.11. Solution-phase HDX mechanism for protein backbone amide. Adapted from 

reference.219 

 

 

 
 

Figure 1.12. Gas-phase HDX mechanism for protein backbone amide. Adapted from 

reference.219 

 

For gas-phase HDX, two major mechanisms have been proposed, depending on 

the gas-phase basicity of the deuterating reagent (Figure 1.12).220 The “onium” 

mechanism220 is postulated for more basic deuterating reagents, such as ND3, where the 

endothermic proton transfer to ND3 is energetically feasible by solvation of the resultant 

ND4
+ ion. The “relay” mechanism is proposed for less basic deuterating reagents, such as 
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D2O or MeOD in which two functional groups of the analyte are interacting with the 

deuterating reagent for simultaneous transfer of two protons.221, 222 

 

1.3.3 HDX of Carbohydrates 

 The most abundant functional groups on carbohydrates and glycans are 

hydroxyls. The exchange rate of hydroxyls calculated for serine and threonine amino 

acids are several orders of magnitudes faster than traditional backbone amide hydrogens. 

Under traditional solution-phase HDX conditions, the deuterium labels are only retained 

at acetamido hydrogens on HexNAc residues of glycans.223 Therefore, HDX of 

carbohydrates has developed around rapid HDX methods where fast reaction time is 

achieved. Particularly, HDX of carbohydrate hydroxyls, or rapidly-exchanging functional 

groups, has been achieved during ionization and in the gas-phase. HDX of carbohydrates 

during MALDI was initiated by preparing the matrix with acidified D2O and deuterated 

acetonitrile. Methods to label carbohydrate hydroxyls during ESI have also been 

developed by placing D2O droplets inside the ESI source100, 201, 224, 225, introducing D2O 

with the curtain gas203 , or spraying D2O coaxially to the sample via multi-barrel ESI 

tips.207 It should be noted that the analytes in these in-ESI HDX experiments were 

detected as metal-adducted species or glycopeptides, and that it was found that very 

limited HDX reactions occur on carbohydrate-metal adducts as gas-phase ions100, 

indicating that HDX occurs during ESI when the analytes are solvated in droplets. 

Instead, gas-phase HDX was performed on protonated carbohydrate-protein complexes226 

and collision-activated oxonium ions of carbohydrates.212, 227 Both in-ESI and gas-phase 

HDX of carbohydrates revealed differences in deuteration patterns between isomers212, 225 

and various conformers of carbohydrates100, 224, displaying potentials for expanding HDX 



34 

 

of carbohydrates to structural analysis of glycans and other biomolecules containing 

rapidly-exchanging functional groups. 

 

1.4 Dissertation Outline 

 

 The biological significance and the complex nature of carbohydrates demand a 

thorough understanding of carbohydrate structures and novel methods to obtain such 

understanding. While HDX is a well-established method that has provided profound 

information on conformation and dynamics of proteins, it has yet to be optimized for 

structural analysis of carbohydrates. For the remainder of this dissertation, developments 

to HDX methods for structural elucidation of carbohydrates will be presented. We have 

investigated the effect of residual solvent vapors in ESI sources on HDX reactions of 

labile hydrogens on carbohydrates and peptides, specifically on hydroxyl and amide 

functional groups (Chapter Two). We have achieved HDX labeling times in the 

microsecond-range during ESI via theta-ESI emitters to obtain multiple sampling points 

(Chapter Three). We have investigated scrambling from collisional activation on metal-

adducted carbohydrates and localized deuterium labels via a combination of 

computations and published fragmentation mechanisms (Chapter Four). We also 

extended the fragmentation analysis to isomeric carbohydrates to explain observed 

differences in deuterium labels (Chapter Five). Finally, we explored the energetics of 

fragmentation pathways for various carbohydrate isomers and multiple metals to 

investigate the relationship between inter- and intramolecular interactions and resulting 

fragmentation by correlating experimental and computational data (Appendix E). 
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CHAPTER TWO 

 

Mass Spectral Detection of Forward- and Reverse-Hydrogen/Deuterium Exchange 

Resulting from Residual Solvent Vapors in Electrospray Sources 

 

Reprinted with permission from Kim, H. J., Liyanage, O. T., Mulenos, M. R., Gallagher, 

E. S. J. Am. Soc. Mass Spectrom., 2018, 29, 2030-2040. Copyright (2021) American 

Chemical Society. 

 

 

2.1 Abstract 

 

Characterizing glycans is analytically challenging since glycans are 

heterogeneous, branched polymers with different three-dimensional conformations. 

Hydrogen/deuterium exchange-mass spectrometry (HDX-MS) has been used to analyze 

native conformations and dynamics of biomolecules by measuring the mass increase of 

analytes as labile protons are replaced with deuterium following exposure to deuterated 

solvents. The rate of exchange is dependent on the chemical functional group, the 

presence of hydrogen bonds, pH, temperature, charge, and solvent accessibility. HDX-

MS of carbohydrates is challenging due to the rapid exchange rate of hydroxyls. Here, we 

describe an observed HDX reaction associated with residual solvent vapors saturating 

electrospray sources. When undeuterated melezitose was infused after infusing D2O, 

samples with up to 73 % deuterium exchange were detected. This residual solvent HDX 

was observed for both carbohydrates and peptides in multiple instruments, and dependent 

on sample infusion rate, infusion time, and deuterium content of the solvent. This residual 

solvent HDX was observed over several minutes of sample analysis and persisted long 

enough to alter the measured deuterium labeling and possibly change the interpretation of 
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the results. This work illustrates that residual solvent HDX competes with in-solution 

HDX for rapidly exchanging functional groups. Thus, we propose conditions to minimize 

this effect, specifically for top-down, in-electrospray ionization, and quench-flow HDX 

experiments. 

 

2.2 Introduction 

 

With estimates that over 50 % of the human proteome is glycosylated 228, there is 

increased interest in characterizing the biological structures of glycans. Glycosylation is a 

post-translational modification where branched carbohydrates are attached to proteins. 

Glycans are synthesized by a non-template-driven process in which the final structure is 

dependent on the enzymes that are present at the time of protein translation, producing 

heterogeneous structures with different monosaccharide composition, branching, and 

glycosidic bond stereochemistry. The complexity and diversity of glycans have multiple 

biological implications, including solubilizing and stabilizing folded proteins, and 

maintaining cellular communication and interactions, for instance to trigger immune 

responses 229. Furthermore, glycans have shown promise as biomarkers for diseases, 

including cancer 230, 231 and a number of autoimmune diseases 232, 233. For each of these 

systems, the three-dimensional structure of the glycan is crucial for glycoprotein 

function. 

Hydrogen/deuterium exchange-mass spectrometry (HDX-MS) is a powerful 

technique for elucidating molecular structures, dynamics, and interactions. In HDX-MS, 

the mass increase of an analyte is measured as labile protons are replaced with deuterium 

(D) upon exposure to deuterated solvents. The rate of exchange is dependent on the 

chemical functional group, the presence of hydrogen bonds, pH, temperature, charge, and 
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solvent accessibility 234, 235. In traditional, bottom-up HDX procedures, proteins are 

diluted into D2O-containing buffers for varying lengths of time. Following exchange, 

samples are quenched in acidic buffer (pH 2.5) to minimize back exchange, or loss of 

deuterium labels, at backbone amides. Pepsin, or other acidic proteases, are used to 

rapidly digest proteins and the resulting peptides are analyzed by liquid chromatography 

(LC) – MS. While quenching inhibits further deuterium labeling, back exchange occurs 

for rapidly exchanging side chains and some backbone amides 236 due to water in the 

quench buffer and solvents for proteolysis and LC 234. Solution-phase HDX-MS of 

carbohydrates is challenging due to the rapid exchange rate of hydroxyls. Previous work 

by Guttman, et al.223 and Huang, et al.178 showed that amide-containing acetamido groups 

present in N-linked glycans retain deuterium in quench conditions and during sample 

work-up in bottom-up HDX-MS experiments. However, more rapidly exchanging 

functional groups, including hydroxyls, do not retain deuterium in quench conditions.  

Other approaches to HDX can minimize back exchange, which may benefit HDX 

analysis of rapidly exchanging functional groups. Both bottom-up and top-down HDX-

MS methods characterize analytes in their native, solvated conformations by exposing 

analytes to D2O-containing buffers. However, top-down HDX eliminates in-solution 

sample work-up by ionizing immediately after quenching and using gas-phase 

fragmentation, rather than proteolytic digestion, to generate sub-local information 189. 

Back exchange is significantly reduced for backbone-amides through top-down HDX 

compared to bottom-up methods due to the shortened exposure time to protonated 

solvent, specifically quench buffer 189, 237. Yet, there are several disadvantages to top-

down proteomics, including extensive sample preparation to make biological samples 
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suitable for MS analysis, lower sensitivity in MS compared to peptide analyses due to 

competing ionization of sample matrix components 238, and decreased signal-to-noise 

ratios associated with increasing molecular weight, often resulting in lower sequence 

coverage compared to that obtained for digested peptides 239. Moreover, even the short 

exposure to acidic quench buffer in top-down HDX methods was found to alter protein 

conformations from the native structure that was present during protein labeling 240, 241, 

and thus, any forward or back exchange that occurred after quenching would sample the 

altered conformation. 

Alternative HDX methods can be utilized to label rapidly exchanging functional 

groups with further reductions in back exchange. For gas-phase HDX, deuterating agents, 

such as ND3 or D2O, are introduced as gaseous vapors and interact with gas-phase 

analyte ions 242. In-electrospray ionization (ESI) HDX methods involve exposing analytes 

to an atmosphere of gaseous D2O in the source during droplet evaporation and analyte 

ionization. Kostyukevich et al. described a method in which a droplet of D2O was placed 

inside the instrument source, which vaporized in the heated environment, causing the 

analyte to come in contact with D2O vapors during ionization 201. Other in-ESI HDX 

methods introduce D2O with the curtain gas 202, 203, nebulizer gas 202, through a dual 

sprayer 243, or through a GC-ESI interface 244, 245. Both gas-phase HDX and in-source 

HDX with matrix assisted laser desorption ionization (MALDI) or ESI have been used to 

label carbohydrate hydroxyls 212, 224, 246, 247. These methods do not require quenching, thus 

minimizing back exchange. However, native conformations of carbohydrates may not be 

conserved as gas-phase ions during gas-phase HDX and at the end of the electrospray 

process. Strong inter-ring hydrogen bonding has been observed for carbohydrates in the 
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gas-phase, whereas carbohydrates in solution exhibited more flexible conformations 110. 

Therefore, analyses to characterize biologically active carbohydrates should examine 

solvated structures to maintain native conformations. 

While new, in-ESI HDX methods can be utilized for analyzing carbohydrate 

hydroxyls by sampling short labeling times and preserving some solution-phase 

conformations. However, we present here a caveat to consider: the vapor composition 

and equilibrium in the ionization source is constantly modified by the residual and 

currently incoming solvent introduced by the sample inlet. Here, we show that the 

residual solvent vapors that accumulate inside the source affect deuterium labeling of 

rapidly exchanging functional groups, including hydroxyls. Although back exchange 

from the atmospheric environment has been reported before 248, 249, effects of residual 

solvents on deuterium labeling or back exchange of rapidly exchanging functional groups 

have not been studied. Our findings are distinguished from those methods that utilize 

solvent vapors for labeling, such as in-ESI HDX, because residual solvent vapors 

introduced from the current or previous runs, including blanks, are not controlled, can 

vary with time, and are often neglected between runs. 

Further development of HDX methods for analysis of solvated, biologically active 

conformations of carbohydrates requires an understanding of the forward- and back 

exchange that occurs between in-solution labeling and detection. Moreover, we show that 

residual solvent vapors affect deuterium exchange in multiple instruments for rapidly 

exchanging functional groups on other biomolecules, including peptides. This indicates 

that this effect extends beyond carbohydrates and may need to be taken into consideration 

as HDX continues to be developed and used for top-down and in-ESI methods. 
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2.3 Experimental 

 

 

2.3.1 Materials 

 

 Melezitose, tri-N-acetylglucosamine (NAG3), and sodium chloride (NaCl) were 

purchased from Sigma Aldrich (St. Louis, MO). Deuterated solvents with purity > 99 % 

(e.g. D2O and CH3OD, referred to as MeOD hereafter) were purchased from Cambridge 

Isotope Laboratories, Inc. (Tewksbury, MA). [Glu1]-Fibrinopeptide B 

(EGVNDNEEGFFSAR, glu-fib) was purchased from Waters Corporation (Milford, MA). 

All other materials were purchased from Fisher Scientific International, Inc. (Pittsburgh, 

PA). All chemicals were used without further purification. Nanopure water was acquired 

from a Purelab Flex 3 purification system (Elga, Veolia Environment S. A., Paris, 

France). 

 

2.3.2 Sample Preparation 

 

Carbohydrates were prepared with NaCl at a 1:10 molar ratio in H2O or D2O to 

aid ionization by sodium adduction. This molar ratio, which gave the best signal for our 

experiments, was maintained for all experiments. Glu-fib was prepared in a 50:50 

volumetric mixture of H2O and acetonitrile with 0.2 % formic acid. 

 

2.3.3 HDX During Direct Infusion of Carbohydrates 

 

Melezitose and NaCl were diluted into 99.9 % D2O (v/v) and immediately 

infused at 5 μL/min, 10 μL/min, or 20 μL/min into a Waters Synapt G2-S High 

Definition MS (HDMS) with LockSpray Exact Mass Ionization Source (Waters 

Corporation, Millford, MA). Deuterium exchange was measured as melezitose was 

exposed to D2O solvent for increasing lengths of time. Capillary voltage, source 
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temperature, desolvation temperature, and desolvation gas flow rate were 2.5 kV, 100 oC, 

350 oC, and 500 L/h, respectively. The syringe, capillary, and ESI needle were washed 

with nanopure water for at least 5 minutes between runs to prevent salt precipitation.  

 

2.3.4 HDX Following Pre-Equilibration of the Source 

 

Melezitose and NaCl were diluted in H2O or D2O and directly infused. In 

separate experiments, glu-fib was directly infused. Experiments were performed on the 

Waters Synapt G2-S HDMS with the conditions described above or an LTQ Orbitrap 

Discovery MS equipped with an Ion Max Source (Thermo-Fisher, Waltham, MA). For 

the Orbitrap instrument, the source voltage and capillary temperature were 4.5 kV and 

250 oC to yield optimum ionization. 

Each experiment was composed of three parts: pre-equilibration of the source, 

sample infusion, and source evacuation. The source was pre-equilibrated with solvent 

vapor by infusing solvent (D2O, MeOD, H2O, MeOH, or acetonitrile) for five minutes at 

20 μL/min. Then, the sample was infused at 10 μL/min for two minutes (Synapt G2-S) or 

five minutes (Orbitrap Discovery). Unless stated otherwise, the sample was prepared in a 

solvent different from that used for pre-equilibration to test whether the observed HDX 

came from residual vapors. For instance, when the source was pre-equilibrated with a 

deuterating agent, undeuterated sample was infused; when the source was pre-

equilibrated with protonated solvent, deuterated sample was characterized. Deuterated 

samples were prepared by incubating carbohydrates with NaCl in 99.9 % D2O for more 

than 48 hr at room temperature. This deuteration time effectively labeled all labile 

hydrogens, e.g. hydroxyls and amides, resulting in 11 D for the carbohydrates, and this 

state (11D) will be referred to as ‘fully deuterated’ in the rest of the text. Separate 
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syringes and capillaries were used for samples in H2O and samples in D2O to minimize 

carryover of solvents and potential exchange reactions before ionization, introducing 

approximately 30 s between pre-equilibration and sample infusion. Each run was 

followed by 20 minutes of source evacuation with no solvent or sample infusion to re-

equilibrate the source to atmospheric conditions and remove solvent vapors. All gas 

parameters were maintained at constant flow rates during pre-equilibration, sample 

infusion, and source evacuation, unless specified otherwise. 

For each trial, deuterium exchange was plotted as a function of time. The time 

points on all plots represent the elapsed time starting from initial signal detection, with t 

= 0 s as the first signal intensity above 500 ion counts with S/N > 3 for sodiated-

carbohydrates. 

 

2.3.5 HDX with Defined Solution Labeling Times 

 

A mixing apparatus, modified from that described by Keppel, et al. 195 was used 

to ensure that in-solution labeling times were strictly defined. Two syringes, attached to 

fused silica capillaries (150 μm i.d., Polymicro Technologies, Phoenix, AZ), were joined 

to a mixing tee with a single outlet that connected to the ESI source. A 500 µL syringe 

was filled with carbohydrates and NaCl in H2O with 0.1 % formic acid and a 2.5 mL 

syringe was filled with D2O with 0.1 % formic acid. Both syringes were pumped using a 

single syringe pump (Fusion 400, Chemyx, Inc. Stafford, TX), resulting in solution 

mixing for a specified length of time downstream of the mixing tee. The concentrations 

of carbohydrates and NaCl after dilution into D2O were 5 μM and 50 μM, respectively. 

Labeling time (tlabel) was defined by Equation 2.1. 
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 𝑡𝑙𝑎𝑏𝑒𝑙 =
𝑉𝑑

𝐹1 + 𝐹2
∙ 𝑙 Equation 2.1 

 

F1 and F2 are the flow rates of each syringe, Vd is the volume of the delay line between 

the mixing tee and ESI source, and l is the length of the delay line. The flow rate through 

the labeling capillary was 18 μL/min. The delay line included a capillary (150 μm i.d. and 

7 cm length) and the ESI needle (127 μm i.d. and 23.57 cm length), resulting in a mixing 

time of 14.1 s.  

 Carbohydrates and NaCl mixtures were infused from the mixing apparatus for 5 

minutes and the ESI needle was washed with H2O containing 0.1 % formic acid for 5 

minutes. The source was not pre-equilibrated with solvent between runs, but was 

evacuated for 45 minutes after each run, as described above for pre-equilibration 

experiments. To prevent salt precipitation, the mixing tee was sonicated for 30 minutes in 

nanopure water during source evacuation. 

 

2.3.6 Calculations 

 

The theoretical, average masses of undeuterated (D0) and fully deuterated (D11) 

sodiated-carbohydrates (Figure A.1) were calculated using isotopic distributions 

generated by Exact Mass Calculator (IonSpec Corporation, now Varian, Inc., Palo Alto, 

CA) at a resolution of 20,000 (Equation 2.2), where m/z is the mass-to-charge ratio and I 

is the intensity of each peak. Exact masses are presented in Table 2.1. 
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Table 2.1 Exact mass-to-charge ratios (m/z) of undeuterated (0D) and fully deuterated 

(11D) [Melezitose-Na]+ or [NAG3+Na]+ with isotopic distributions. 

 

 

 

 (𝑚 𝑧⁄ ) =
∑(𝑚 𝑧⁄ ) ∙ 𝐼

∑ 𝐼
 Equation 2.2 

 

The average mass of experimentally observed sodiated-carbohydrates were 

calculated using each peak in collected mass spectra. Deuterium exchange (#D) and 

percent deuteration (%D) were calculated using Equations 2.3 and 2.4, respectively.  

 

 #𝐷 = (𝑚 𝑧⁄ )𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − (𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷0 Equation 2.3 

 

 %𝐷 =
(𝑚 𝑧⁄ )𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − (𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷0
(𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷11 − (𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷0

× 100 Equation 2.4 

 

LockMass was not used, as the lockspray standard was deuterated in the source 

during analysis (Figure 2.6). 

 Each experiment was repeated with a minimum of three replicates. Data figures 

plot average values with error bars representing standard deviations unless specified 

otherwise. Where necessary, statistical analyses utilized Student’s t-test at the 95 % 

confidence interval. 
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2.4 Results and Discussion 

 

 

2.4.1 Faster Sample Infusion Rates Increase the Deuterium Labeling Rate of Hydroxyls 

 

Melezitose and NaCl were diluted into D2O, loaded into a syringe, and 

immediately infused into the ESI source at 5 μL/min to monitor in-solution exchange of 

hydroxyls. For this experiment, the labeling time increased as melezitose was incubated 

in the syringe with D2O, thus longer labeling times were achieved at later infusion times. 

Whereas the exchange rate of hydroxyls was expected to be on the microsecond time 

scale 250, 251, deuterium labeling was observed over five minutes (Fig. 2.1). Back 

exchange from moisture in the atmosphere likely contributed to low deuterium labeling at 

the earliest time points, but the five-minute time frame that was required to observe 

exchange suggested that back exchange inside the source was greater than expected. 

To improve the consistency of the spray and signal intensity at earlier time points 

(< 75 s), the flow rate was increased to 10 μL/min or 20 μL/min. Higher levels of 

deuterium labeling were measured with faster infusion rates at earlier time points (Fig. 

2.2). For instance, when infused at 10 μL/min, melezitose was only 24 ± 7 % deuterated 

(2.7 ± 0.8 D) after one minute of labeling, but when infused at 20 μL/min, melezitose 

reached 76 ± 10 % deuteration (8 ± 1 D) even though the solution labeling time remained 

one minute (Fig. 2.2a). After two minutes of in-solution labeling, melezitose infused at 

10 μL/min or 20 μL/min was 84 ± 2 % (9.3 ± 0.2 D) or 88 ± 2 % (9.8 ± 0.3 D) deuterated, 

respectively, whereas melezitose infused at 5 μL/min was 55 ± 12 % (6 ± 1 D) deuterated 

(Fig. 2.2b). This observation is different from previously reported in-ESI HDX 

experiments in which the amount of deuterium labeling was described as independent of 

sample infusion rate 201. 
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Figure 2.1. Representative deuterium-exchange spectra for sodiated-melezitose detected 

by ESI-MS. Melezitose and NaCl were diluted into D2O (final solution 99% D2O (v/v)) 

and spectra were collected at increasing solution incubation times. 

 

 
Figure 2.2. Representative HDX spectra for sodiated-melezitose infused at different rates. 

With a constant in-solution labeling time, (a) 1 min or (b) 2 min, deuterium labeling 

increased with faster sample infusion rates, indicating that an additional HDX labeling 

reaction was occurring besides the in-solution reaction. 
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Even though melezitose spent the same length of time interacting with the 

deuterating agent in solution, different deuterium exchange was measured when 

melezitose was infused at different flow rates, suggesting that an additional source of 

HDX was occurring as the carbohydrates were infused. Furthermore, when the source 

was pre-equilibrated with mixtures of D2O and H2O that matched the solvent composition 

of the sample, no difference in deuterium exchange was observed at varying flow rates or 

for different infusion times (Fig. A.2). We hypothesized that D2O vapors introduced 

along with the analyte were accumulating in the ESI source at a time scale long enough to 

promote in-ESI HDX of hydroxyls. For instance, when D2O was infused at a faster flow 

rate, more D2O vapors accumulated in the source, resulting in more HDX in the same 

length of time. Alternatively, before D2O vapors accumulated to an appreciable extent, 

atmospheric water vapor likely caused back exchange of the sample. Several assumptions 

were made in generating this hypothesis. First, we assumed that there was no additional 

exchange in the instrument under vacuum. Second, we assumed that the electrospray 

droplets desolvate in the source on the order of microseconds 252, 253, which correlates to 

the expected rate of hydroxyl exchange. 

 

2.4.2 Residual Solvent Vapors in the ESI Source Result in HDX of Hydroxyls 

 

To determine if residual vapors in the source were causing in-ESI HDX, the 

source was pre-equilibrated with D2O, then protonated melezitose and NaCl in H2O were 

directly infused. Although the carbohydrates were undeuterated, melezitose was detected 

at the earliest time point with an average of 8.0 ± 0.2 D, corresponding to 73 ± 2 % 

deuteration (Fig. 2.3a). The percent deuterium exchange decreased over time (Fig. 2.3a 

and 2.3c). Because fully protonated melezitose was infused into the instrument, the 



48 

 

deuterium exchange was attributed to HDX from residual solvent in the source. From the 

observation that deuterium labels were lost over time, it could be inferred that either the 

residual D2O was evacuated at later time points or H-for-H exchange became greater than 

HDX at later time points due to increasing H2O vapor as protonated solvent was infused. 

 

 
 

Figure 2.3. Residual solvent vapors caused in-ESI HDX of sodiated-melezitose. 

Deuterium exchange by melezitose is plotted for each replicate after pre-equilibration of 

the source with (a) D2O or (b) MeOD. Different colors represent replicate experiments. 

Insets show expanded views of the time or deuterium exchange axes. (c) and (d) illustrate 

representative mass spectra of sodiated-melezitose at three time points after pre-

equilibration with D2O or MeOD, respectively. Unlabeled peaks in the mass spectra are 

chemical noise and not used for deuterium exchange calculations. 
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Pre-equilibration with MeOD followed by infusion of undeuterated melezitose 

and NaCl also showed an initial deuterium exchange (Fig. 2.3b). However, the initial 

deuterium exchange was considerably lower than that measured when pre-equilibrating 

with D2O for the same length of time, with 0.4 ± 0.1 D (3 ± 1 %). Though the average 

deuterium exchange was low, it was significantly higher than the average deuterium 

exchange measured after infusing the sample for 60 s (0.03 ± 0.01 D or 0.3 ± 0.1 %), 

indicating that residual MeOD vapors also caused HDX. When the source was pre-

equilibrated with acetonitrile, which contains no labile hydrogens, and fully deuterated 

melezitose with NaCl was infused, residual acetonitrile resulted in no detected back 

exchange (Fig. A.3). When the source was pre-equilibrated with H2O or MeOH, fully 

deuterated melezitose showed back exchange at initial time points, with H2O resulting in 

greater initial loss of deuterium than MeOH (Fig. A.3), consistent with the data presented 

in Fig. 3. Finally, when the source was pre-equilibrated with D2O first, followed by an 

equal volume of acetonitrile, deuterium labeling from residual D2O reduced to 

approximately 22 %, but was not completely removed (unpublished data). Based on the 

density of D2O and MeOD, there are twice as many D2O molecules as MeOD molecules 

in an equivalent volume of solvent. Also, D2O has two deuteriums available for exchange 

whereas MeOD has only one. Therefore, pre-equilibration with D2O results in four times 

as many deuterium present for labeling compared to MeOD pre-equilibration. However, 

initial deuterium exchange observed from residual D2O is still disproportionately larger 

than labeling from residual MeOD. 

Several additional explanations are plausible for the difference in exchange 

between D2O and MeOD. (1) Although higher levels of deuteration may have been 
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achieved by melezitose from MeOD vapors, melezitose with higher deuterium labeling 

may not have been detected at these initial time points due to weak instrument signal. 

Thus, the first detected carbohydrates may have been exposed to a mixture of MeOD and 

H2O vapors, resulting in less overall deuterium exchange. This point is supported by the 

observation that differences in spray stability within each run yielded different levels of 

initial deuterium labeling for each replicate. Additionally, data collected on a different 

instrument showed that higher levels of deuterium exchange could be observed from 

residual MeOD vapors (Fig. 2.4). Or (2) MeOD was evacuated from the source faster 

than D2O, resulting in a lower accumulation of MeOD vapors and less exchange. The 

difference in evacuation rates could be due to differences in the solvent volatilities and/or 

condensation coefficients on the surfaces of the ESI source 254. The source temperature 

was varied to examine the effect of volatility and condensation coefficient on residual 

solvent vapor HDX, but no observable correlation or statistical differences were found 

(Table A.1, Table A.2, and Fig. A.4). Though increasing the temperature was expected to 

decrease HDX by increasing evacuation of the volatile solvents from the source, it would 

also increase the rate of the exchange reaction according to the Arrhenius equation. By 

approximating the activation energy as between 2 and 10 kcal/mol for proton exchange 

between ethanol and water 255, an increase in temperature from 120 ⁰C to 350 ⁰C would 

result in a rate increase between 3 and 113 times faster. If the activation energy was 

approximated to be similar to that reported for exchange of backbone amide hydrogens 

256, 257, the rate difference would increase by three to four orders of magnitude for these 

two temperatures. While an increase in the reaction rate would increase deuterium 

labeling, the back exchange rate would also increase at the higher temperature; thus, 
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multiple forward and back exchanges could occur in the source prior to detection. In 

summary, all factors described above could contribute to the reduced deuterium exchange 

that was observed following MeOD pre-equilibration. 

 

 

Figure 2.4. Residual solvent vapors were observed to cause HDX of sodiated-melezitose 

in an Ion Max Source of an LTQ Orbitrap Discovery MS. Deuterium exchange by 

sodiated-melezitose is plotted after pre-equilibration of the source with D2O or MeOD. 

 

 

Guttman et al. identified a source of HDX specific to instruments with StepWave 

ion guides 258, including the Waters Synapt G2-S that was used to collect this data. 

StepWave ion guides consist of two stages where a DC offset potential is used to push 

ions from the lower stage to the higher stage leading into the mass spectrometer, while 

neutral, bulk species are retained in the lower stage 259. It was hypothesized by Guttman 

et al. that residual bulk solvent may linger in the lower stage of the StepWave and 

exchange with analytes 258. To verify that the labeling in our specific experiments 

occurred in the source and not the ion optics, we replicated our experiments in a Thermo 

LTQ Orbitrap Discovery with an Ion Max Source, which is equipped with a linear 

stacked ring ion-guide. When undeuterated melezitose in H2O was infused into the Ion 
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Max source following pre-equilibration with D2O or MeOD, deuterated melezitose was 

detected (Fig. 2.4). For instance, when the source was pre-equilibrated with D2O, 

melezitose with an average of 6 ± 1 D (52 ± 11 %) was initially detected and the 

deuteration level decreased to 0.4 ± 0.1 D (4 ± 1 %) at three minutes into the sample 

infusion. When the source was pre-equilibrated with MeOD, melezitose with 5.2 ± 0.5 D 

(47 ± 4 %) was initially detected and was back exchanged to 0.12 ± 0.00 D (1.08 ± 0.01% 

D) after two minutes of sample infusion. Because deuterated melezitose was observed 

following pre-equilibration of the source with deuterating agent, in an instrument with a 

different ion guide compared to that with a StepWave, it was concluded that the labeling 

was occurring in the source rather than the ion guide. Moreover, from earlier findings that 

sodium-adducted carbohydrates and other molecules display limited HDX in the gas-

phase 212, 260-263, vaporized sodiated-melezitose adducts in ion guides are less likely to be 

labeled, unlike peptides and proteins. Thus, the data supports our hypothesis that 

exchange occurred in the source while the carbohydrates were partially solvated rather 

than as gas-phase ions in the ion guide optics. 

An interesting observation is that while the level of deuteration decreased to < 

0.5 D within 10 s in the Synapt G2-S, in the Orbitrap Discovery, melezitose maintained 

higher levels of deuteration for over 2 minutes, suggesting that the rate of source 

evacuation was higher for the Synapt G2-S, possibly due to the faster build-up of 

pressure in the LockSpray Exact Mass Ionization Source. We hypothesized that changing 

the gas flow rates in the gas-tight ionization chamber of the LockSpray Exact Mass 

Ionization Source, would alter the rate of evacuation of solvent vapors and the deuterium 

exchange of the sample; however, no apparent correlations were found with different gas 
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flow rates (cone gas, desolvation gas, and nebulizer gas) and the residual solvent HDX 

(Table A.3 and Fig. A.5). However, large variations between replicates suggested that 

ionization efficiency and spray stability could have affected the measurement of 

deuterium exchange as the gas flow rates were modified. 

 

2.4.3 Solvent Vapors Differentially Affect Functional Groups with Different Exchange 

Rates 

 

The deuterium exchange of melezitose and NAG3 was compared to examine the 

effect of residual solvent vapor HDX on exchange of different functional groups (Fig. 

A.1). The proton exchange rates of carbohydrate hydroxyls and acetamido hydrogens 

were assumed to be similar to those measured for serine hydroxyls and protein backbone 

amides, respectively. Thus, the difference in exchange rates was maximized at pH 2.5, 

where the exchange rate of hydroxyls was approximated to be eight orders of magnitude 

greater than that of backbone amides 213. A mixing apparatus was used to define the in-

solution labeling time to ensure that both melezitose and NAG3 were exposed to D2O(l) 

solvent for the same length of time. 

Even with the defined labeling time in solution, changes in deuterium labeling 

were observed for melezitose during the course of the experiment, confirming that HDX 

was occurring in the source. The average deuterium exchange for melezitose at the 

earliest time point was 10.78 ± 0.05 D (97.4 ± 0.5 %) which decreased to 10.2 ± 0.4 D 

(92 ± 3 %) after one minute. The average deuterium exchange for NAG3 was 8.8 ± 0.1 D 

(78 ± 1 %) initially, and 8.59 ± 0.05 D (77.0 ± 0.5 %) near the end of the five-minute 

infusion. The decrease in deuterium exchange for melezitose was significant, implying 

that back exchange was occurring, likely from atmospheric water vapor in the source. 
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Yet, the deuterium exchange for NAG3 was consistent throughout the five-minute 

duration. This consistent level of deuterium labeling for NAG3 illustrates, for the first 

time, that solvent vapors saturate the source during ESI. Despite the decrease in 

deuterium exchange, melezitose achieved a higher level of deuteration compared to 

NAG3 (Fig. 2.5 and Fig. A.6). This was expected due to the greater number of hydroxyls 

in melezitose. 

 

 
Figure 2.5. Deuterium exchange for sodiated-melezitose and sodiated-NAG3 after a 

defined in-solution HDX time. 

 

 

The numerical values for deuterium exchange are quite interesting, considering 

that the D2O:H2O ratio was 5:1, or 83.33 % D2O by volume. When the source was pre-

equilibrated with solvent mixtures matching the sample composition, the percent 

deuterium exchange was consistent with the percent deuterium of the solvent (Fig. A.2). 

On the other hand, the deuteration level for neither melezitose nor NAG3 matched the 

percentage of D2O in solution (Fig. 2.5), which would correspond to 9.17 D. The solvent 

pre-equilibration experiments (Fig. A.2) were performed without adjusting the solution 

pH; therefore, the exchange reaction was at neutral conditions. Because the exchange rate 
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of hydroxyls is minimized around pH 6, at higher pH, e.g. neutral conditions, the 

exchange reaction is primarily catalyzed by OH- or OD- 234. Whereas the experiments 

comparing deuterium exchange for melezitose and NAG3 were performed at pH 2.5 and 

acid catalyzed. In changing the pH from neutral to 2.5, the exchange rate of hydroxyls 

would increase by approximately two orders of magnitude, while the exchange rate of 

amides would decrease by approximately five orders of magnitude 213. For hydroxyls at 

pH 2.5, it would be expected that the forward labeling and back exchange rates would 

increase to an equal extent. Thus, though the exchange rate was faster at pH 2.5, it would 

equally affect the forward and back exchange reactions in solution and the source. 

Compared to the solvent pre-equilibration experiments (Fig. A.2), the only difference in 

exchange conditions was the reaction pH, which appeared to result in an equilibrium 

favoring the deuterium-labeled species for melezitose at pH 2.5.  

NAG3 is a reducing sugar with eight hydroxyls when the reducing end forms a 

six-membered ring, as drawn in Fig. A.1, whereas melezitose is a non-reducing sugar. 

Because all 11 hydroxyls of melezitose were found to be deuterated to some extent in the 

current setup with the mixing apparatus, the differences in exchange rate between 

primary and secondary hydroxyls is assumed to be negligible. Therefore, based on the 

deuterium labeling equilibrium of melezitose, seven hydroxyls of NAG3 that are not 

involved in mutarotation would be expected to be labeled. The mutarotation rate between 

α and β anomers of N-acetyl glucosamine was reported as 0.7 ± 0.09 × 10-3 s-1 at pH 8.99 

with a trend of decreasing rate with lower pH 264. Thus, with a solution labeling time of 

14.1 s, interconversion between the chain and ring forms is expected, but more likely to 

be catalyzed by D+ compared to H+ due to the volumetric percentages of D2O and H2O in 
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the solvent. Thus, interconversion would preferentially add deuterium either to the C5 

oxygen as the ring opened into the chain form or at the α or β hydroxyl at C1 as the ring 

forms from the aldehyde, increasing the total deuterium content of the molecule at an 

eighth hydroxyl (Fig. A.6). The observed deuterium exchange was greater than the 

number of hydroxyls on NAG3. At pH 2.5, the intrinsic chemical HDX rate for backbone 

amides is slowed compared to neutral pH 234, but is still dependent on factors such as 

solvent accessibility and hydrogen bonding. Assuming the exchange rate of acetamido 

hydrogens is similar to that of backbone amides, it is possible that some of the amide 

hydrogens exchanged, given the minimal structuring and hydrogen bonding associated 

with the carbohydrate 173.  

 

2.4.4 Solvent Vapors Affect Exchange of Glu-fib Peptides 

 

The effect of solvent vapor HDX on peptides was examined using glu-fib, a 

common peptide standard in instruments with time-of-flight mass analyzers. The 

LockSpray Exact Mass Ionization Source is a dual-electrospray source and glu-fib was 

introduced through the lockspray inlet. When undeuterated glu-fib peptides were infused 

through the lockspray needle after pre-equilibration of the source with D2O, glu-fib was 

found to be deuterated (4 ± 1 D) and the deuteration level decreased over time (0.6 ± 0.2 

D) (Fig. 2.6a). The deuteration of glu-fib from residual solvent vapors illustrates several 

important points. First, because glu-fib and D2O were infused through two separate spray 

needles, the lockspray and sample spray, respectively, there was no dead volume, 

indicating that deuteration was a result of solvent vapor rather than residual solvent in a 

shared electrospray needle. Second, solvent vapor was found to exchange with peptide 

protons, suggesting that the residual solvent vapor HDX could affect peptide and protein 
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analyses. Third, because glu-fib was deuterated by the residual solvent vapors, lockmass 

could not be used. For our experiments, the original undeuterated peptide mass could not 

be detected. Even if the undeuterated (0D) peak was detected, the presence of deuterated 

peaks would likely shift the m/z distribution and could cause incorrect lockmass 

assignment. A standard with no labile hydrogens would be required to use the lockmass 

function in the presence of deuterating vapors in the source. 

 

 
Figure 2.6. Residual solvent vapor HDX causes labeling of rapidly exchanging functional 

groups of glu-fib, a peptide. Deuterium exchange is plotted over time for glu-fib after 

pre-equilibration of the source with D2O in (a) Waters Synapt G2-S HDMS with 

LockSpray Exact Mass Ionization Source or (b) Thermo LTQ Orbitrap Discovery MS 

with an Ion Max source. Different colors represent replicate experiments. 
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Glu-fib was also characterized on the Thermo LTQ Orbitrap Discovery MS 

following source pre-equilibration with D2O. A trend similar to the data from the Synapt 

G2-S was observed (Fig. 2.6b). Glu-fib was initially detected with an average of 5.2 ± 0.5 

D, and the deuteration level decreased to 0.84 ± 0.03 D by the end of the five-minute 

infusion time. The rate of decrease in deuteration was slower in the LTQ Orbitrap 

Discovery compared to that observed in the Synapt G2-S. After 30 s of data collection, 

the deuterium exchange in the Orbitrap Discovery decreased by 1.6 ± 0.3 D or 32 ± 1.5 

%, compared to a decrease of 3 ± 1 D or 83 ± 4 % for the Synapt G2-S. Because the 

observed glu-fib peptides are not sodiated, unlike the carbohydrates, the earlier 

observation from Guttman et al. describing the labeling effects from StepWaves 258 may 

have had an additive effect after residual solvent vapor HDX for experiments performed 

on the Synapt G2-S. The difference in deuterium exchange by glu-fib from two different 

instruments may be accounted for by the difference in the ion guide setup. However, 

since the effects of different ion guide optics parameters have been thoroughly studied by 

Guttman et al.; no further optimizations to minimize deuterium exchange of glu-fib in the 

ion guides were performed. 

 

2.5 Conclusions 

 

Residual solvent vapors accumulate in electrospray sources and exchange with 

rapidly exchanging functional groups of carbohydrates and peptides. This effect is 

distinguished from previously reported back exchange from atmospheric moisture or in-

ESI HDX techniques, in that the HDX reported here results from saturation of the source 

with solvent vapors during an ongoing experiment. Residual solvent vapor HDX was 

observed on two different instruments. The magnitude of this effect was dependent on the 
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sample infusion rate and time as well as the deuterium content (v/v) of the solvent. 

Furthermore, as the vapor composition in the source changed with time, the observed 

deuterium exchange was altered. Since residual solvent vapor HDX occurs after in-

solution labeling, non-native conformations could be sampled. Thus, the structure of the 

analyte should be considered during ionization and desolvation. Additionally, the residual 

solvent vapor HDX is significant because it shows that many biomolecules, including 

carbohydrates and amino acid side chains of peptides and proteins, are affected by this 

phenomenon. Thus, any biomolecules with rapidly exchanging functional groups could 

be deuterium labeled or back exchanged in electrospray sources, but many current 

methods for data analysis assume peptide labeling occurs at backbone amides. Thus, 

these results suggest that simple assumptions about deuterium-labeled sites in proteins 

should be carefully considered.  

Through our experiments, we observed a number of ways to reduce the effects of 

residual solvent vapor HDX. Traditional bottom-up HDX methods that introduce 

peptides in protonated solvents into the source are unlikely to be affected by residual 

solvent vapor HDX. However, protocols that involve high percentages of labeling solvent 

and rapid quench times, combined with µL/min flow rates will be more susceptible to 

residual solvent vapor HDX. As additional top-down, in-ESI, or quench-flow HDX 

methods are developed, this residual solvent vapor exchange will need to be controlled 

and/or measured when the deuterating reagent is introduced into the source as a 

volumetric fraction of the solvent. For many in-ESI HDX experiments, the residual 

solvent vapors will need to be removed between runs. This can be achieved in the 

following ways.  For all the data presented here, “evacuation,” or 20-min purging with 
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source gas and no solvent introduction was included to ensure removal of residual solvent 

vapors. Opening the source for the Orbitrap Discovery also effectively reset the source to 

atmospheric conditions. Furthermore, purging the source after equilibrating to 

atmosphere with aprotic solvent (e.g. acetonitrile) minimized back exchange associated 

with environmental water vapor. However, purging with aprotic solvent alone (without 

evacuating) was not sufficient to remove all residual solvent vapors in the source. 

Similarly, purging the source with dry air would also reduce back exchange from 

atmospheric moisture 248. For many top-down and quench-flow HDX experiments, it may 

be more important to maintain the same deuterium content in the source as in solution. 

This could be done by first pre-equilibrating the source with a solvent consisting of the 

same percentage of deuterating and aqueous (quench) reagents as the samples that will be 

analyzed. Because many variables including instrument parameters, analyte, solvent, and 

source shape could affect the extent and pattern of residual solvent vapor HDX, we 

recommend that the undesired effects be tested prior to running a full HDX experiment to 

ensure minimal residual solvent vapor HDX.  
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CHAPTER THREE 

 

Achieving Multiple Hydrogen/Deuterium Exchange Timepoints of Carbohydrate 

Hydroxyls Using Theta-Electrospray Emitters 

 

Republished from Ref. 302 (Kim, H. J., Gallagher, E. S. Achieving multiple 

hydrogen/deuterium exchange timepoints of carbohydrate hydroxyls using theta-

electrospray emitters. Analyst, 2020, 145, 3056-3063) with permission from The Royal 

Society of Chemistry. 

 

 

3.1 Abstract 

 

 Hydrogen/deuterium exchange coupled to mass spectrometry (HDX-MS) is a 

well-established technique for structural analysis of proteins. In HDX experiments it is 

common to label for multiple, different lengths of time to characterize protein structures 

and dynamics. However, applications of HDX to carbohydrates have been limited due to 

the rapid exchange rates of hydroxyls, which have also prevented the development and 

application of methods that sample HDX at multiple timepoints. Theta capillaries pulled 

to electrospray tips have been used to achieve microsecond reaction times. Here, we 

report the utilization of theta-ESI emitters to achieve multiple timepoints for deuteration 

of carbohydrates. We increased the labeling time for HDX by increasing the initial ESI 

droplet sizes using theta-ESI emitters with increasing tip opening sizes. The reaction 

times achieved by varying the tip sizes ranged from sub-microsecond to ~20 µs, with the 

average number of deuterium exchanges varying from 0.5 ± 0.2 D to 5 ± 3 D for sodium-

adducted melezitose, which contains 11 labile hydrogens. Our findings are significant 

because this is the first report of carbohydrates analyzed by solution-phase HDX to 

achieve multiple H/D exchange timepoints. 
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3.2 Introduction 

 

Glycosylation is a post-translational modification that affects protein folding and 

function.265 Glycans play significant roles in cellular communication and interactions, 

including in immune responses.266 Therefore, investigating the conformations of 

carbohydrates is crucial for analyzing glycoprotein activities as well as biological 

processes where glycans are directly involved. However, analysis of glycosylation is 

challenging due to isomeric monosaccharide subunits, branching, linkage, and 

anomericity, all of which lead to a highly heterogeneous glycome, or the total population 

of carbohydrates in cells. 

Hydrogen/deuterium exchange (HDX) – mass spectrometry (MS) is a powerful 

technique that can be used to study structure, dynamics, and conformations of molecules. 

While mostly focused on protein analysis, HDX has also been used to characterize other 

biomolecules, such as oligonucleotides,267 aromatic compounds,268 and 

oligosaccharides.16, 100, 212, 223, 224, 246, 247, 269 For oligosaccharides, HDX has been utilized 

to label analytes in the solution-phase,223 in the gas-phase,212 and during ionization by 

electrospray (ESI)100, 224, 247, 269 or matrix-assisted laser desorption ionization (MALDI).246 

The main challenge of performing HDX for carbohydrate analysis is the rapid exchange 

rate of hydroxyls. Using the traditional, bottom-up HDX method with a quench step, 

carbohydrates lose labels at hydroxyl groups from extensive back-exchange.178, 223 

Additionally, HDX analyses of proteins involve comparing the rate of deuterium 

exchange for two or more different states following HDX for different lengths of time. 

These experiments enable HDX to sample dynamics and structural differences that may 

not be observed by measuring HDX for a single labeling time.270 However, the rapid 
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exchange rate of hydroxyls makes it difficult to achieve labeling for multiple time points. 

Previous studies, applying HDX to carbohydrates, have shown spectra following 

deuteration at specific conditions and a single labeling time. Yet, without these 

intermediate stages of deuteration, variations in carbohydrate structure and dynamics may 

not be observed during HDX.  

To enable the future analysis of carbohydrate structures and dynamics, we aimed 

to develop a method to expand the exchange time window by rapidly labeling 

carbohydrates for different lengths of time. The ideal characteristics for such a method 

would be (1) simplicity in varying the labeling time and (2) a time scale that results in 

meaningful differences in the number of deuterium exchange events. If a setup can be 

adjusted only on a timescale that is too large to generate enough data points, compared to 

the exchange rate of the targeted functional groups, useful information could be lost 

between the two labeling states. Mixing apparatus have been developed to achieve short 

reaction times195, 200, 271, 272 but the microliter-per-minute flow rates typically used by such 

mixing apparatus lead to the accumulation of solvent vapors in the ionization source that 

can exchange with the rapidly exchanging functional groups.16 Further, this modifies the 

reaction time since HDX occurs both in solution and during ESI, rather than the time 

predicted by mixing in the apparatus. Alternatively, gas-phase HDX is a viable method 

for labeling many small molecules; yet, carbohydrate-metal complexes do not undergo 

HDX in the gas-phase.100 Thus, an alternative to these methods is to perform solution-

phase labeling in droplets during ESI. 

Theta ESI emitters segregate two reactants until they are sprayed by ESI.207 The 

reaction times achieved by theta tips are on the micro- to millisecond timescale.252, 273 
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Theta tips have been used to examine complex formation,207, 252 protein folding and 

unfolding,274, 275 redox reactions,252 supercharging reactions,275 and identification of sites 

where ionization occurs in the course of ESI.276 Theta tips have also been used for HDX 

of peptides207, 208 and have been shown to label rapidly exchanging functional groups. 

Jansson et al.208 found that moving a theta tip away from the MS cone changed the time 

for the analyte to interact with D2O before entering the mass spectrometer, which resulted 

in observable changes in analyte deuteration. Because theta ESI emitters provide rapid 

reaction times in the sub-second scale, theta tips enable sampling of HDX of rapidly 

exchanging functional groups at multiple time points. Here, we examine the use of theta 

tips for modifying the HDX labeling time of carbohydrates. We present results that vary 

the distance between the spray tip and the cone, the capillary voltage, and the tip size as 

parameters to modify the exchange time on a scale suitable for HDX of carbohydrate 

hydroxyls. 

 

3.3 Methods 

 

3.3.1 Materials 

 

Melezitose, Leu- and Met-enkephalin, apomyoglobin, and cytochrome c were 

purchased from Sigma Aldrich (St. Louis, MO). Sodium acetate, ammonium acetate, and 

formic acid were purchased from VWR (Randor, PA). Deuterium oxide and trimethyl 

deuterated (D9) choline were purchased from Cambridge Isotopes (Tewksbury, MA). 

Choline and GELoader pipet tips were purchased from Fisher Scientific International, 

Inc. (Pittsburgh, PA). All chemicals were used without further purification. Nanopure 

water was acquired from a Purelab Flex 3 purification system (Elga, Veolia Environment 

S. A., Paris, France). 
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3.3.2 Sample preparation 

 

Melezitose and sodium acetate were dissolved in nanopure water at a 1:1 molar 

ratio (5 μM). The ionic strength of the deuterating reagent was matched to that of the 

sample by making 5 μM sodium acetate in D2O. Choline (1 μM) or choline-D9 (1 μM) 

was added to the melezitose and sodium acetate mixture or the sodium acetate in D2O, 

respectively, to measure the relative signals from each channel of the theta tip during 

HDX experiments. Apomyoglobin and cytochrome c were prepared in nanopure water 

with 0.1% formic acid (pH 3.07). 

 

3.3.3 Open-Source Setup with Pulled Theta ESI Emitters 

 

Theta capillaries (Sutter Instrument, Novato, CA) were pulled to electrospray tips 

using a P-1000 micropipette puller (Sutter Instrument). To increase reproducibility of the 

sizes of pulled tips, the jaw temperature was cooled to room temperature between pulling 

each tip. The opening size of each tip was measured on a tabletop scanning electron 

microscope (SEM, TM3030Plus, Hitachi, Tokyo, Japan) by determining the longest 

length between the middle of the septum to the end of each channel (see Supporting 

Information, Figure B.1). 

All experiments were performed on a Waters Synapt G2-S High Definition MS 

(Waters Corporation, Milford, MA). Pulled theta-ESI tips were mounted on a theta tip 

holder (Warner Instruments, Hamden, CT) which was secured on a custom-built setup on 

a XYZ stage (Thorlabs, Newton, NJ). Platinum wires (ADInstruments, Sydney, 

Australia) were inserted into each channel of the theta tip and voltage was supplied from 

the instrument source via alligator clips (see Supporting Information, Figure B.2). All 
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experiments were performed with an open source by overriding the source lock. No 

desolvation, nebulizer, or cone gas was used.  

 

3.3.4 HDX Experiments 

 

Melezitose in aqueous buffer and buffer in D2O were loaded into each channel of 

the theta tip and sprayed at varying distances from the MS cone. Spray was generated by 

voltage alone, without backing pressure. Backing pressure is nitrogen gas applied to the 

back of the theta-tip channels, resulting in laminar flow. Voltage was increased in 

increments of 100 V to find the minimum voltage for generating spray. Once stable spray 

was generated, data was collected from the same tip at different voltages and/or distances 

from the cone. Thus, a single tip was used to collect data using multiple experimental 

parameters. After each set of experiments, tips were discarded. Experiments were run in 

quadruplet for small tips (< 1 μm each channel height) or replicates of n > 6 for large tips 

(> 5 μm each channel height). 

 

3.3.5 Calculations and Data Presentation 

 

The number of H/D exchange events (#D) were calculated by first obtaining the 

weighted, experimentally determined average m/z of undeuterated and deuterated [M + 

Na]+ (Equation 3.1) and then taking the difference of the two m/z values (Equation 3.2), 

where m/z is the mass-to-charge ratio and I is the intensity of each isotopic peak. 

 

 (𝑚 𝑧⁄ ) =
∑(𝑚 𝑧⁄ ) ∙ 𝐼

∑ 𝐼
 Equation 3.1 

 

 #𝐷 = (𝑚 𝑧⁄ )𝑑𝑒𝑢𝑡𝑒𝑟𝑎𝑡𝑒𝑑 − (𝑚 𝑧⁄ )𝑢𝑛𝑑𝑒𝑢𝑡𝑒𝑟𝑎𝑡𝑒𝑑 Equation 3.2 
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Data are presented as the average #D ± standard deviation. Student’s t-test or Welch’s t-

test at the 95 % confidence interval was used for statistical analyses. The choice of t-test 

was dependent on the results of an F test. When appropriate, deuteration was also 

presented as % D for melezitose, which contains 11 labile hydrogens (Equation 3.3). 

 

 %𝐷 =
(𝑚 𝑧⁄ )𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − (𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷0
(𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷11 − (𝑚 𝑧⁄ )𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙,𝐷0

× 100 Equation 3.3 

 

 

3.3.6 Protein Folding Experiments 

 

To estimate the time of mixing in the droplets, protein folding experiments were 

performed, as described by Mortensen et al.252, 273, 274 Briefly, denatured proteins in 

acidified conditions were sprayed along with ammonium acetate from theta tips. The 

resulting mass spectra showed protein at a wide range of charge states, representing both 

folded and unfolded states. Using protein folding constants and the relative intensity of 

the folded and unfolded states, droplet lifetimes were calculated. 

Denatured protein was prepared in 0.1% formic acid. To induce folding via 

mixing in theta-ESI, 100 mM ammonium acetate was prepared as folding buffer. 

Denatured proteins were sprayed (1) by themselves from the acidic solution, (2) with 

ammonium acetate in the other channel, or (3) in a premixed solution, containing the 

acidic solution and folding buffer at a 1:1 (v/v) ratio. The premixed solution represents an 

equilibrium condition in which the proteins have folded to the maximum extent possible 

in theta spray. The charge state distributions were used to calculate the folding state and 

reaction time using Equation 3.4, where τ is the protein folding time constant and Ae, A0, 

and At are the relative abundances of folded protein populations in the premixed 
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equilibrium condition, acidic condition, and experiment via theta-mixing, respectively. τ 

of apomyoglobin and cytochrome c are 7 μs277 and 57 μs,278 respectively.273 

 

 𝑡 =  𝜏 𝑙𝑛 (
𝐴𝑒 − 𝐴0
𝐴𝑒 − 𝐴𝑡

) Equation 3.4 

 

 

3.4 Results and Discussion 

 

3.4.1 Orientation of the Theta Tip Results in Changes to the Ion Transmission from Each 

Channel 

 

The theta capillary was positioned perpendicular to the direction of the MS cone, 

similar to the conventional Z-spray of Synapt instruments (Figure 3.1A, Figure B.2). An 

important difference between the theta-tip setup and the Z-spray is that theta tips generate 

two Taylor cones208
 along paths parallel to each other. Thus, the distance from each 

Taylor cone to the MS cone varies depending on the orientation of the theta tip and may 

affect ion transmission from each barrel. To ensure maximum ion transmission from both 

channels of the theta tip, Leu- and Met-enkephalin were separately loaded in the two 

channels of theta tips and sprayed at varying tip orientations in respect to the cone by 

rotating the tip. As a control, a premixed sample with both Leu- and Met-enkephalin was 

loaded and sprayed from both channels to determine the relative signal intensity of the 

two peptides (Figure 3.1B). When the tip was in the “parallel” orientation, with the 

septum that divides the two channels parallel to the ground so that one channel was 

directly above the other, the relative signal intensity of the two peptides was close to the 

ratio observed for the premixed control (Figure 3.1C). On the other hand, when the tip 

was in the “perpendicular” orientation, with the septum perpendicular to the ground and 

the two channels were side by side, the signal intensity was stronger for the peptide 
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loaded into the channel that was closer to the MS cone (Figure 3.1D, 3.1E). Therefore, all 

further experiments were performed with the tip in the “parallel” orientation to minimize 

variables in the signal resulting from the relative position of the two channels. 

 

 
 

Figure 3.1. Representative mass spectra of Leu- and Met-enkephalin when varying the 

orientation of the theta tip with respect to the MS cone. The cone and the theta tip are 

positioned perpendicular to each other (A). The signal intensity of [Leu-enk + H]+ peaks, 

colored blue, and [Met-enk + H]+ peaks, colored green, is compared. A control sample, 

containing a mixture of both peptides, was sprayed to measure the relative intensity of the 

two peptides (B). Each peptide was then sprayed from a separate channel with the septum 

of the theta tip positioned either parallel to the ground (C) or perpendicular to the ground 

(D, E). In the parallel position, the distance between each of the two channels of the theta 

tip and the cone are approximately equal, but in the perpendicular positions, one of the 

channels is closer to the cone. 

 

3.4.2 Minimal HDX is Observed for Carbohydrates When Varying the Applied Voltage or 

the Distance Between the Theta Tip and the MS Cone 

 

Jansson et al. reported that the deuteration time in theta-tip-HDX experiments 

could be varied by changing the distance between the tip and the cone.208 An increase in 

the distance resulted in a longer droplet reaction time that increased the deuteration level 

of both phenethylamine and angiotensin I. Since angiotensin I has rapidly exchanging 
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functional groups that were deuterated to varying extents in these experiments; we 

hypothesized that changing the distance from the theta tip to the cone would alter the 

deuteration level of carbohydrate hydroxyls. The two channels of theta tips were loaded 

with either melezitose and sodium acetate in water or sodium acetate in D2O and sprayed 

by applying voltage at 3, 4, or 5 mm from the cone. The average tip size for our 

experiments was 510 ± 40 nm (n = 4), which is similar to the theta tip sizes used in 

literature. Contrary to Jansson et al.’s findings, increasing the distance between the tip 

and the cone from 3 mm to 5 mm did not increase the #D exchanges (Figure 3.2A). 

The HDX reaction time for carbohydrates is dependent on the time the analyte 

remains solvated in ESI droplets.100 Because higher applied voltages result in higher 

electric fields between the theta tip and MS cone, the charged ESI droplets are expected 

to travel faster across the electric field at a higher voltage compared to at a lower voltage, 

which could decrease the time for interacting with D2O. Thus, we measured the 

magnitude of HDX at varying capillary voltages. However, there was no correlation 

between the applied voltage and the number of H/D exchanges at the conditions tested 

(Figure 3.2B). 
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Figure 3.2. HDX of sodiated melezitose sprayed from theta tips with 0.5 µm channels. 

The average number of D exchanges (n = 4) versus (A) distance from MS cone or (B) 

applied spray voltage is plotted with error bars illustrating standard deviation. (C) 

Overlapped, representative mass spectra of undeuterated melezitose (blue, solid line) and 

deuterated melezitose (green, dashed line) via theta-tip HDX sprayed at 1800 V and 3 

mm away from the cone. The two mass spectra have been offset to show relative 

intensities more clearly. The relative intensities of 0 D (m/z 527.2) and 1 D (m/z 528.2) in 

the two spectra are similar, illustrating the small magnitude of HDX. (D) Scheme of 

electrospray plumes generated by the two Taylor cones from theta tips. Because 

carbohydrate-metal complexes do not exchange in the gas-phase, the adducts must be 

solvated in the spray overlap region for HDX to occur. 

 

 

The magnitude of HDX for our analytes was minimal (Figure 3.2C). Yet, Jansson 

et al. observed a distribution of 0 D to 5 D for angiotensin I after an HDX reaction time 

of 319 μs.208 Angiotensin I contains 17 labile hydrogens, including four rapidly 

exchanging functional groups. Furthermore, the peak associated with 2 D had the highest 

intensity and the level of deuteration was estimated at ~50 % for angiotensin I. 
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Alternatively, we measured 2.2 % deuteration for melezitose, which is significantly 

lower. Liyanage and coworkers reported that HDX does not occur for sodium-adducted 

carbohydrates in the gas-phase.100 Because the two plumes generated from the separate 

Taylor cones of a theta tip need to overlap for HDX to occur, we hypothesized that our 

metal-adducted analytes were desolvated by the time the spray plumes overlapped and 

thus exchange did not occur (Figure 3.2D). Therefore, we aimed to increase the droplet 

lifetime by increasing the initial ESI droplet sizes to increase the timeframe for HDX. 

 

3.4.3 HDX Labeling Times and the Resulting Magnitude of HDX Can be Increased by 

Increasing Initial ESI Droplet Sizes 

 

To force our analytes to be more solvated in the region where the spray plumes 

overlap, theta tips were pulled with new parameters to create larger openings, which 

generate bigger initial droplets and thus take longer to desolvate. Estimating the initial 

droplet sizes to be between 1/10 and 1/17 of the outer diameter of the ESI tip,252, 279 we 

selected theta tips with opening sizes that were expected to generate different droplet size 

distributions for HDX experiments (Table 3.1). Because there was more variation in the 

pulled tip sizes with bigger openings (> 10 μm), all tips were measured by SEM, and tips 

with similar sizes were selected for replicate experiments. 

 

Table 3.1. Opening sizes of theta tips and estimated initial droplet sizes.a 

 

Measured opening Size 

(µm) 

Initial Droplet Size 

Calculated as 1/17 Tip 

Size279 (µm) 

Initial Droplet Size 

Calculated as 1/10 Tip 

Size252 (µm) 

0.51 ± 0.04 (n = 4) 0.0299 ± 0.002 0.051 ± 0.004 

4.6 ± 0.4 (n = 5) 0.27 ± 0.02 0.45 ± 0.04 

21 ± 10 (n = 6) 1.2 ± 0.6 2 ± 1 

a
Data is represented as the average ± standard deviation. 
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Previously, ESI droplet sizes have been measured.208, 280-282 However, to verify 

that the different tip sizes resulted in different droplet desolvation times, and thus 

different HDX labeling times, we experimentally measured droplet lifetimes by 

monitoring protein folding for proteins with known folding time constants.273 When 

sprayed from theta tips, denatured proteins are induced to fold by mixing with the folding 

buffer, which is observed in Figure B.3 based on the protein charge states. It was 

previously reported that protein folding reactions do not occur in the gas phase,283-287 

therefore the protein folding reactions are limited by the droplet lifetimes. This 

observation is in agreement with the proposed ionization mechanism for folded proteins, 

the charged residue model (CRM),81, 91, 288 where the folded proteins remain solvated 

until the ESI droplets evaporate to dryness. Metal-adducted carbohydrates have also been 

reported to ionize by CRM96 and to undergo limited HDX in the gas-phase.100 Thus, 

measured droplet lifetimes represent the reaction times for both protein folding and the 

HDX exchange time for carbohydrates. 

Apomyoglobin was used to calculate a droplet lifetime of 6 ± 4 µs from the 4.6 ± 

0.4 µm channels (n = 6) and cytochrome c was used to calculate a droplet lifetime of 20 ± 

10 µs from the 20. ± 9 µm channels (n = 6) (Table 3.2, Figure B.3). Mortensen et al. 

showed that the two proteins yield consistent results in calculating droplet lifetimes,273 so 

cytochrome c, which has a larger folding time constant, was used for theta tips with 

larger opening sizes. The lifetime of droplets from tips with ~0.5 µm channels was not 

measured. However, previous reports from Mortensen et al. estimated the droplet lifetime 

to be 5 µs from theta tips with 1.5 µm channels and 5 psi backing pressure, with the 

minimum lifetime in the sub-microsecond range.273 Because our experiments were 
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performed with smaller tip sizes and no backing pressure, we expected our droplet 

lifetime from ~0.5 µm tips to be faster than the fastest reaction time achieved by 

Mortensen et al. which was 1 µs.273 Thus, we concluded that the droplet lifetimes from 

the three tip sizes were different (p of 0.04 when comparing the large- and intermediate-

sized tips). 

 

Table 3.2. Opening sizes of theta tips with measured droplet lifetimes and the average 

number of deuterium exchanges (#D).a 

 

Tip Opening Size for 

Protein Folding 

Experiments (µm) 

Droplet 

Lifetime 

(µs) 

Tip Opening Size for 

HDX Experiments 

(µm) 

Average 

HDX (#D) 

0.51 ± 0.04 (n = 4) < 1 b 0.51 ± 0.04 (n = 4) 0.5 ± 0.2 

4.6 ± 0.4 (n = 5) 6 ± 4 4.5 ± 0.4 (n = 7) 1.4 ± 0.7 

20 ± 10 (n = 6) 18 ± 11 20. ± 9 (n = 7) 5 ± 3 

a
Data is represented as the average ± standard deviation. 

b
 See Moretensen et al.

252, 273, 274
 

 

The droplet lifetimes we obtained, between 6 and 20 µs, were orders of magnitude 

shorter than the reaction times achieved by Jansson et al. (319 µs).208 We hypothesize 

that the difference in droplet lifetimes is due to lower flow rates in our experiments, 

where only voltage was used to generate spray.  It has been reported that increased 

backing pressure increases the flow rate, which generates larger initial ESI droplets280-282, 

289, 290 with longer droplet lifetimes.273 Backing pressure would have been a useful 

parameter to vary our droplet lifetimes; however, the flow rate increased dramatically 

when backing pressure as low as 5 psi was applied to the intermediate and large tips. 

With the increased flow rate, the time available for data collection was greatly reduced to 

the extent that it was difficult to record data before the small sample volumes within each 
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tip were gone. Thus, tips with sizes from the two larger size distributions were used for 

HDX experiments without applying backing pressure. 

The number of D exchanges increased significantly when the tip size was 

increased (Figure 3.3, Table 3.2). When sprayed from 0.51 ± 0.04 μm tips, 0.5 ± 0.2 D 

was observed. The number of D exchanges increased to 1.4 ± 0.7 D when sprayed from 

4.5 ± 0.3 μm tips and 5 ± 3 D when sprayed from 20. ± 9 μm tips. All three #D exchanges 

were statistically different from one another at the 95 % confidence interval (p of 0.01 

when comparing the #D exchanges between the small and intermediate tips and p of 0.03 

when comparing #D exchanges between the intermediate and large tips). The minimum 

voltage required to generate Taylor cones from small-, intermediate-, and large-tip sizes 

was 420 ± 50 V, 1160 ± 40 V, and 1700 ± 300 V, respectively. It is noteworthy that the 

extent of deuteration was significantly increased when sprayed from tips with sizes much 

greater than those that are conventionally used (typically 1 to 5 μm channels), and the 

change in the level of deuteration was also more distinctive when the tip sizes were 

varied compared to previously reported parameters, including the distance between the 

tip and the cone. 

The standard deviation for #D exchanges increased with increasing tip size. We 

anticipate that ESI droplets sprayed from a single tip exhibit a distribution of sizes. 

However, when pulling the intermediate and large tips, we observed a greater range of 

opening sizes, 4.0 μm – 5.2 μm and 11 μm – 37 μm, compared to 0.44 μm – 0.57 μm for 

the small tips. Thus, the variation in #D may also be due to the increased variation in tip-

opening size associated with pulling the intermediate and large tips.  
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Figure 3.3. Representative mass spectra of deuterated, sodiated melezitose sprayed from 

theta tips with different sizes: (A) 28.22 µm, (B) 5.31 µm, and (C) 0.50 µm. Melezitose 

contains 11 labile hydrogens and the spectra show deuteration of (A) 3.44 D (31.06 % D), 

(B) 0.51 D (4.60 % D), and (C) 0.03 D (0.27 % D).  

 

 

For a single theta tip, the opening sizes of each channel also varied. The average 

difference in the opening size of the two channels were 0.012 ± 0.002 µm, 0.2 ± 0.1 µm, 

and 0.7 ± 0.7 µm for small, intermediate, and large tips, respectively. Therefore, the 
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initial droplet sizes generated from each channel of the same tip may have differed. 

Reactions resulting from collisions of droplets with different initial sizes could result in 

different mixing ratios of H2O and D2O. For instance, HDX via large tips resulted in 

distributions of melezitose with deuteration levels higher than 50%, including one 

population with 9.6 D, corresponding to 87% deuteration. Thus, deuteration levels higher 

than 50% may be attributed to uneven mixing in the droplets because of variation in the 

initial droplet sizes. 

The voltages used for the large tips may also have contributed to variations in 

deuteration levels. The minimum voltage required to generate spray (i.e. Eonset) was used 

for each tip, and Eonset is dependent on tip size.291, 292 Because our experiments utilized 

electroosmotic flow, the velocity of the solutions through the channels of the theta tips 

depend on the applied electric field.293 The higher electric fields generated from higher 

applied voltages, which are necessary to generate spray from bigger tips, are expected to 

result in faster flow rates. It has been reported that higher flow rates lead to larger 

droplets.273, 280-282, 289, 290 Because the minimum voltage to generate spray was determined 

for both channels based on the observation of melezitose signal, the Eonset for channels 

containing D2O may be different. It has been reported that changes in voltage can also 

affect the spray mode and shape,294 affecting the overlap region of the two spray plumes 

generated from the two channels of the theta tip when high voltage is used. Deuteration 

levels higher than 50% may have resulted from multiple collisions between droplets 

containing melezitose and droplets of D2O, that could vary with the different electrospray 

mode and spray plume shapes for each tip. While the relative flow rate of the two 

channels were monitored using choline and deuterated choline, the signals were 
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inconclusive in monitoring differences in flow rates from the two channels due to the 

presence of one labile proton on each molecule. However, even with these factors, we 

measured statistically different deuteration levels for metal-adducted melezitose when 

HDX was performed from theta tips with different opening sizes. 

 

3.5 Conclusions 

 

Increasing the diameter of theta tips effectively increases the deuteration level of 

melezitose. To our knowledge, this is the first report describing multiple HDX reaction 

times for carbohydrate hydroxyls. This finding is significant because of the unique 

characteristics of metal-adducted carbohydrates, which do not undergo deuterium 

exchange in the gas phase, but which contain rapidly exchanging hydroxyls. Thus, the 

analytes must be solvated to observe deuterium labeling. Our main strategy to altering the 

deuteration time was to change the initial ESI droplet size, which resulted in different 

desolvation times, at the end of which, the HDX reaction was quenched because the 

carbohydrate-metal complexes were released into the gas-phase. The reaction times 

achieved with HDX using theta tips ranged from less than 1 μs to an average of 20 (±10) 

μs, resulting in a maximum of ~87 % deuteration for melezitose. 

HDX of metal-adducted carbohydrates, using theta tips, is advantageous for 

achieving multiple exchange timepoints for rapidly exchanging functional groups 

because the exchange time is defined by the droplet lifetimes. The relationship between 

theta-tip size and droplet lifetime is measurable. Moreover, the deuteration time was 

altered on a timescale that resulted in significant changes to the deuteration level that 

were distinctive from one another. The achievement of multiple deuteration stages is a 

crucial step towards structural and dynamic analysis of carbohydrates because the 
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intermediate deuteration can distinguish functional groups that undergo exchange at 

different rates. Therefore, we conclude that changing the size of the initial ESI droplet is 

an effective approach to achieving multiple exchange timepoints for HDX of metal-

adducted carbohydrates via theta tips, given the special consideration that our analytes 

only undergo HDX when solvated. We expect that by expanding our strategies to perform 

HDX for carbohydrates, we will enable analyses of the biological structures of 

carbohydrates and glycans. 
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CHAPTER FOUR 

 

Deuterium Localization with Minimal Scrambling on Carbohydrate-Metal Complexes via 

Collision Induced Dissociation 

 

This chapter is prepared for publication in Analytical Chemistry as: Kim, H. J., 

McCutcheon, M. E., Calixte, E. I., Gallagher, E. S. Deuterium Localization with Minimal 

Scrambling on Carbohydrate-Metal Complexes via Collision Induced Dissociation 

 

 

4.1 Abstract 

  

Carbohydrate structures and conformations are a crucial part of cell biology that 

dictate many aspects of glycoprotein function. However, carbohydrates are complex 

biomolecules made up of isomeric monosaccharide subunits, and mass spectrometry 

(MS) analysis of carbohydrate structures is often limited to sequencing. 

Hydrogen/deuterium exchange (HDX) coupled to MS is a powerful technique for 

investigating the structures and dynamics of proteins. While HDX-MS has been 

previously applied to the analysis of carbohydrates, only global information has been 

obtained, with no local deuterium assignment. In this paper, we present a novel method to 

localize deuterium labels on deuterated carbohydrates. Collision induced dissociation 

(CID) of sodium-adducted melezitose revealed that isomeric B/Z- and C/Y-type 

fragments were detected at different deuteration levels with limited scrambling. By 

investigating the conformations of carbohydrate-metal complexes from DFT optimized 

structures, the fragmentation pathways of sodium-adducted melezitose were predicted to 

track deuterium labels. The hydrogen/deuterium labels were assigned based on the 
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difference in exchange rates of primary and secondary hydroxyls. To our knowledge, our 

report is the first localization of deuterium labels on carbohydrates. 

  

4.2 Introduction 

  

Carbohydrates are a class of biomolecules that are involved in a variety of cellular 

activities, including protein folding and function265, cell-cell communication, and 

immune responses against foreign agents.295 Therefore, understanding the structures of 

carbohydrates and their impact on cell biology is a crucial part of interpreting cellular 

behaviors. Carbohydrates are composed of isomeric monosaccharide subunits that 

generate a multitude of possibilities for polysaccharide structures with varying linkage 

sites and stereochemistry. Such structural diversity and heterogeneity have posed 

challenges in glycan analysis. Techniques have been developed to separate and 

differentiate isomers124, 296-298 and anomers171, 299 as well as linkage patterns.298, 300, 301 

While identifying glycan sequences has been a primary focus, the three-dimensional 

conformations of glycans are also significant for glycan-protein interactions. 

Hydrogen/deuterium exchange coupled to mass spectrometry (HDX-MS) is a 

well-established technique utilized for analysis of protein conformations and dynamics. 

HDX reactions are initiated in solution, during ESI, or in the gas phase to label labile 

(e.g. exchangeable) hydrogens, such as hydroxyls or amides, by introducing deuterating 

reagents to the analytes. The deuteration time can be varied to observe changes in 

deuteration at a given site to examine the dynamics of the analyte. The differences in 

deuteration between multiple sites of an analyte at a given deuteration time can also 

provide insight into the structure of the analyte. However, applications of HDX-MS to 

carbohydrates is challenging due to the rapid exchange rates of hydroxyls. Recent 
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publications of HDX-MS of carbohydrates have focused on differentiating carbohydrate 

isomers by performing in-ESI224, 225 or gas-phase HDX.212, 227 HDX time window of 

hydroxyls has been expanded to sample multiple deuteration timepoints by changing the 

initial ESI droplet sizes via theta-emitters302 or by varying solvent conductivity.225 While 

these methods are promising for HDX analysis of carbohydrates, only global deuteration 

levels were analyzed. Assignment of deuterium labels to local regions of carbohydrates 

would enable analysis of carbohydrate conformations and interactions with metals or 

proteins that are significant in cellular behaviors. 

Local information is often obtained via fragmentation in MS. Collision induced 

dissociation (CID) is one of the most common fragmentation techniques, including for 

peptides and carbohydrates. While CID is readily available on many commercial and 

custom-built instruments, the vibrational activation from multiple collisions during the 

CID process is associated with a phenomenon called “scrambling,”303-305 or the random 

redistribution of hydrogens across the analyte. This is problematic in HDX experiments 

because it may affect the interpretation of HDX measurement by assigning labels at the 

wrong locations.186, 306 Electron-based fragmentation techniques, such as electron capture 

dissociation (ECD) and electron transfer dissociation (ETD), are known to cause less 

scrambling as the bond dissociation occurs on a faster timescale compared to CID.307 

However, use of ECD is limited to Fourier-transform ion cyclotron resonance (FT-ICR) 

instruments because of the ability to effectively trap both gas-phase ions and electrons. 

ETD is compatible with other types of MS, but still less accessible than CID. A method 

that utilizes CID would be advantageous because it can be easily performed in any 

tandem MS instrument as opposed to ETD or ECD. CID of sodium-adducted peptides has 
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been shown to reduce scrambling.308 Therefore, we present a CID-based method to 

localize deuterium labels on carbohydrates with metal adducts as charge carriers. To our 

knowledge, our findings are the first report to investigate scrambling of deuterated 

carbohydrates. We observe differences in deuteration levels between fragments generated 

from carbohydrate-metal complexes. Such differences are minimized in deprotonated 

carbohydrates which are known to experience hydrogen migration309, indicating that 

limited scrambling was observed for sodiated carbohydrates. We were able to identify the 

sources of labile hydrogens contributing to the differences in deuteration levels between 

fragments by combining previously published carbohydrate fragmentation mechanisms310 

and electronic structure calculations. Thus, our findings illustrate the potential of HDX-

MS/MS to detect local conformational changes of carbohydrates. 

 

4.3 Methods 

 

 

4.3.1 Materials 

 

Melezitose was purchased from Sigma Aldrich (St. Louis, MO). Acetate salts 

were from VWR International (Randor, PA). Deuterium oxide (D2O, 99.96% purity) and 

deuterated methanol (CH3OD, or MeOD, 99% purity) were from Cambridge Isotope 

Laboratories INC. (Tewksbury, MA). Mixtures of carbohydrate and sodium or calcium 

acetate were prepared at a 1:1 molar ratio in 25%, 50%, or 75% water with D2O or 

methanol (MeOH) with deuterated methanol (MeOD). Deprotonated carbohydrates were 

analyzed by ionizing the carbohydrate sample with sodium acetate in negative-ion mode. 

Sample conductivity was measured using an Orion 013005MD DuraProbe 4-Electrode 
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conductivity cell probe coupled to an Orion Star A215 conductivity meter (Thermo 

Scientific, Waltham, MA). 

 

4.3.2 Collision Induced Dissociation 

 

All experiments were performed on a Waters Synapt G2-S High Definition Mass 

Spectrometer equipped with a LockSpray Exact Mass Ionization Source (Waters 

Corporation, Milford, MA). Data collection began after ~5 minutes of sample infusion to 

equilibrate the ESI source with matching solvent composition and reduce variability from 

residual solvent and atmospheric moisture, following a previously published protocol.16 

CID was performed on deuterated carbohydrates by isolating each mass-to-charge (m/z) 

peak in the deuterated distribution. The LM Res parameter was increased from a default 

of 4.9 to 15.0 to get narrower isolation windows and thus more compact distributions 

from each isolated m/z (Figure C.1). The collision energy was optimized for each 

carbohydrate-charge carrier pair to achieve high fragmentation efficiency. Specifically, 

CID was performed on sodium-adducted or deprotonated melezitose by increasing the 

collision energy in increments of 4 V, and on calcium-adducted melezitose in increments 

of 2 V. Ranges of collision voltages at which >80% fragmentation was achieved and the 

precursor, C2/Y2, and B2/Z2 fragments were detected at high intensity were selected for 

HDX experiments. The collision voltages selected were 24 – 36 V, 4 – 10 V, and 20 V 

for sodium-adducted, calcium-adducted, and deprotonated melezitose, respectively.  
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4.3.3 Calculations and Data Presentation 

 

To obtain the deuteration levels of precursor and fragment ions generated from 

CID, the weighted average m/z of fragments from undeuterated and fully deuterated 

melezitose were first calculated from the equation: 

 

 𝑚/𝑧𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
∑(𝑚/𝑧) ∙ 𝐼

∑ 𝐼
 Equation 4.4 

 

Where I is the intensity of each peak. By acquiring the weighted average of fully 

deuterated melezitose and its fragments, the number of labile hydrogens on each 

fragment was determined and confirmed with known structures reported by literature and 

predicted by GlycoWorkbench.311 Once m/zD0 and m/zDmax were established, the 

deuteration level of fragments from HDX experiments were obtained by calculating the 

weighted average of fragments and subtracting m/zHDX from m/zDmax and converting to % 

deuteration (%D) (Equation 4.2). 

 

 %𝐷 =
𝑚/𝑧𝐷𝑚𝑎𝑥 −𝑚/𝑧𝐻𝐷𝑋
𝑚/𝑧𝐷𝑚𝑎𝑥 −𝑚/𝑧𝐷0

× 100 Equation 4.2 

 

 

Because each fragment had different numbers of labile hydrogens and the number 

of deuterium labels could not be compared against each other, all deuteration levels of 

fragments are reported as %D. The average %D of each fragment was plotted as a scatter 

plot against %D of the precursor ion with error bars as standard deviation (n = 12). 

Welch’s t-test was performed to verify statistical differences in deuteration levels 

between fragments at the 95% and 99% confidence interval as outlined by Hageman and 
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Weis.312 The Hageman and Weis approach of statistical significance testing was adapted 

to avoid overinterpretation of false positives that could result from t-tests alone.   

For comparison of samples from different conditions, for instance obtained from 

varying collision voltages, the equality of regression coefficients313 test was performed to 

compare the slopes of percent deuterations. 

 

4.3.4 Energy Calculations for HDX of Carbohydrate Hydroxyls 

 

We used the Gaussian 16 platform to calculate ground state energies with the 

B3LYP method and 6-311G++ basis set. To reduce computational costs, systems were 

constructed using glucose surrounded by one solvation shell of ten water molecules with 

varying percentages of D2O (10-100%) and one sodium ion. We then calculated the 

difference in total energy before and after deuterium exchange. From this data, we 

constructed energy diagrams for exchange and compared how the amount of D2O, 

hydroxyl location, and location of the metal ion affected the energetics of HDX. 

 

4.3.5 Molecular Dynamics and Electronic Structure Calculations of Sodium-Adducted 

Melezitose 

 

The GROMACS package314 was used for molecular dynamics (MD) simulations 

of ESI droplets following previously published protocols.96 Briefly, molecular structures 

for melezitose were built and optimized using Glycam-Web315. A 3 nm-radius methanol 

droplet (1673 ± 2 solvent molecules) containing a melezitose molecule and ten sodium 

ions was placed in vacuum and was energy-minimized. Following minimization, the 

equilibration step was initiated with random assignment of velocities to the system, 

generated from a Maxwell-Boltzmann distribution. During equilibration, a flat-bottomed 

spherical potential was used to prevent the solvent from evaporating from the droplet. 
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Following equilibration, the production phase, involving solvent evaporation and ion 

ejection, was performed with the exclusion of the flat-bottomed potential. Konermann’s 

code316,317 was used to remove any methanol or ions that had evaporated from the 

droplets, and to automate equilibration of the droplets between runs. During the 

production run, methanol evaporated from the droplet and the charge density increased 

until the Rayleigh limit was reached, at which point, solvated sodium ions were ejected 

from the droplet. Successions of solvent evaporation and ion ejection events occurred, 

until a solvent-free adduct of melezitose bound to metal was obtained. Ten independent 

trials were performed, from building the initial droplets to adduct formation in the gas 

phase, to obtain multiple carbohydrate conformations. Output structures from the MD 

simulations were then used as input structures for structure optimizations and frequency 

calculations of gas-phase [melezitose + Na]+ ions using DFT calculations with B3LYP 

method and 6-311G++ (d) basis set. 

 

4.4. Results and Discussion 

 

 

4.4.1 Glycosidic Bond Cleavage Mechanisms Can be Used to Localize Deuterium Labels 

on Sodium-Adducted Melezitose Fragments 

 

Sodium-adducted melezitose generated fragments at five different m/z (Figure 

4.1A), four resulting from glycosidic bond cleavage and one from a combination of 

cross-ring and glycosidic bond cleavage (Figure 4.1B). Because of the isomeric nature of 

carbohydrates, each m/z may have more than one population of structures. Isotopic 

labeling such as 13C- or 18O-labeling was not viable since melezitose is a non-reducing 

sugar, and thus, was not performed. However, melezitose fragments are labeled as both 

A/B/C and X/Y/Z according to Domon and Costello nomenclature155 to highlight 
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possible isomeric species. While B and Y or C and Z fragments are produced from the 

same glycosidic bond cleavage in pairs, B and Z fragments from melezitose share the 

same chemical composition and structure as do C and Y fragments because the glycosidic 

oxygen is retained for C and Y fragments and lost for B and Z fragments (Figure 4.1B). 

 

 

Figure 4.1.    (A) Fragmentation spectrum of sodium-adducted melezitose and (B) 

structures of fragments with labeled hydroxyl positions. Isomeric species are annotated 

with the same color. (C) Deuteration plot of fragments from sodium-adducted melezitose 

in 50% D2O. Each cluster of datapoints sharing the same %D precursor was generated 

from isolating each m/z peak in the distribution of deuterated analyte. Only fragments 

from glycosidic bond cleavages are shown. Insets show a comparison of B2/Z2, C2/Y2, 

and C1/Y1 at D3 and D7 to show the difference in deuteration level between the three 

fragments. The difference in deuteration levels between the three fragments increases at 

higher %D precursor. 

 

 

Upon comparing deuteration levels between fragments from sodium-adducted 

melezitose in 50% D2O, a trend was observed where B2/Z2 fragments were detected with 

higher levels of deuteration (73.5 ± 0.8 %) compared to C2/Y2 fragments (72.6 ± 0.2 %). 

This trend was more pronounced when isolating higher %D precursor (Figure 4.1C). 

Fragmentation of sodium-adducted melezitose in 25% and 75% D2O also revealed the 
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same pattern of deuteration between B2/Z2 and C2/Y2 fragments (Figure C.2). Therefore, 

we present representative data collected in 50% D2O. 

Bythell et al.310 reported B and Z fragment structures that contained stacked-rings 

that formed by a bridge between the primary hydroxyl at the O(6) position and the bare 

carbon from C-O glycosidic bond cleavage (Scheme 4.1A). This structure has one less 

labile hydrogen than the B/Z fragments from protonated carbohydrates, which contain a 

carbonyl group (Scheme 4.1B).155 Fragmentation of the fully deuterated [Melezitose + 

Na]+ complex supported the Bythell structure (Figure C.3), suggesting that there is a 

hydrogen-transfer reaction from B and Z type fragments to Y and C type fragments, 

respectively (Scheme 4.2). It is proposed that glycosidic bond cleavage is initiated from 

protonation of a glycosidic oxygen.155, 310 For CID of cation-adducted carbohydrates, the 

hydrogen is likely supplied from a hydroxyl within the carbohydrate-metal complex.310 

Because our carbohydrates are in a mixture of H2O and D2O, protonation of the 

glycosidic oxygen may be achieved by transfer of either hydrogen or deuterium.  

 

 

Scheme 4.1. Structures of B-type fragments proposed by Bythell310 (A) and Domon and 

Costello155 (B). The labile hydrogens are highlighted in red. The sodium-adducted, 

stacked-ring structure (A) has one less labile hydrogen than the oxonium ion (B). The (A) 

structure shown above illustrates the B fragment from the non-reducing end, with the C-

O cleavage occurring at the O(1) position, the same structure also predicts the isomeric Z 

fragment for melezitose because both terminal glucoses in melezitose have glycosidic 

bonds formed at the O(1) positions.  
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Scheme 4.2. Proposed scheme for movement of hydroxyl hydrogens during CID 

fragmentation of melezitose with structures of B2/Z2 (Pathway A, top), C1/Y1 (Pathway 

A, bottom), C2/Y2 (Pathway B, top), and B1/Z1 (Pathway B, bottom). Two of the 

hydrogens proposed to protonate the glycosidic oxygen are highlighted in red and blue. 

Initially, the two hydrogens are located on different monosaccharide subunits. After 

hydrogen is donated to the glycosidic oxygen and the glycosidic bond dissociates, the 

hydrogens migrate to C/Y fragments. 

 

We hypothesize that the difference in deuteration level we observed between 

B2/Z2 fragments versus C2/Y2 fragments resulted from differences in the transfer of either 

a hydrogen or a deuterium for the glycosidic bond cleavage reactions. Bythell et al. 

proposed that in gas-phase sodium-adducted lactose, the primary hydroxyl at the O(6) 

position donates the hydrogen to the glycosidic oxygen.310 Reports by Bekiroglu et al. 

show that the primary hydroxyls at O(6) positions of cyclodextrin and maltoheptaose 

have proton exchange rates that are five to six times faster than those of secondary 

hydroxyls at O(2) and O(3) positions.318 We expect that melezitose, prepared in D2O, 

undergoes back-exchange, or loss of deuterium labels back to hydrogen, during ESI due 

to the presence of atmospheric moisture. If a primary hydroxyl, with its faster exchange 
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rate and having back-exchanged to hydrogen during ESI, protonates the glycosidic bond 

and initiates fragmentation, transfer of a hydrogen would contribute to a relatively higher 

deuteration level for B/Z fragments that gave up a hydrogen instead of a deuterium. 

Conversely, the transfer of hydrogen would lead to a relatively lower deuteration level for 

C/Y fragments that received a hydrogen instead of a deuterium. On the other hand, a 

secondary hydroxyl, with its slower exchange rate compared to the primary hydroxyl, 

may have a higher likelihood of retaining deuterium labels than a primary hydroxyl. If a 

secondary hydroxyl donates to the glycosidic oxygen, the opposite trend for deuteration 

levels of B/Z and C/Y fragments is expected. Thus, we hypothesize that the difference in 

exchange rates between primary and secondary hydroxyls are reflected in the differential 

deuteration levels of B/Z and C/Y fragments. 

We expect that the observation of faster exchange rates with primary hydroxyls 

compared to secondary hydroxyls318 is applicable to our melezitose system as well. Thus, 

the exchange rates of the primary and secondary hydroxyls were not directly measured 

from HDX-MS of melezitose. Rather, the energy associated with H/D exchange of 

carbohydrate hydroxyls, both primary and secondary, was obtained via ground state 

energy calculations. Instead of melezitose, which is a trisaccharide, a glucose molecule 

was used as a model system to reduce computational cost. For both primary and 

secondary hydroxyls of neutral glucose, the forward HDX reaction was found to be 

slightly exothermic, with a primary hydroxyl releasing an average of -0.058 ± 0.002 

kcal/mol and a secondary hydroxyl releasing an average of -0.074 ± 0.002 kcal/mol post-

exchange (n = 10 at varying percentages of D2O). While the difference in energy between 

the two functional groups is minimal for neutral glucose, the energetics associated with 
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HDX increases when charge is added to the system. When a sodium ion was introduced 

to interact with a secondary hydroxyl of glucose, the energy release associated with HDX 

of the interacting secondary hydroxyl was -1.94 ± 0.02 kcal/mol. On the other hand, the 

energy change of HDX for a primary hydroxyl neighboring the secondary hydroxyl 

became endothermic, with the energy post-exchange +0.143 ± 0.005 kcal/mol higher than 

the energy before exchange. The difference in average release of energy between the 

primary and secondary hydroxyls was 2.09 kcal/mol, or 8.73 kJ/mol, favoring deuterium 

labels at the secondary hydroxyl, which was adducted to sodium. 

There is evidence that interactions between metal ions and hydroxyl oxygens 

result in increased O-H bond lengths319, 320, so the energy difference may be a result of 

the Na-O bond rather than the thermodynamics of the functional groups themselves. 

Therefore, we repeated the HDX calculations with the sodium ion adducted to the 

primary hydroxyl and compared the energies of HDX with the neighboring secondary 

hydroxyl. Again, the release of energy associated with the hydroxyl interacting with the 

sodium ion was greater, with -0.080 ± 0.003 kcal/mol for the primary hydroxyl 

interacting with sodium and -0.030 ± 0.002 kcal/mol for the neighboring secondary 

hydroxyl, both reactions being exothermic. However, the difference in the average 

energies between the two hydroxyls was only 0.05 kcal/mol, compared to 2.09 kcal/mol 

when the sodium ion was adducted to secondary hydroxyls. Therefore, we conclude that 

while metal adduction contributes to deuterium retention of carbohydrate hydroxyls in 

solution, the deuterium label is more stable at secondary hydroxyls compared to primary 

hydroxyls. Our data supports the experimental observations from differences observed 

between B2/Z2 and C2/Y2 fragments and the hypothesis that primary hydroxyls are more 
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likely to have a hydrogen rather than a deuterium. Because deuterium at secondary 

hydroxyls was energetically more favorable than at primary hydroxyls, the back-

exchange in ESI likely occurred at primary hydroxyls first. 

While B2/Z2 and C2/Y2 fragments differ by one hydroxyl and a labile hydrogen, 

the hydrogen that was transferred to C2/Z2 is not the same hydrogen that B2/Z2 fragments 

lost. For melezitose, glycosidic bond cleavage generates two fragments, one with one 

monosaccharide subunit, such as B1/Z1 or C1/Y1, and one with two monosaccharide 

subunits, such as B2/Z2 or C2/Y2. Therefore, the hydrogen from B2/Z2 fragments that 

protonated the glycosidic oxygen and initiated C-O bond dissociation is transferred to 

C1/Y1 fragments rather than C2/Y2 fragments. The details of statistical testing are 

presented in Appendix C. B2/Z2 fragments were detected at statistically higher levels of 

deuteration than C1/Y1 fragments, which were produced from the same glycosidic bond 

cleavage sites. This observation was true across the entire %D precursor distribution, 

ranging from 1.0 – 2.4 % higher deuteration levels for B2/Z2. On the other hand, there 

was no statistical difference in the percent deuteration levels of B1/Z1 and C2/Y2 

fragments (Figure 4.1C, Tables C.1-3), although this pair of fragments are generated from 

the same glycosidic bond cleavage. The high standard deviation observed for B1/Z1 

fragments, ranging from 2 – 4 % in samples prepared in 50% D2O, may be attributed to 

lower signal intensity and/or multiple isomeric species with different deuteration levels, 

representing more structures associated with a single fragment. Additionally, the 

hydrogen that is transferred during glycosidic bond cleavage reactions which results in 

production of B1/Z1 and C2/Y2 fragments may not be from a primary hydroxyl but rather 

a secondary hydroxyl. Whereas the fragmentation process generating B2/Z2 and C1/Y1 is 
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likely initiated by donation of hydrogen from the five-membered fructose, the glycosidic 

bond cleavage that produces B1/Z1 and C2/Y2 is likely initiated by donation of hydrogen 

from either of the two glucoses in the terminal positions. 

To examine how close each hydroxyl is to each glycosidic oxygen in the gas 

phase, and thus how likely each is to protonate the glycosidic oxygen and cause C-O 

bond dissociation, ten structures of sodium-adducted melezitose were optimized by DFT 

calculations. For all ten structures, the sodium ion was found located in the middle with 

the trisaccharide wrapping around the metal. All ten structures revealed that the primary 

hydroxyls on the glucose units were pointing outward (Figure C.4), and the average 

distance between the hydrogen of the primary hydroxyls to the nearest glycosidic oxygen 

was 6.0 ± 0.4 Å , making it unlikely that the glycosidic oxygens were protonated by the 

primary hydroxyls of the terminal glucose units. Therefore, proton transfer from B1/Z1 to 

C2/Y2 fragments was more likely achieved from secondary hydroxyls rather than from 

primary hydroxyls. On the other hand, the primary hydroxyls on the middle fructose ring, 

particularly at the O(6′)H position, were closer to the glycosidic oxygens (4 ± 1 Å ), 

compared to the secondary hydroxyl at the O(4′)H position (5.0 ± 0.3 Å ) (Figure C.4). 

Such difference in primary compared to secondary hydroxyl contribution is significant 

because of the differences in exchange rates. We found that C2/Y2 fragments are detected 

at higher levels of deuteration compared to C1/Y1 fragments, ranging from 0.5 – 1.4 % 

higher percent deuteration for the C2/Y2 fragments. Therefore, we hypothesize that the 

primary hydroxyls more likely donated a hydrogen rather than a deuterium, contributing 

to lower deuteration levels for C1/Y1 fragments. Similarly, higher deuteration levels for 

C2/Y2 fragments, which were generated from proton transfer reactions from secondary 
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hydroxyls, suggests that the secondary hydroxyls donated deuterium at a higher 

percentage than primary hydroxyls. Conversely, C2/Y2 likely received a higher 

percentage deuterium from secondary hydroxyls than C1/Y1 fragments did from primary 

hydroxyls, contributing to higher percent deuteration. In turn, the observation of varying 

deuteration levels for sodium-adducted fragments that aligns with different exchange 

rates of primary and secondary hydroxyls suggests that deuterium labels are retained in 

place without scrambling. 

 

4.4.2 HDX-CID MS of Calcium-Adducted Melezitose Reveals Minimal Differentiation 

Between Fragments 

 

Carbohydrates have traditionally been analyzed by adducting to varying metal 

ions to achieve different fragmentation patterns and gas-phase structures.127, 156, 321-323 

While obtaining different fragmentation patterns by adducting to other metals may offer 

new insights to carbohydrate structures, only sodium ions have been reported to reduce 

scrambling in peptides.308 To investigate the effect of different metal adducts on HDX 

and scrambling of carbohydrates, our experiment was repeated by fragmenting calcium-

adducted melezitose. Doubly- and singly-charged species were observed, as [Fragment + 

Ca]2+ and [Fragment + Ca - H]+
, respectively (Figure 4.2A). CID of calcium-adducted 

melezitose produced doubly-charged internal cleavage products at three different m/z, 

including one that was observed from sodium-adducted melezitose (Figure 4.1B) and two 

that were unique to calcium-adducted melezitose (Figure 4.2B). 
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Figure 4.2. (A) Fragmentation spectrum of calcium-adducted melezitose and (B) 

structures of internal cleavage fragments. The two fragments have common cross-ring 

cleavage sites but different glycosidic bond cleavage sites. Structures of other fragments 

commonly generated from sodium-adducted species, including C2/Y2, B2/Z2, C1/Y1, 

B1/Z1, and 0,3/1,4(X/A)Glc(C/Y)2, are shown in Figure 4.1. Deuteration plots of fragments 

from calcium-adducted melezitose in 50% D2O resulting from (C) glycosidic bond 

cleavage and (D) internal cleavage. For both fragment pairs shown in (C) and (D), the 

doubly-charged fragments with B2/Z2 glycosidic bond cleavage sites display higher levels 

of deuteration compared to the fragments with C2/Z2 glycosidic bond cleavage sites. The 

C1/Y1 fragment is singly-charged by deprotonation and is detected at higher deuteration 

levels compared to C2/Y2 and B2/Z2 in the lower m/z range of the precursor distribution. 

 

Contrary to observations from sodium-adducted melezitose, [B2/Z2 + Ca]2+ 

fragments were detected at lower deuteration levels compared to [C1/Y1 + Ca – H]+ 

fragments when lower %D precursors were isolated (Figure 4.2C). One caveat to 

consider is that for the singly-charged C1/Y1 fragments from calcium-adducted 
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melezitose, the site of deprotonation is unclear. Fragmentation of fully deuterated 

[Melezitose + Ca]2+ showed that the [C1/Y1 + Ca – H]+ fragment is detected as a 

distribution with both three and four deuterium labels, compared to the five labile 

hydrogens with D5 at the highest intensity for sodium-adducted C1/Y1 (Figure C.5). 

Detection of fully deuterated [C1/Y1 + Ca – H]+ as a distribution, with multiple peaks 

with similar intensities, suggests the presence of more than one fragment structure, which 

have varying numbers of labile hydrogens. The loss of hydrogen for the deprotonated 

fragment presumably occurs on a hydroxyl group324, thus reducing the number of labile 

hydrogens by one. If hydrogen from a primary hydroxyl from B2/Z2 fragments is 

transferred to C1/Y1, as we hypothesized for sodium-adducted melezitose, and an O-D 

hydrogen is lost, the number of labile hydrogens for deprotonated C1/Y1 fragments is 

expected to be four. Detection of deprotonated C1/Y1 fragments with three labile 

hydrogens could only be explained by transfer of a hydrogen, rather than a deuterium, 

followed by a loss of deuterium from O-D. Our precursor was fully deuterated, meaning 

all hydrogens on O-H bonds has been replaced by deuterium. Therefore, C1/Y1 fragments 

with three labile hydrogens must have received a hydrogen from a C-H bond rather than a 

primary hydroxyl (Scheme C.1). 

This hypothesis that C-H hydrogen transfer results in glycosidic bond cleavage is 

supported by an alternative fragmentation mechanism that Bythell et al.310 published 

together with a mechanism for glycosidic oxygen protonation by the O(6) hydroxyl. The 

number of labile hydrogens for the doubly-charged B2/Z2 fragment is seven, the same as 

the sodium-adducted B2/Z2, indicating that B2/Z2 fragments still donate a proton when 

calcium-adducted. Detection of C1/Y1 with three and four labile hydrogens at similar 
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intensity, on the other hand, suggests that production of C1/Y1 occurs via two distinct 

fragmentation pathways that abstract a hydrogen from a C-H bond or a deuterium from 

an O-D bond, both accompanied by loss of a labile hydrogen, whether before or after 

glycosidic bond dissociation. The two distributions cannot be distinguished because they 

are isomeric. Whereas a C1/Y1 fragment that received a hydrogen from a primary 

hydroxyl of B2/Z2 fragment would be expected to have lower levels of deuteration 

compared to B2/Z2 fragments, as discussed above, a C1/Y1 fragment that received a 

hydrogen from a C-H bond should have no change in deuteration level because there is 

no movement of labile hydrogen in this pathway. Hypothesizing that the other deuterium 

labels remain in place, besides the one that is lost to produce the deprotonated fragment, 

the C1/Y1 fragment from the second fragmentation pathway should have higher levels of 

deuteration than the C1/Y1 fragment that received a hydrogen from a primary hydroxyl of 

the B2/Z2 fragments. Therefore, it is difficult to localize the deuterium labels to a specific 

hydroxyl for this fragment when two structures are not resolved. 

The deuteration levels of doubly-charged [C2/Y2 + Ca]2+
 fragments were also 

within the measurement error of the deuteration levels of [B2/Y2 + Ca]2+, with one 

exception where the B2/Z2 fragment was found to be more deuterated than the C2/Y2 

fragment when the D3 precursor was isolated from the 50% D2O sample. One simple 

possibility is that the isolation width of the current instrument was set to be consistent for 

both sodium- and calcium-adducted samples, allowing a wider distribution of peaks to be 

fragmented for each precursor isolation when calcium-adducted melezitose was 

fragmented because it was doubly-charged. For instance, the same isolation width, which 

allowed fragmentation of three m/z peaks for singly-charged, sodium-adducted 
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melezitose, isolates five m/z peaks for doubly-charged, calcium-adducted melezitose. 

Therefore, the difference in %D between fragments of calcium-adducted melezitose may 

not be as distinguished compared to fragments from sodium-adducted precursors because 

there was greater variability in the calcium-adducted precursor population. 

Another possibility for the difference in deuteration levels between sodium- and 

calcium-adducted melezitose comes from the difference in initial droplet sizes for the 

samples of carbohydrate with different salts present. Previous work from our lab revealed 

that carbohydrate-metal complexes in the gas phase do not undergo HDX reactions100, 

meaning that the exchange time of carbohydrates in ESI droplets depends on the lifetime 

of the droplets.302 It has also been reported that the conductivity of the spray solvent 

affects the initial ESI droplet sizes325, and thus the HDX reaction times for carbohydrate-

metal complexes.225 While metal-adducted melezitose was prepared at equal 

concentrations and molar ratios of 1 salt to 1 carbohydrate, the conductivity of melezitose 

and calcium acetate was 3.149 ± 0.004 µS/cm (n = 5) compared to 1.13 ± 0.02 µS/cm (n 

= 5) for melezitose and sodium acetate. The higher conductivity of the melezitose and 

calcium sample is expected to generate smaller initial droplets, resulting in shorter 

exchange reaction times. Additionally, fragmentation of melezitose and sodium or 

calcium adducts sprayed in deuterated methanol, which is more volatile than water and 

thus generates smaller initial ESI droplets, also revealed smaller differences in 

deuteration levels between fragments (Figure C.6). Therefore, we hypothesize that the 

decrease in the sizes of initial ESI droplets for melezitose and calcium sample, compared 

to melezitose and sodium sample, results in deuteration patterns that is more 
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representative of random labeling in bulk solution, rather than more site-specific in-ESI 

HDX. 

Finally, a common internal cleavage product was observed for sodium- and 

calcium-adducted melezitose (Figure 4.1B, right). Unlike C2/Y2 or B2/Z2 fragments 

which have two possible isomeric structures, the internal cleavage product has up to six 

possible isomeric structures. Therefore, the percent deuterations of the internal cleavage 

fragment and B2/Z2 and C2/Y2 from each metal adduct were analyzed to see if relative 

%D changed from sodium- to calcium-adducted melezitose. The internal cleavage 

fragment generated from the sodium-adducted precursor was found to have lower levels 

of deuteration compared to both B2/Z2 and C2/Y2 fragments when lower m/z precursor 

was isolated (Figure 4.3A) but within measurement error with C2/Y2 fragments at the 

higher %D precursor. On the other hand, the same fragment generated from calcium-

adducted melezitose was found to be more deuterated than C2/Y2 fragments in the lower 

%D precursor distribution but less deuterated than both C2/Y2 and B2/Z2 at higher %D 

precursor (Figure 4.3B). Because multiple isomeric species can be predicted for this 

internal cleavage product, with no overlaps in labile hydrogens between the different 

structures (Figure 4.1B, right), the deuterium and hydrogen labels cannot be localized to a 

single labile site from current data alone. However, the changes in deuteration pattern 

with respect to other fragments, such as B2/Y2 and C2/Z2 suggest changes in the structure 

of the carbohydrate when adducted to different metals, which is supported by 

literature.156, 321, 323 The structural change may be either to the whole carbohydrate-metal 

complex, resulting in changes to the exchange rate at a given site, or to the type of 

fragment generated based on altered fragmentation pathways of different carbohydrate-
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metal complexes. While different cations adducted to sugar may initiate different 

fragmentation pathways, fragmentation mechanisms have only been reported for sodium-

adducted disaccharides310 and future investigations of the fragmentation pathways of  

different carbohydrate-metal complexes could provide better insight into the structural 

differences between sodium- and calcium-adducted carbohydrates. 

 

 
 

Figure 4.3. Deuteration plots of three common fragments from (A) sodium- and (B) 

calcium-adducted melezitose in 50% D2O. The deuteration level of the internal cleavage 

product (teal triangle) relative to the deuteration levels of glycosidic bond cleavage 

fragments is altered when the precursor ion was adducted to different metals. 

 

 

4.4.3 Sodium-Adduction Reduces Scrambling During CID 

CID is traditionally associated with scrambling, posing challenges for 

interpretation of HDX data when assigning the correct site for labels. However, it has 

been observed that sodium-adducted peptides experience reduced scrambling from 

CID.308 On the other hand, zinc binding does not reduce scrambling in peptides.305 While 

the effect of metal-adduction on scrambling in carbohydrates has not been reported, we 
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hypothesized that scrambling would be reduced during CID of metal-adducted 

carbohydrates. Our results that the deuteration levels of different carbohydrate fragments 

vary suggests that (1) there is differential labeling of carbohydrate primary and secondary 

hydroxyls occurring in droplets despite limited diversity of functional groups and (2) the 

deuterium labels do not scramble during CID. However, nonuniform deuteration patterns 

have been observed for uniformly labeled peptides and protein fragments305, 326, meaning 

that observed differences in deuteration levels between fragments may not confirm that 

scrambling did not occur. Ferguson et al.326 proposed that the contributing factors for 

such observations include (1) fragments undergoing additional forward or backward 

exchange in the gas phase and (2) deuterium enrichment or depletion at various sites of 

the polypeptide backbone based on differences in proton or deuteron affinities327, 328 

while, as proposed by the mobile proton model329-331, protons and deuterons migrate 

along the peptide backbone. However, we know that carbohydrate-metal complexes do 

not undergo HDX in the gas phase100 so we can rule out the first explanation by Ferguson 

et al. for our melezitose system. As for the second hypothesis of proton scrambling, the 

mobile proton model has been thoroughly investigated to explain charge-directed 

fragmentation behaviors of protonated peptides.329 Charge-directed fragmentation occurs 

when a mobile proton, which can migrate from one protonation site to another, attaches 

to the amide nitrogen.332 However, fragmentation of metal-adducted carbohydrates has 

been better supported by charge-remote mechanisms333, in which the charge is fixated at 

a specific location334, 335, such as in the metal ion. Therefore, we hypothesize that the 

differences in deuteration levels between carbohydrate fragments are not affected by 
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mobile protons, and that the reduced HDX of gas-phase carbohydrate-metal complexes is 

correlated to restricted proton movement in gas phase. 

Ferguson et al.305 warned against erroneously interpreting nonrandom deuteration 

patterns as not-scrambling without confirmation using controls. Therefore, we proceeded 

to investigate a model system that is known to scramble. While scrambling from CID is 

more commonly associated with protonated species, fragmentation of protonated 

melezitose only revealed B/Z type fragments, thus making the comparison between B/Z 

and C/Y fragments impossible. On the other hand, fragmentation of ammonium-adducted 

melezitose generated both B2/Z2 and C2/Y2 fragments that are protonated via loss of NH3. 

However, there is no direct evidence that the two fragmentation processes proceed via the 

same pathway, or that fragmentation of ammonium-adducted carbohydrates initiates 

scrambling in the same mechanism as that for protonated carbohydrates. 

Previous literature has reported both scrambling and charge migration within 

deprotonated carbohydrates analyzed in negative-ion mode.309, 336 Therefore, CID was 

performed on deprotonated melezitose in negative-ion mode. The C2/Y2 fragment 

intensity was low, thus only B2/Z2 and C1/Y1 fragments were analyzed. Deuteration levels 

of B2/Z2 and C1/Y1 fragments were not statistically different in any part of the precursor 

distribution (Figure 4.4), showing a distinctly different pattern compared to those 

observed for sodium-adducted melezitose, suggesting the occurrence of scrambling 

within the deprotonated carbohydrates. We should note that proton movement may occur 

in the precursor before vibrational activation by CID. If label randomizations take place 

before CID, the “scrambling” may not be directly associated with collisional activation, 

but rather with the ionization conditions. Our analysis of deprotonated carbohydrates in 
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negative-ion mode suffered from low signal intensity, which was again distributed over 

multiple peaks when deuterated. Poor ionization efficiency and low signal in negative-ion 

mode may have been contributing factors for high levels of variation in %D of 

deprotonated fragments as observed by the error bars shown in Figure 4.5. However, the 

statistically significant equivalence for %D of B2/Z2 and C1/Y1 fragments provides 

preliminary support for use of deprotonated carbohydrates as a control for scrambling in 

HDX-CID-MS experiments. 

 

 
 

Figure 4.4. Deuteration plot of C1/Y1 and B2/Z2 fragments generated from deprotonated 

melezitose in 50% D2O. 

 

To further investigate the effect of vibrational activation on scrambling in the 

presence of metal adducts, CID of sodium-adducted melezitose in 75% MeOD was 

performed at varying collision voltages of 24 – 36 V at increments of 4 V. While D2O 

was shown to reveal better distinction between precent deuteration of fragments in earlier 



105 

 

data, MeOD provided better signal for fragments at varying collision energies where 

fragmentation efficiency was lower. C1/Y1 fragment signals overlapped with noise, 

especially when collision voltages of 24 – 28 V were applied. Therefore, only deuteration 

levels of B2/Y2 fragments and C2/Z2 fragments were compared. Hoerner et al. found that  

multiple low-energy collisions have been linked to higher levels of scrambling compared 

to high energy collisions.186 Such observations are correlated to the time that it takes for 

the analytes to dissociate during collisions, similar to how the fast electron-based 

fragmentation techniques are associated with reduced scrambling. Therefore, we 

hypothesized that if scrambling occurred for sodium-adducted melezitose, scrambling 

would be observed when collision energy was reduced. Significantly different levels of 

deuteration were observed between B2/Z2 and C2/Y2 fragments when precursor ions with 

higher %D were isolated, at all collision energies tested, consistent with our earlier 

finding (Figures 4.1 and C.7). To verify that the %D of the fragments were not affected 

by collision energy, the equality of regression coefficients313 was tested for %D of 

fragments at different collision voltages. The slopes of deuteration levels for C2/Y2 

fragments at collision voltages of 24, 28, 32, and 36 V were compared against one 

another and were statistically equivalent at the 95% confidence interval. This was also 

observed for the B2/Z2 fragments across all collision voltages tested, indicating there was 

no effect on deuteration levels from varying the collision energy. Thus, this confirmed 

that the deuteration patterns were consistent regardless of the collision energy applied 

(Figure C.5). Therefore, we conclude that sodium adduction to carbohydrates reduces 

scrambling. 
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4.5 Conclusion 

 

Although less common, application of HDX to non-peptide biomolecules can 

offer significant structural information for many analytes including carbohydrate. The 

potential of HDX methods to provide information on the three-dimensional structures, 

dynamics, and analyte interactions in bulk solution and droplets, offers new insights into 

carbohydrate chemistry and structures. Here, we reported deuterium label assignments on 

carbohydrates that have limited numbers of functional groups and a narrow range of 

exchange rates. Our results show that the different fragments of carbohydrates display 

varying deuteration levels despite the similarity between primary and secondary 

hydroxyls. The difference in HDX rates is increased in response to in-ESI HDX reactions 

while in droplets compared to deuteration in bulk solution. Moreover, our method 

overcomes the limitations of CID associated with scrambling by adducting to metal 

cations, particularly sodium. Thus, we have demonstrated a new method to utilize HDX-

MS for structural analysis of metal-adducted carbohydrates via CID and deuterium 

localization based on carbohydrate fragmentation mechanisms. In our companion paper, 

we utilize this method to interpret varying deuteration patterns observed for carbohydrate 

isomers adducted to sodium, thus illustrating an application. Our achievement in 

differentiation of exchange rates between primary and secondary hydroxyls, which are 

the most common functional groups in carbohydrates, opens new prospects for HDX 

analysis of carbohydrates to obtain structural information at the local level. 
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CHAPTER FIVE 

 

Analysis of Conformational Differences in Carbohydrate Isomers via 

Hydrogen/Deuterium Exchange Coupled to Tandem Mass Spectrometry  

 

This chapter is prepared for publication in Analytical Chemistry as: Kim, H. J., Calixte, 

E. I., Gallagher, E. S. Analysis of Conformational Differences in Carbohydrate Isomers 

via Hydrogen/Deuterium Exchange Coupled to Tandem Mass Spectrometry 

 

 

5.1 Abstract 

 

 Carbohydrates are a complex and heterogeneous class of biomolecules that are 

crucial components of cellular function. Carbohydrate complexity comes from the 

diversity of isomeric monosaccharide subunits as well as linkage and stereochemistry, 

and structural analysis of such complex carbohydrates are often limited to sequencing. 

Hydrogen/deuterium exchange coupled to mass spectrometry (HDX-MS) is a powerful 

technique for structural elucidation that has previously been shown to reveal differences 

in carbohydrate isomers. However, applications of HDX-MS were confined to global 

observations with no local deuterium assignments. In this paper, we present a novel 

method to interpret observed differences in deuteration levels of fragments in isomeric 

trisaccharides. We observed differences in deuteration levels of carbohydrate fragments 

generated from collision induced dissociation (CID). The isomers also revealed varying 

deuteration patterns of fragments. We localized the deuterium labels for different sodium-

adducted isomers by tracking likely sources of hydrogen or deuterium labels used in the 

initiation of glycosidic bond cleavage reactions using density functional theory (DFT) 

optimizations of carbohydrate conformations. Therefore, the structural differences 
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between the trisaccharide isomers and the likely fragmentation pathways for each 

respective system are reflected in the deuteration levels of fragments from each isomer, 

providing a new dimension for HDX analysis of carbohydrates.  

  

5.2 Introduction 

 

 Carbohydrates are a complex class of biomolecules with significant biological 

implications in many cellular functions, including protein folding and localization265, 

cell-cell communication, and activation of immune responses.295 Such variety of 

involvement in biological activities is paralleled by the heterogeneous nature of 

carbohydrates. Carbohydrates are composed of isomeric monosaccharide subunits, in 

which five of the six carbons in each monosaccharide are chiral centers. 

Monosaccharides in solution exist as five- or six-membered rings or linear chains in 

equilibrium. Mutarotation, or the spontaneous interconversion of ring structures, also 

results in a unique set of isomers, called anomers, that interchange spontaneously. 

Additionally, all five hydroxyls in monosaccharides can form glycosidic linkages with 

other carbohydrates, sometimes with more than two hydroxyls serving as a branch point, 

resulting in a multitude of possible structures with various linkage and monosaccharide 

combinations. Such heterogeneity has led to challenges in analyzing carbohydrates and 

many analytical techniques have been developed to identify sequences of complex 

polysaccharides. However, the three-dimensional structures of carbohydrates are 

important as well because carbohydrates directly bind to proteins to trigger cellular 

responses. 

 Hydrogen/deuterium exchange coupled to mass spectrometry (HDX-MS) is a 

well-established technique that has traditionally been used to analyze protein 
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conformations and dynamics. Traditional bottom-up HDX-MS of proteins is performed 

by diluting protein samples in D2O for varying lengths of time, ranging from seconds to 

days, and quenching the reaction at pH 2.5 and 0 oC. The traditional HDX method is 

optimized for backbone amide hydrogens of proteins, because the exchange rate of the 

backbone amide hydrogens is minimized at pH 2.5, minimizing the loss of deuterium 

labels on the amides during and after the quench step. However, the most abundant 

functional groups on carbohydrates are hydroxyls, which have exchange rates that are 

several orders of magnitude faster than amides.216 Therefore, recent developments in 

HDX methodology for carbohydrate analysis have focused on labeling during ionization 

or in gas phase. Specifically, altering exchange times on the microsecond timescale has 

been achieved by varying the size of initial electrospray (ESI) droplets.225, 302 

Carbohydrate isomers have also displayed varying deuteration behaviors via in-ESI225 

and gas-phase HDX,212 offering an optimistic outlook for differentiating isomers by 

HDX. However, localization of the deuterium labels in these methods has not been 

achieved. 

In a companion paper, we have established a method showing that fragments of a 

trisaccharide, melezitose, from collision induced dissociation (CID) display varying 

levels of deuteration, presenting an opportunity for assigning deuterium labels to specific 

sites despite the limited number of functional groups available. We have also shown that 

metal adduction, specifically to sodium ions, minimizes scrambling associated with 

collisional activation, which has been known to randomize deuterium labels on peptides. 

While fragmentation of deuterated carbohydrates revealed sub-local deuterium labels on 

melezitose, such sub-localization has not been compared between carbohydrate isomers. 
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Here we present an application of our method using HDX-CID-MS of sodium-adducted 

trisaccharides to show varying deuteration patterns of fragments from carbohydrate 

isomers. Three trisaccharide isomers are compared; melezitose, raffinose, and 

maltotriose. The relative deuteration levels between B/Z fragments, which are fragments 

that lose the glycosidic oxygen upon C-O bond cleavage, and C/Y fragments, which 

retain the glycosidic oxygen, across all carbohydrates tested show higher levels of 

deuteration for B/Z fragments, in agreement with our previous data. We attribute such 

differences in C/Y against B/Z fragments to the glycosidic bond cleavage mechanism of 

metal-adducted carbohydrates. In this paper, we illustrate a novel method of assigning 

deuterium labels on deuterated carbohydrates by tracking hydrogen or deuterium transfer 

during carbohydrate fragmentation. The deuterium localization on the carbohydrate 

hydroxyls were validated by density functional theory (DFT) calculations to deduce 

carbohydrate fragmentation mechanisms and the exchange rates of hydrogens involved. 

The differences in deuteration patterns observed for each isomer were closely related to 

the differences in conformations of the isomeric trisaccharides. 

 

5.3 Methods 

 

5.3.1 Materials 

 

Melezitose (α-D-Glc-[1→3]-β-D-Fru-[2→1]-α-D-Glc), raffinose (α-D-Gal-

[1→6]-α-D-Glc-[1→4]-β-D-Fru), and maltotriose (α-D-Glc-[1→4]-α-D-Glc-[1→4]-D-

Glc) were purchased from Sigma Aldrich (St. Louis, MO). Chemical structures of the 

sugars are shown in Figure D.1. Sodium acetate was purchased from VWR International 
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(Randor, PA). Deuterium oxide (D2O, 99.8%) was purchased from Cambridge Isotope 

Laboratories Inc. (Tewksbury, MA).  

 

5.3.2 Collision Induced Dissociation of Deuterated Carbohydrate-Sodium Complexes 

 

All CID experiments were performed on a Waters Synapt G2-S High Definition 

mass spectrometer equipped with a LockSpray Exact Mass Ionization Source (Waters 

Corporation, Milford, MA). Collision voltages were optimized for undeuterated 

carbohydrate-sodium adducts by increasing collision voltages in increments of 4 V and 

observing the fragmentation efficiency. Collision energies at which the disaccharide 

glycosidic bond cleavage products, such as C2, B2, Y2, and Z2 were produced at high 

intensities, were selected for experiments. Collision voltages in the ranges of 32 – 40 V 

were used for all sugars. Once collision energy was optimized, carbohydrate and sodium 

mixtures in 98% D2O were fragmented to confirm the number of labile hydrogens for 

each fragment. All fragments were labeled following the Domon and Costello 

nomenclature.155 While some carbohydrates are non-reducing sugars, both A/B/C and 

X/Y/Z fragments were assigned by following IUPAC nomenclature to show that isomeric 

species may exist for a given m/z. 

All samples were prepared at a 1:1 molar ratio of carbohydrate and sodium 

acetate in 25%, 50%, or 75% D2O and water and incubated and stored at 4 oC for at least 

24 hours before experiments. Samples were directly infused into the ESI source at 5 

µL/min. Data acquisition began after ~5 minutes of sample infusion to establish a 

D2O:H2O equilibrium in the ESI source to minimize variations over time due to changes 

in the residual solvent vapor composition in the source.16 A full mass spectrum was 

collected to obtain the deuteration level of the [M + Na]+ distribution. Then each m/z 
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peak in the distribution was isolated at LM Res 15.0 and fragmented. The number of 

replicates were n = 12. 

 

5.3.3 Data Analysis and Presentation 

 

Undeuterated samples were prepared in water. Fully deuterated samples were 

prepared in 98% D2O. The weighted, experimentally determined average m/z for 

undeuterated and fully deuterated precursor and fragments were calculated (Equation 

5.1), where m/z is the mass-to-charge ratio and I is the intensity of each isotopic peak. 

 

 (𝑚/𝑧) =
∑(𝑚 𝑧⁄ ) ∙ 𝐼

∑ 𝐼
 Equation 5.1 

 

The difference between the two m/z values would give the number of labile hydrogens on 

the precursor and fragment ions, shown as the numerator of Equation 5.2. Because the 

fragments have different numbers of labile hydrogens, the number of deuterium labels 

from experimental data could not be compared directly for different fragments. 

Therefore, all deuteration levels were reported as percent deuteration (%D) using the 

equation: 

 

 %𝐷 =
(𝑚 𝑧⁄ )𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − (𝑚 𝑧⁄ )0𝐷

(𝑚 𝑧⁄ )98𝐷 − (𝑚 𝑧⁄ )0𝐷
× 100 Equation 5.2 

 

Fragment deuteration levels were represented as scatter plots with error bars as 

standard deviation. Welch’s t-test was performed to confirm the statistical significance of 

differences in deuteration levels between fragments at 95% and 99% confidence interval, 

as outlined by Hageman and Weis.312 The Hageman and Weis approach of statistical 

significance testing was adapted to avoid overinterpretation of false positives that could 
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result from t-test alone. Briefly, two tests were utilized. First, Welch’s t-test was 

performed. Then, confidence intervals were established by multiplying t-values to 

standard error of the mean (SEM) of each sample. We determined that the difference in 

deuteration levels of two fragments were significant when (1) the two %D values were 

statistically different from t-test, and (2) the difference in %D between fragments fell 

outside the range given by the confidence interval. 

 

5.3.4 Computational Methods for Structural Analysis of Carbohydrate-Sodium 

Complexes  

 

MD simulations of ESI droplets were performed to obtain various conformers of 

carbohydrate-sodium complexes.96 The GROMACS package314 was used for all molecular 

dynamics (MD) simulations. Molecular structures for carbohydrates were first built and 

optimized using Glycam-Web315. The Paramchem/CGenFF-4.0337, 338 server was then used 

to generate topology files for each carbohydrate based on the CHARMM36 forcefield.339 

In building the droplets, each carbohydrate molecule was surrounded by pre-equilibrated 

solvent in a cubic system, and a sphere containing the carbohydrate with a radius of 3 nm 

was carved out. This size of this droplet is typical for simulating droplets at the late stages 

of evaporation and has the added benefit of being less computationally expensive due to 

the smaller number of solvent molecules. The average number of methanol molecules for 

our 3 nm-radius systems were 1673 ± 2 solvent molecules. Ten sodium ions were added to 

each droplet, to serve as the charge carriers for ionization in positive-ion mode for each 

system. The number of ions was less than the Rayleigh limit282, which is the maximum 

amount of charge which can be contained within a droplet of known radius, and is based 

on the surface tension of the solvent at the given temperature. Each droplet was placed in 
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vacuum and was energy-minimized using steepest descent and timesteps of 2 fs. All steps 

in the simulations employed the Verlet algorithm340. Following minimization, the 

equilibration step was initiated with random assignment of velocities to the system, 

generated from a Maxwell-Boltzmann distribution. The leapfrog integrator341 was 

employed with a timestep of 1 fs. The droplets were then equilibrated to the reference 

temperature of 300 K, which was regulated using a Nosé-Hoover thermostat342, 343 with a 

time constant of 1 ps. During equilibration, a flat-bottomed spherical potential was used to 

prevent the solvent from evaporating from the droplet. A pseudo-PME344 treatment was 

employed, which is recommended for handing electrostatics in systems consisting mostly 

of vacuum with periodic boundary conditions in all directions.  

Following equilibration, the production phase of the simulation, involving solvent 

evaporation and ion ejection, was performed with the exclusion of the flat-bottomed 

potential. Konermann’s code316,317 was used to remove any water or ions that had 

evaporated from the droplets, and to automate equilibration of the droplets between runs 

or “trajectory stitches”. This temperature equilibration is important to offset changes in 

temperature due to evaporative cooling.345 Each stitch was 50 ps long, with timesteps of 1 

fs. Energies, coordinates, and velocities were saved every 0.5 ps. During the production 

run, methanol evaporated from the droplet and the charge density increased until the 

Rayleigh limit was reached. At this limit, solvated sodium ions were ejected from the 

droplet. Successions of solvent evaporation and ion ejection events occurred, until a 

solvent-free adduct of carbohydrate bound to metal was obtained. Ten independent trials 

were performed for each carbohydrate, from building the initial droplets to adduct 
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formation in the gas phase. Output structures from the MD simulations were then used as 

input structures for structure calculations using Gaussian16. 

Density Functional Theory (DFT) calculations at the B3LYP 6-311++G(d) level 

of theory were used to optimize the above input structures of carbohydrate-metal 

complexes. The distance between hydroxyl hydrogens and the nearest glycosidic oxygens 

in the final optimized structures were measured using Avogadro software (v. 1.2.0).346 

 

5.4 Results and Discussion 

 

5.4.1 Exchange Rates of Primary and Secondary Hydroxyls on HDX of Melezitose 

 

In our companion paper, we reported that B/Z type fragments were detected at 

higher levels of deuteration compared to C/Y type fragments when sodium-adducted 

melezitose was fragmented by CID. Our hypothesis is that the difference in deuteration 

levels resulted from the primary hydroxyls, which have a faster exchange rate, back-

exchanging faster than secondary hydroxyls during ESI. This hypothesis is supported by 

reported exchange rates for cyclodextrin and maltoheptaose hydroxyls.318 We reported 

that scrambling, or the random redistribution of hydrogen and deuterium labels upon 

multiple collisional activations, was minimized when carbohydrates were adducted to 

sodium ions. Therefore, in this paper, we focus on the application of HDX-CID-MS to 

compare HDX of sodium-adducted carbohydrate isomers.  

Assuming that the fragmentation pathways of sodium-adducted carbohydrates 

proceed similarly, we compared the deuteration levels of B/Z and C/Y fragments from 

three isomers: melezitose, raffinose, and maltotriose. Although these three trisaccharides 

have different monosaccharide compositions and linkage patterns, they have been well 
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characterized and serve as good model systems for both structure and fragmentation 

analysis. 

For each glycosidic bond cleavage event, we assume that two major fragments are 

produced, and fragments are detected depending on which fragment is adducted to the 

sodium ion. Our proposed fragmentation pathways are based on publications from 

Bythell et al.310 in which a hydroxyl within the sodium-adducted carbohydrate donates a 

hydrogen to the glycosidic oxygen, initiating C-O bond cleavage. Upon bond 

dissociation, two types of fragments are formed: B/Z-type fragments and C/Y-type 

fragments. The hydrogen is donated to the glycosidic oxygen by a hydroxyl from the 

B/Z-type fragments. The same hydrogen and the glycosidic oxygen are transferred to the 

C/Y-type fragments (Figure D.2). A glycosidic bond cleavage in a trisaccharide leads to 

the production of four possible fragment pairs composed of equivalent structures to a 

disaccharide and a monosaccharide: B2/Y1, C2/Z1, Z2/C1, and Y2/B1. Melezitose, 

raffinose, and maltotriose are made up of three isomeric monosaccharide subunits, and 

isomeric fragments of B2/Z2, C2/Y2, B1/Z1, and C1/Y1 are produced. The isomeric 

fragments cannot be distinguished from one other without covalent labeling using 

isotopes such as 13C or 18O, so isomeric fragment pairs are compared as groups against 

other pairs of isomeric fragments in this paper. 

Deuteration levels of B2/Z2 and C1/Y1 fragments were compared. The two 

fragment groups are produced from the same glycosidic bond cleavage sites, and the 

movement of hydrogens involved in fragmentation can be tracked by comparing the 

difference in deuteration levels, as shown in Figure D.2. B2/Z2 fragments from melezitose 

were detected at higher deuteration levels compared to C1/Y1 fragments for 18 out of 19 
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precursor m/z, which were generated by spraying from 25%, 50%, and 75% D2O (Figure 

5.1A, Table D.1-3). To produce B2/Y1 and Z2/C1 fragment pairs, a hydrogen from the 

middle fructose ring is donated to either glycosidic oxygen to initiate fragmentation. The 

middle fructose subunit of melezitose has two primary hydroxyls, at the O(1′)H and 

O(6′)H positions, and one secondary hydroxyl, at the O(4′)H position.  

 

 

Figure 5.1. (A) Deuteration plots of B2/Z2 (navy square) and C1/Y1 (red circle) fragments 

generated from sodium-adducted melezitose and (B) representative structure of 

melezitose-sodium complex optimized by DFT calculations. Carbon atoms are shown in 

gray, oxygen atoms in red, hydrogen atoms in white, and sodium ion in purple. The 

glycosidic oxygens (O(3′) and O(1)) are highlighted in green. The hydrogen that is 

closest to the glycosidic oxygen, thus likely to initiate the glycosidic bond cleavages is 

highlighted in orange (O(6′)H). The O(1′)H hydroxyl points away from the glycosidic 

oxygens, and is unlikely to donate hydrogen. 

 

Intramolecular hydrogen bonding of carbohydrates are typically observed in a 

range of 1.8 to 2.6 Å 347, but Jeffery categorized hydrogen bonds with donor-acceptor 

distances of 2.3 – 3.2 Å  as “moderate, mostly electrostatic.”348 Therefore, OH—O 

distances less than or equal to 3.2 Å  are considered meaningful interactions for our 

analysis. DFT optimizations of ten melezitose-sodium complexes showed that the 
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hydrogens of the primary hydroxyls, particularly O(6′)H, is closer to the glycosidic 

oxygens compared to the hydrogen of the secondary hydroxyl, O(4′)H (Figure 5.1B). The 

distance between the hydrogen of the O(6′)H primary hydroxyl and the glycosidic 

oxygen, O(3′), was 4 ± 1 Å . The distance between the hydrogen of the O(4′)H secondary 

hydroxyl and the same glycosidic oxygen, O(3′), was 4.0 ± 0.2 Å . While the distances 

between each of the hydroxyls and the glycosidic oxygen are similar, a closer look at the 

individual structures reveals that that the distance and orientation for O(4′)H—O(3′) stay 

consistent across the ten examined conformations, which is reflected by the small 

standard deviation. However, the orientation for O(6′)H—O(3′) varies at different 

conformations, suggesting that there are conformations in which proton donation is more 

likely (Table D.4). Similarly, the average distance between the primary hydroxyl 

hydrogen at the O(6′)H position and the glycosidic oxygen, O(1), is 4 ± 1 Å . While the 

distance between the secondary hydroxyl hydrogen at the O(4′)H position and the 

glycosidic oxygen, O(1), is 5.0 ± 0.3 Å . However, five out of the ten examined 

conformations showed a conformation in which the O(6′)H—O(1) distance was shorter 

than 3 Å , with the shortest distance being 2.5 Å . Therefore, DFT optimizations suggest 

that the primary hydroxyls, especially at the O(6′)H position, likely donate a hydrogen to 

the glycosidic oxygens and initiate fragmentation to produce B2/Z2 fragments. 

Bekiroglu et al. reported that the exchange rate of primary hydroxyls at the O(6)H 

position is five to six times higher than the exchange rates of secondary hydroxyls at the 

O(2)H and O(3)H positions of maltoheptaose and cyclodextrins.318 We expect that the 

carbohydrates prepared in varying percentages of D2O undergo back-exchange during 

ESI, which occurs under atmospheric conditions, thus in the presence of ambient 
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moisture. We hypothesize that the higher exchange rate of primary hydroxyls leads to 

faster back-exchange of O(6′)H compared to the secondary hydroxyls. In turn, the O(6′)H 

hydroxyl hydrogen, which is closer to the glycosidic oxygens of melezitose, compared to 

the other hydroxyls, and thus more likely to initiate glycosidic bond cleavage, is 

transferred from B2/Z2 fragments to C1/Y1 fragments upon fragmentation (Figure D.2). 

Our hypothesis explains the higher deuteration level of B2/Z2 fragments, that lost a 

hydrogen rather than a deuterium, compared to C1/Y1 fragments, that received a hydrogen 

rather than a deuterium. 

 

 

Figure 5.2. (A) Deuteration plots of B2/Z2 (navy square) and C2/Y2 (golden circle) 

fragments generated from sodium-adducted melezitose and (B) representative structure of 

melezitose-sodium complex optimized by DFT calculations. Carbon atoms are shown in 

gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

glycosidic oxygens (O(3′) and O(1)) are highlighted in green. The hydrogens that are 

closest to the glycosidic oxygen, and thus likely to initiate glycosidic bond cleavages, are 

highlighted in orange (O(2′′)H and O(2)H). 

 

 

Comparison of the C2/Y2 and B2/Z2 fragments of melezitose revealed that the %D 

of the B2/Z2 fragment was significantly higher than the %D of the C2/Y2 fragment when a 
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higher m/z precursor was isolated (Figure 5.2A, Table D.5-7). C2/Y2 and B2/Z2 fragment 

structures differ by one hydroxyl and a labile hydrogen. Unlike C1/Y1 and B2/Z2 

fragments that are generated from the same glycosidic bond cleavage event, C2/Y2 and 

B2/Z2 fragments are produced from distinctive fragmentation sites. Therefore, the 

hydrogen that initiates the glycosidic bond cleavage for the two fragments should be 

tracked separately. As discussed earlier, fragmentation pathways leading to production of 

B2/Z2 are more likely initiated by the primary hydroxyl at the O(6′)H position. DFT 

optimized structures of melezitose-sodium complexes show that a secondary hydroxyl at 

the O(2′′)H position is in close proximity to the glycosidic oxygen O(3′), at 2.6 ± 0.5 Å, 

and thus it likely initiates fragmentation to generate the B1/Y2 fragment pair. On the other 

side of the molecule, one conformation shows the O(2)H hydroxyl close to the O(1) 

glycosidic oxygen, which may lead to production of the C2/Z1 fragment pair, again 

suggesting that contributions of the secondary hydroxyls are higher than primary 

hydroxyls for producing C2/Y2 fragments (Figure 5.2B). Following our earlier hypothesis 

that secondary hydroxyls would back-exchange more slowly compared to primary 

hydroxyls during ESI, we expect that the C2/Y2 fragments are more likely to receive a 

deuterium than a hydrogen, which would increase %D of C2/Y2 fragments. The increase 

in %D of the C2/Y2 fragments is also observed compared to C1/Y1 fragments, which 

likely received a hydrogen from the primary hydroxyl of the B2/Z2 fragments, as the 

difference in deuteration levels between C2/Y2 and B2/Z2 is reduced (Figure 5.2A). The 

structures for B2/Z2 fragments have two primary hydroxyls and four secondary hydroxyls, 

compared to three primary hydroxyls and five secondary hydroxyls of C2/Y2 fragments. 

The ratio of primary hydroxyls, which more likely back-exchanged to hydrogens, to 
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secondary hydroxyls, which more likely retained deuterium, also support the observation 

that B2/Z2 fragments are detected at higher deuteration levels compared to C2/Y2 

fragments. 

 

5.4.2 Hydrogen Bonds and Cooperativity Effects on HDX of Raffinose with Asymmetric 

Terminal Sugars 

 

 Unlike melezitose, raffinose does not have any primary hydroxyls available to 

donate a proton and initiate glycosidic cleavage, because the primary hydroxyl at the 

O(6′)H position is covalently linked to galactose. Thus, all proton sources from B2/Z2 

fragments come from secondary hydroxyls. While a C-H bond may also protonate the 

glycosidic oxygen310, fragmentation of fully deuterated raffinose adducted to sodium 

reveals loss of a labile hydrogen for B2/Z2 and gain of a labile hydrogen for C1/Y1 

fragments, meaning a hydrogen transfer occurred from an O-H rather than a C-H (Figure 

D.3). Although a deuterium likely retained by a slower exchanging secondary hydroxyl 

was transferred during raffinose fragmentation, B2/Z2 fragments of raffinose were 

detected at higher deuteration levels compared to C1/Y1 fragments (Figure 5.3A, Tables 

D.5-7). This observation is similar to that observed for melezitose, although a primary 

hydroxyl likely donated a hydrogen to initiate fragmentation of melezitose (Figure 5.1B). 

Moreover, the difference in deuteration level between B2/Z2 and C1/Y1 is larger for 

raffinose, with B2/Z2 being 2 ± 1 % more deuterated than C1/Y1 across all precursor m/z 

values in 25%, 50%, and 75% D2O. For melezitose, B2/Z2 fragments were 0.5 ± 0.6 % 

more deuterated than C1/Y1 fragments. Such differences in deuteration pattern between 

the two isomers may be explained by the fragment structures of each isomer. While both 

melezitose and raffinose are composed of two pyranoses, or six-membered rings, and one 
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furanose, or a five-membered ring, the furanose is located in the middle for melezitose 

and on the end for raffinose. B2 and Z2 fragments of melezitose have similar structures, 

with a pyranose covalently linked to a stacked-furanose ring, while C1 and Y1 fragments 

are consequently a pyranose ring (Figure D.2). However, B2 fragments of raffinose have 

two pyranose rings, producing a furanose Y1 fragment, and Z2 fragments of raffinose 

have one pyranose and one furanose ring linked together, producing a pyranose C1 

fragment (Figure D.4). Although B2 and Z2 fragments of raffinose are isomeric, as are C1 

and Y1 fragments, the composition of labile hydrogens from primary and secondary 

hydroxyls differ. 

 

 

Figure 5.3. (A) Deuteration plots of B2/Z2 (navy square) and C1/Y1 (red circle) fragments 

generated from sodium-adducted raffinose and (B) representative structure of raffinose-

sodium complex optimized by DFT calculations. Carbon atoms are shown in gray, 

oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

glycosidic oxygen (O(6′)) and the most likely source of hydrogens to initiate the 

glycosidic bond cleavage (O(4′)H) are highlighted in orange for production of the C1/Z2 

fragment pair. The glycosidic oxygen (O(2)) and the most likely source of hydrogens to 

initiate the glycosidic bond cleavage (O(2′)H) are highlighted in green for production of 

the B2/Y1 fragment pair. 
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The primary hydroxyl forming a 1→6 linkage, with a methyl between the 

hydroxyl and the sugar ring, results in a longer distance between the two 

monosaccharides compared to when a secondary hydroxyl forms the glycosidic bond, 

such as in the 2→1 linkage. Electronic structure calculations of sodium-adducted 

raffinose show that protonation of the glycosidic oxygen between the two pyranose rings 

bonded by a 1→6 linkage is less favorable than protonation of the gycosidic oxygen 

between the glucose and fructose. Thus, production of B2 and Y1 fragments is favored 

over production of Z2 and C1 fragments (Figure D.4), and fragmentation around O(6′) 

oxygen for production of B2/Y1 is not considered. The average distance between the 

secondary hydroxyl hydrogen at the O(2′)H position and the glycosidic oxygen linking 

glucose and fructose, O(2), is 2.6 ± 0.6 Å , whereas all other hydroxyl and glycosidic 

oxygen pairs are at least 4.5 Å  apart (Table D.11). We hypothesize that a furanose Y1 

fragment with two primary hydroxyls, generated from fragmentation initiated by 

protonation of the glycosidic oxygen by the O(2′)H hydroxyl, would have higher levels of 

back-exchange compared to the B2 fragment with two pyranose rings and only one 

primary hydroxyl. Thus, the difference in deuteration levels between the two fragments is 

expected to be higher than if the Y1 fragment was a pyranose ring with only one primary 

hydroxyl, such as in melezitose. 

The deuteration levels of the B2/Z2 fragments from raffinose were significantly 

higher than the deuteration levels of the C2/Y2 fragments as well (Figure 5.4A, Table 

D.8-10). The hydroxyl hydrogen that was the closest to the glycosidic oxygen, O(2), was 

the secondary hydroxyl at the O(3)H position, at 2.6 ± 0.7 Å . All other hydroxyls were at 

least 3.8 Å  away from O(2). Transfer of hydrogen from O(3)H to O(2) would produce the 
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C2/Z1 fragment pair. For the glycosidic bond cleavage site that would generate the B1/Y2 

fragment pair, the O(2′′)H hydroxyl was found in close proximity to the glycosidic 

oxygen O(6′) in two of the conformations. Therefore, secondary hydroxyl contributions 

to the C2/Y2 fragments are expected to be greater than those of the primary hydroxyls.  

Hypothesizing that the fragmentation pathway generating B2 is more energetically 

favorable compared to the one leading to Z2 production, due to the steric hindrance of the 

elongated 1→6 linkage, the structures that are compared are B2 against C2 and Y2 

fragments. The distinction of the C2 and Y2 fragment structures is important because the 

C2 fragment would have two pyranose rings and the Y2 fragment would consist of one 

pyranose and one furanose ring. From the conformations obtained from DFT 

calculations, both the C2 and Y2 products seem viable, although the O(3)H—O(2) 

interaction leading to C2 production is observed more often. Therefore, we expect that the 

averaged %D of the C2/Y2 fragments have higher C2 fragment population. The C2 

fragment would have the same structure as the B2 fragment except for an extra hydroxyl 

and a labile hydrogen, and thus similar levels of deuteration are expected for the common 

structures shared by C2 and B2 fragments. Moreover, the C2 fragment would more likely 

gain a deuterium rather than a hydrogen from the secondary hydroxyl O(2)H upon 

fragmentation and have only one fast-exchanging primary hydroxyl, O(6′′)H. However, 

the %D of the C2/Y2 fragment was close to 2% lower than the %D of the B2/Z2 fragment, 

which more likely lost deuterium than hydrogen during fragmentation. 
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Figure 5.4. (A) Deuteration plots of B2/Z2 (navy square) and C2/Y2 (golden circle) 

fragments generated from sodium-adducted raffinose and (B) representative structure of 

raffinose-sodium complex optimized by DFT calculations. Carbon atoms are shown in 

gray, oxygen atoms in red, hydrogen atoms in white, and sodium ion in purple. The most 

likely source of hydrogen to initiate glycosidic bond cleavage for production of the B2 

fragment is (O(2′)H). The hydrogen bonding network involving O(2′)H is highlighted in 

orange. The glycosidic oxygen (O(2)) is highlighted in green. The most likely source of 

hydrogen to initiate glycosidic bond cleavage for the production of the C2 fragment is 

(O(3)H), which is highlighted in blue. 

 

 

One potential contributing factor to lower %D of C2 is the hydrogen bonding 

network that is observed in raffinose molecules. The middle glucose subunit of raffinose 

has O(2′)H and O(4′)H hydroxyls in axial positions that form a O(4′)H—O(2′)H or a 

O(4′)H—O(2′)H—O(2) hydrogen bonding network (Figure 5.4B). Dashnau et al. 

reported that such interactions between O(2)H and O(4)H decrease the hydrogen bonding 

between the hydroxyls and solvent, leading to water structures characteristic of 

“hydrophobic solvation.”347 In this hydrophobic solvation structure, the interactions 

between water molecules are greater, similar to the interactions observed in bulk solution. 

If the hydroxyl bonding network is terminated by interacting with the ring oxygen, which 
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does not have a free hydroxyl hydrogen to continue the hydrogen bonding network, the 

hydrophobic solvation effect is increased. Moreover, the interactions between hydroxyl 

hydrogens and oxygens become stronger with additional hydroxyls involved in the 

network, known as cooperativity. In some conformations of raffinose, the O(4′)H—

O(2′)H network is shown to interact with the glycosidic oxygen O(3), rather than the ring 

oxygen O(5). We hypothesize that similar hydrophobic solvation effects shield the 

secondary hydroxyls O(2′)H and O(4′)H from exchanging in solution. NMR studies of 

partially deuterated samples have shown that the hydroxyl that acts as the donor in a 

hydrogen bonding network reveals reduced exchange compared to unprotected groups.349 

Moreover, stachyose, which has a strong intramolecular hydrogen bond, displayed lower 

deuteration level during MALDI-HDX.246 However, these interactions are transient, and 

we expect that the hydrophobic solvation effect would not completely inhibit HDX on the 

hydroxyls involved in the hydrogen bonding network during the 24-hour incubation time. 

Rather, these effects would more likely reduce back-exchange during ESI on the 

hydroxyls involved in hydrogen bonding network. Therefore, we hypothesize that B2 and 

C2 fragments have similar deuteration levels. on the other hand, the isomeric Y2 

fragment, containing the furanose ring with two fast-exchanging primary hydroxyls, is 

expected to have lower %D, consistent with the Y1 fragment as discussed earlier. Thus, 

the detection of both C2 and Y2 fragments would collectively have lower %D compared 

to B2 fragments having higher %D, supporting the observation that the deuteration levels 

of C2/Y2 compared to B2/Z2 fragments are lower. 
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5.4.3 HDX of Maltotriose with Fast-Exchanging Anomeric Hydroxyls on the Reducing 

End 

 

Whereas melezitose and raffinose are non-reducing sugars with two pyranose and 

one furanose ring, maltotriose is a reducing sugar composed of three pyranose glucose 

subunits. While the reducing end is expected to interchange between α- and β-anomers in 

solution via mutarotation, glucose is rarely found in five-membered ring forms.350 

Therefore, only pyranose forms for the reducing end of maltotriose are considered. 

Although protocols for 18O-labeling of reducing sugars are available, isotope labeling of 

maltotriose was not performed here to avoid inaccurate interpretation of mass spectra 

where 18O and deuterium peaks overlapped. Therefore, isomeric fragment pairs such as 

B2/Z2 and C1/Y1 are compared together in the same manner as for melezitose and 

raffinose. 

Similar to patterns observed for melezitose and raffinose, deuteration levels of 

B2/Z2 fragments of sodium-adducted maltotriose were higher than deuteration levels of 

C1/Y1 fragments, although the differences are less pronounced (Figure 5.5A, Tables 

D.15-17). Overlaps between the two fragments were observed for maltotriose fragments, 

compared to melezitose and raffinose fragments. Electronic structure calculations of 

maltotriose show that fragmentation to generate B2/Y1 and Z2/C1 fragments are likely 

initiated by secondary hydroxyls of the middle glucose, particularly the one at the O(2′)H 

position, rather than the primary hydroxyl at the O(6′)H position (Figure 5.5B, Figure 

D.5). The average distance between the secondary O(2′)H hydroxyl hydrogen and the 

first glycosidic oxygen, O(2′)H—O(4′), is 3 ± 1 Å , but only three of the ten examined 

conformations showed the O(2′)H hydroxyl hydrogen forming a hydrogen bond with the 

glycosidic oxygen O(4′) (Table D.18). The average distance between the secondary 
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O(2′)H hydroxyl hydrogen and the second glycosidic oxygen, O(2′)H—O(4), is 3.4 ± 0.3 

Å . The average distances between the primary O(6′)H hydroxyl hydrogen to the two 

glycosidic oxygens, O(4′) and O(4), are 4.9 ± 0.2 Å  and 6.0 ± 0.7 Å , respectively, 

suggesting that protonation of the glycosidic oxygens by the O(6′)H primary hydroxyl 

hydrogen is less likely than by the O(4′)H secondary hydroxyl. Therefore, our earlier 

hypothesis that the difference in deuteration levels between fragments reflect varying 

exchange rates of primary and secondary hydroxyls is not appropriate for maltotriose 

fragments. 

 

 
 

Figure 5.5. (A) Deuteration plots of B2/Z2 (navy square) and C1/Y1 (red circle) fragments 

generated from sodium-adducted maltotriose and (B) representative structure of a 

maltotriose-sodium complex optimized by DFT calculations. Carbon atoms are shown in 

gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

glycosidic oxygens (O(4′) and O(4)) are highlighted in orange. The most likely source of 

hydrogen to initiate the glycosidic bond cleavage (O(2′)H) is highlighted in green. 

 

Although 18O isotope-labeling of the anomeric hydroxyl was not performed in our 

experiment, Tsai et al. reported that both C1 and Y1 fragments were observed at similar 
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intensities from fragmentation of sodium- and lithium-adducted maltose, a disaccharide 

form of maltotriose.351 Therefore, we hypothesize that both isomeric pairs of B2/Y1 and 

Z2/C1 are produced (Figure D.5). The identification of maltotriose fragments is 

particularly important when assigning deuterium labels because the hydroxyl at the 

anomeric carbon on the reducing end is the most acidic of the five hydroxyls of the 

monosaccharide119 and is expected to have a higher exchange rate than primary 

hydroxyls. The high standard deviation observed for the C1/Y1 fragments of sodium-

adducted maltotriose also suggests the presence of multiple isomeric species at different 

deuteration levels, leading to more variability within the averaged percent deuteration 

values. However, electronic structure calculations of sodium-adducted maltotriose 

suggest that formation of Z2/C1 is more likely than B2/Y1, based on the distance between 

O(2′)H—O(4′) (Table D.19). 

 

 

Figure 5.6. Representative structures of maltotriose-sodium complexes with extensive 

hydrogen bonding networks on the non-reducing end. Carbon atoms are shown in gray, 

oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

hydroxyls involved in the hydrogen bonding network are highlighted in (A) yellow for 

O(4′′)H—O(3′′)H—O(2′′)H and (B) green for O(2′′)H—O(3′′)H—O(4′′)H—O(6′′)H. 

Notice that the directions of the two networks are opposite. 
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Figure 5.7. (A) Deuteration plots of B2/Z2 (navy square) and C2/Y2 (golden circle) 

fragments generated from sodium-adducted maltotriose and (B) representative structure 

of a maltotriose-sodium complex optimized by DFT calculations. Carbon atoms are 

shown in gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in 

purple. The glycosidic oxygens, O(4) and O(4′), are highlighted in yellow. The hydroxyl 

hydrogens that would need to be donated to the glycosidic oxygens to produce the C2 and 

Y2 fragments are highlighted in green. 

 

 

Optimized structures of maltotriose-sodium complexes revealed the presence of 

extended hydrogen-bonding network on the non-reducing end. Both O(4′′)H—O(3′′)H—

O(2′′)H and O(2′′)H—O(3′′)H—O(4′′)H—O(6′′)H interactions have been observed 

(Figure 5.6). Regardless of the direction of the hydrogen bonding, such an extensive 

network is expected to affect the solvent-hydroxyl interactions, as discussed earlier for 

raffinose, and induce hydrophobic solvation effects. Some intramolecular hydrogen 

bonding was observed on the reducing end as well, particularly for O(2)H—O(1)H, but 

the interactions involved smaller numbers of hydroxyls for the reducing end and were 

also less common. Therefore, we hypothesize that the hydrogen-bonding network on the 

non-reducing end likely increased the deuteration on the non-reducing end. C1 and B2 

fragments contain the terminal glucose from the non-reducing end, whereas Y1 and Z2 



132 

 

fragments have the glucose on the reducing end with the anomeric hydroxyl. Regardless 

of which fragment pairs are detected at higher intensity, whether C1/B2 or Y1/Z2, we 

hypothesize that these structural difference between B2/Z2 and C1/Y1 fragments is 

minimal due to the terminal sugars equally affecting both fragment types. 

Comparison of the %D between the C2/Y2 and B2/Z2 fragments of maltotriose 

revealed similar patterns to the one observed between C1/Y1 and B2/Z2 (Figure 5.7A, 

Table D.19-21). Previous literature examining maltotriose with an 18O-labeled anomeric 

hydroxyl  in a deprotonated state favored formation of C2 fragments over Y2 fragments352, 

retaining charge on the non-reducing end. Ion mobility of lithium-adducted trisaccharides 

revealed that two distinct arrival time distributions were observed for the C2/Y2 fragment 

of maltotriose, with one distribution detected at ten times the intensity of the other, as 

opposed to a single, compact feature for either melezitose or raffinose.353 However, DFT 

optimizations of maltotriose-sodium complexes showed very few conformations in which 

a clear hydroxyl contribution to the glycosidic oxygen would produce the C2/Y2 

fragments (Figure 5.7B). One hypothesis that may explain our computational results is 

that the C2/Y2 fragments of maltotriose may be primarily products of secondary 

fragmentation, such as from the dehydrated precursors. It has been shown that 

dehydration occurs for reducing sugars with metal adducts, with high preference for the 

loss of H2O occurring from the anomeric carbon on the reducing end324, 354, 355, although 

dehydration may also occur on the non-reducing end.355, 356 Such dehydration products 

can also undergo additional fragmentation to produce glycosidic bond cleavage products 

such as B and C fragments, which are predominantly on the non-reducing side.356 Again, 

regardless of which fragment pairs are detected at higher intensity, we hypothesize that 
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both the reducing and non-reducing ends of maltotriose have similar levels of 

deuteration, leading to minimal difference in deuteration levels between B2/Z2 and C2/Y2 

fragments. 

 

5.5 Conclusion 

 

Deuterium labels on fragments generated from sodium-adducted trisaccharides 

were assigned. The deuteration levels of fragments are closely linked to the 

fragmentation processes of each carbohydrate-metal complex. We hypothesize that the 

difference in exchange rates between primary and secondary hydroxyls and solution-

phase intramolecular hydrogen bonding networks are reflected in the deuteration levels of 

fragments. Our hypothesis is supported from our comparison of isomeric carbohydrates 

that have contributions from different hydroxyl locations towards the glycosidic bond 

dissociation.  We have provided groundwork for structural assignments of carbohydrate 

isomers via HDX-MS with our method combining experimental and computational 

approaches to correlate carbohydrate conformations and fragmentation pathways. Our 

method provides in-depth interpretations of carbohydrate structures and HDX patterns by 

computationally examining populations of carbohydrate conformations derived from 

simulations of evaporating ESI droplets, rather than a single theoretical conformation, 

thus better representing carbohydrate flexibility. Assigning deuterium labels based on 

conformations and therefore expected fragmentation pathways, instead of exchange rates 

alone, adds another dimension to the analysis that is crucial for molecules with rapidly 

exchanging functional groups that have a narrow range of exchange rates. Because we 

have validated deuterium assignment based on common motifs observed for 

carbohydrates, such as exchange rates of primary and secondary hydroxyls, 
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intramolecular hydrogen bonding, and linkage patterns, we expect that future HDX-CID-

MS analysis of carbohydrates with similar structures may be achieved with experimental 

data alone. Therefore, our novel method lays out a significant step towards expanding the 

boundaries of HDX for the structural analysis of carbohydrates.  
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CHAPTER SIX 

 

Summary and Future Directions 

 

 

6.1 Summary 

 

Glycan analysis is significant for understanding cellular biology as well as 

scientifically intriguing due to the diverse and complex nature of carbohydrates and the 

analytical challenges they pose. While extensive research on carbohydrates is performed 

in numerous fields of science, three-dimensional structural analysis of carbohydrates is 

still limited. Multiple novel methods were presented here, especially regarding 

application of rapid hydrogen/deuterium exchange (HDX) for structural analysis of 

carbohydrates containing rapidly-exchanging hydroxyls. Carbohydrates were analyzed 

via mass spectrometry (MS) with some complementary studies using computational 

calculations. 

Chapter One provided an overview for basic monosaccharides, analytical 

techniques currently employed in analysis of carbohydrates with emphasis on MS, and a 

brief introduction to HDX in the context of labeling rapidly exchanging functional 

groups. 

In Chapter Two, we reported the in-source HDX effect of residual solvent vapors 

on carbohydrate hydroxyls. The build-up of residual water or methanol vapors from 

previous runs, as well as solvent from the current sample make up, resulted in 

accumulation of solvent vapors in electrospray sources and in-ESI HDX that overwrote 

solution-phase labeling. The residual solvent vapor HDX effect not only affected 
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carbohydrate hydroxyls but also other rapidly exchanging functional groups on peptides. 

Our report provides significant insight into analysis of other biomolecules, such as 

proteins, especially when deuterating reagent is present in the sample, because rapidly 

exchanging functional groups are affected by in-ESI HDX yet commonly disregarded. 

Our finding also laid groundwork for other investigations reported here because of our 

observation of carbohydrate hydroxyls undergo HDX during ESI. 

Chapter Three explored utilization of double-barrel ESI tips, called theta-ESI 

emitters for rapid-labeling HDX of carbohydrates during ESI. Labeling in the 

microsecond timescale was achieved by spraying D2O coaxially to carbohydrates. 

Deuteration time was manipulated by varying the spray tip diameter, affecting the initial 

ESI droplet sizes and thus changing the droplet desolvation time. Because carbohydrate-

metal complexes in the gas phase do not undergo HDX, the exchange time was 

effectively limited by the droplet lifetime, which was measured by protein folding 

experiments. Our report illustrating the use of theta-ESI HDX is a significant step 

towards applying solution-phase HDX to carbohydrate analysis for biologically relevant 

structures, because the rapid exchange rate of hydroxyls has limited the ability to control 

the exchange time and thus obtain multiple deuteration stages for comparison. 

Controlling the exchange time is a crucial part of HDX for structural analysis because the 

difference in deuteration levels at two different timepoints give meaningful information 

based on exchange at various sites of the analyte as well as dynamics. 

Chapter Four presented a novel application of collision induced dissociation 

(CID) for localization of deuterium labels on carbohydrate-metal complexes. We 

investigated the effect of vibrational activation on scrambling of sodium- and calcium-
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adducted carbohydrates. We also observed that carbohydrate fragments were detected at 

varying levels of deuteration and linked the differences to carbohydrate fragmentation 

mechanisms to assign the labels. Specifically, the faster exchange rate of primary 

hydroxyls compared to secondary hydroxyls more likely led to more back-exchange 

during ESI, altering the percent deuteration (%D) for different fragments. Our findings 

provide a novel approach to carbohydrate analysis using HDX, because the rapid 

exchange rates of primary and secondary hydroxyls have traditionally been presented 

together. The ability to detect and interpret the close difference in exchange rates between 

primary and secondary hydroxyls is a significant contribution for HDX of carbohydrates, 

which typically have limited variety in functional groups. 

In Chapter Five, we expanded our method in Chapter Four to investigate 

differences in isomeric trisaccharides that each have unique fragmentation pathways and 

illustrated the correlation between deuterium labels and carbohydrate conformations. 

Specifically, computational approaches were employed to obtain optimized gas-phase 

carbohydrate structures to determine the source of hydrogens used in each isomer for 

respective fragmentation pathways. Deuterium labels on carbohydrates were assigned by 

tracking the hydrogen that was used for initiating glycosidic bond cleavages. Therefore, 

we presented a novel application of HDX-MS/MS that is easily accessible by common 

mass spectrometers with CID, which provides multi-dimensional insight, including the 

carbohydrate conformation, fragmentation pathway, and local exchange rates that vary 

for carbohydrate isomers. Thus, our reports provide groundwork for in-depth 

interpretation of HDX patterns on carbohydrates, whose analysis has been limited by the 

heterogeneous and complex nature of isomeric sugars. 
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Overall, the work presented here has expanded the boundaries of traditional HDX 

for structural analysis of carbohydrates. We achieved rapid solution-phase labeling and 

assigned deuterium labels on functional groups that are closely related in exchange rates. 

While our work has focused on characterization of carbohydrates and hydroxyls, the 

implications of our findings extend to other biomolecules with rapidly exchanging 

functional groups, such as peptide side chains. 

 

6.2 Future Directions 

 

 The work presented here have been performed with trisaccharide model systems 

that were adequate for proof-of-concept but smaller and less complex than glycans found 

in biological samples. Our work could be expanded to analyze larger oligosaccharides 

with more diverse functional groups and monosaccharide subunits. 

The ability to vary HDX time in the microsecond timescale using theta-ESI 

emitters would enable comparative analysis of glycan isomers in the traditional time 

versus deuteration plot used for proteins. We expect that application of short time HDX 

for glycan analysis would be useful for obtaining not only structural and conformational 

details, but also dynamic properties of glycans which are highly flexible in solution. 

Furthermore, glycan-protein or glycoprotein-protein interactions may be explored by 

comparing free glycans against the interacting complexes. For interaction analysis, 

labeling can be achieved in both hydroxyls on glycans as well as side chains of proteins. 

The rapid labeling could be used to detect short-lived interactions, or more stable 

complexes that could be dissociated in the gas phase to observe local labeling. 

Our HDX-CID-MS could be coupled to real-time online separations from LC to 

analyze mixtures of glycans. While every peak in the deuterated precursor distribution 
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was isolated and fragmented in Chapters Four and Five, the CID method could be 

modified to fragment the representative peak in the lower, middle, or higher %D part of 

the distribution. Coupling to separation techniques would enable HDX analysis of 

mixtures that would previously have required two different steps for separation and 

HDX. Similarly, glycans can be analyzed by using HDX-CID and ion mobility in tandem 

to achieve gas-phase separation of ions for additional structural information. For instance, 

carbohydrates that are observed in multiple conformations via IM-MS, due to changes in 

structure from metal adduction, may benefit from localization of deuterium labeling to 

obtain additional insight into structural shifts. 

Finally, other types of fragmentation, such as electron transfer dissociation 

(ETD), which is commonly used for HDX-MS/MS experiments, can also improve our 

understanding of glycan conformations and fragmentation pathways as additional 

fragments could be obtained. Different fragmentation techniques have distinct 

fragmentation mechanisms, and deuterium labels on diverse locations may be tracked by 

changing fragmentation methods. 
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APPENDIX A 

 

Supplementary Information for Chapter Two: Mass Spectral Detection of Forward- and 

Reverse-Hydrogen/Deuterium Exchange Resulting from Residual Solvent Vapors in 

Electrospray Sources 

 

 

 

Figure A.1. Structures of melezitose and tri-N-acetylglucosamine (NAG3). Both 

carbohydrates contain 11 labile hydrogens, including hydroxyls (red) and acetamido 

hydrogens (blue). 
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Figure A.2. HDX spectra of sodiated-melezitose in mixtures of D2O and H2O. Spectra 

were collected after pre-equilibrating the source with a solvent composition matching that 

of the sample: 50 % D2O and 50 % H2O or 80 % D2O and 20 % H2O. Representative 

mass spectra are shown following 30 s (top) and 60 s (bottom) of in-solution HDX 

labeling time.  

 

 

The LockSpray Exact Mass Ionization Source of a Waters Synapt G2-S HDMS 

was pre-equilibrated with mixtures of D2O and H2O matching the solvent composition of 

the sample. Samples were infused at 5 µL/min or 10 µL/min. The source was not 

evacuated between runs. 

Figure 2.2 of the paper showed that deuterium uptake increased with increasing 

sample infusion rate. However, pre-equilibration of the source with solvent matching the 

sample composition resulted in a constant deuterium uptake regardless of in-solution 

HDX time or sample flow rate. Sodiated-melezitose in 50 % D2O was ~50 % deuterated 

at both infusion rates and after 30 s and 60 s of in-solution HDX. Sodiated-melezitose in 

80 % D2O remained ~80 % deuterated after in-solution HDX for 30 s or 60 s. Similar 

spectra were observed over approximately five minutes of data collection. 
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Figure A.3. Residual solvent vapors caused in-ESI HDX of sodiated-melezitose. Proton 

uptake of deuterated melezitose-sodium adducts is plotted for each replicate following 

pre-equilibration of the source with H2O, methanol (MeOH), or acetonitrile (ACN). The 

number of deuterium exchanges is plotted versus time. 

 

 

The experiments were performed in a Waters Synapt G2-S with LockSpray 

Exact Mass Ionization Source. The experimental procedure was described in the 

Experimental section of the paper, titled ‘HDX following pre-equilibration of the source.’  

 Acetonitrile, which does not have labile hydrogens, was used as a control and had 

a constant deuterium content of 97.2 ± 0.5 % (10.77 ± 0.05 D). Up to ~15 % back 

exchange was observed at the earliest time points following pre-equilibration with H2O, 

whereas up to ~9 % back exchange was observed from pre-equilibration with methanol. 

Following pre-equilibration with H2O, the deuteration level increased from 9 ± 1 D (80 ± 

20 %) at t = 0 s to 10.754 ± 0.006 D (97.16 ± 0.06 %) after 20 s. Pre-equilibration with 

MeOH resulted in deuteration of 10.6 ± 0.4 D (96.0 ± 0.4 %) at t = 0 s and 10.79 ± 0.06 

D (97.4 ± 0.4 %) after 20 s. The data for MeOH and H2O are consistent with the data 

presented in Figure 2.3.  
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Examining the relationship between source temperature and residual solvent 

vapor HDX. The LockSpray Exact Mass Ionization Source of a Waters Synapt G2-S 

HDMS was pre-equilibrated with D2O for 5 minutes at a flow rate of 20 μL/min. Then, 

melezitose and NaCl mixtures were infused for 2 minutes at a flow rate of 10 μL/min. To 

equilibrate the source back to atmospheric conditions, the source was then evacuated for 

20 minutes with no solvent entering the source and with the capillary voltage set to 0 kV. 

Experiments were run in triplicate with the source at three temperatures, on two different 

days. The goal of these experiments was to determine if a higher source temperature, the 

temperature of the capillary from source cone into vacuum chamber, resulted in faster 

evacuation of residual D2O vapor. The temperatures were selected around the boiling 

point of water to examine the correlation of residual solvent HDX and solvent volatility; 

however, the maximum temperature of the source was 150 ⁰C. Initial detection of signal 

with ion count > 500 and S/N > 3 was set to t = 0 s. We calculated the time for the 

deuterium level of sodiated-melezitose to decrease to 95 % of the initial deuterium 

content.  

  



145 

 

Table A.1. Effect of source temperature on the time required for the initial deuterium 

uptake to decrease by 95 %  

 

Source Temperature Variations 

  Day 1 Day 2 

Replicates 100 C 120 C 150 C 80 C 100 C 150 C 

1 1.65 s 2.03 s 2.93 s 1.71 s 1.89 s 2.35 s 

2 2.10 s 2.46 s 2.33 s 1.27 s 1.78 s 1.75 s 

3 2.12 s 3.20 s 2.31 s 2.51 s 1.35 s 1.82 s 

Average 1.96 s 2.56 s 2.52 s 1.83 s 1.67 s 1.97 

Stdev 0.27 0.59 0.35 0.63 0.29 0.33 

Range 1.7-2.3 s 2.0-3.2 s 2.1-2.9 s 1.2-2.4 s 1.4-2.0 s 1.5-2.1 s 
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Figure A.4. Correlation plot illustrating no observable relationship between source 

temperature and time for deuterium uptake to decrease by 95 %. Data points are the 

average values with error bars illustrating the standard deviations of a minimum of three 

replicate measurements. 

 

 

The desolvation temperature was also varied. The desolvation temperature is the 

temperature of the high-flow desolvating gas that aids in desolvation of the analytes from 

droplets. We calculated the length of time between observing the 10D peak and the 1D 

peak. 
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Table A.2. Effect of desolvation temperature on residual solvent vapor HDX. The rate of 

deuterium loss at the two desolvation temperatures were within the error of the 

measurements. 

 

Desolvation Temperature 

Replicates 120 C 350 C 

1 6.24 s 3.24 s 

2 5.76 s 5.82 s 

3 5.34 s 5.58 s 

Average 5.78 s 4.88 s 

Stdev 0.45 1.43 

Range 5.3-6.2 s 3.5-6.3 s 
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Examining the relationship between source gas flow rates and residual solvent 

HDX. The LockSpray Exact Mass Ionization Source of a Waters Synapt G2-S HDMS 

was pre-equilibrated with D2O for 5 minutes at a flow rate of 20 μL/min. Then, 

melezitose and NaCl were infused for 2 minutes at a flow rate of 10 μL/min. To 

equilibrate the source back to atmospheric conditions, the source was then evacuated for 

20 minutes with no solvent entering the source and with the capillary voltage set to 0 kV. 

During evacuation, all pressures were set to control conditions, (cone gas = 60 L/h, 

desolvation = 500 L/h, and nebulizer = 6.0 bar) so that the evacuation occurred under the 

same conditions. Experiments were run in triplicate. The effects of cone gas, desolvation 

gas, and nebulizer gas flow were examined to determine if increasing the pressure in the 

closed source changed the rate of evacuation of residual D2O vapor. Initial detection of 

signal with ion count > 500 and S/N > 3 was set as t = 0 s. We calculated the time for the 

deuterium level of sodiated-melezitose to decrease to 95 % of the initial deuterium level.  
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Table A.3. Effect of gas flow rates on residual solvent vapor HDX   

 

Pressure Variations 

  Cone Gas (L/h) Desolvation Gas (L/h) Nebulizer Gas (Bar) 

Run 10 60 160 200 500 800 2.5  4.0  6.0  

1 1.86 s  2.40 s  1.85 s  2.01 s 2.40 s  1.54 s  2.07 s  1.58 s  2.40 s  

2 1.30 s  3.24 s  3.14 s  5.95 s  3.24 s  0.98 s  1.88 s  0.88 s  3.24 s  

3 2.03 s  1.99 s  1.59 s  2.66 s  1.99 s  1.66 s  1.90 s  1.51 s  1.99 s  

4 1.11 s          2.85 s        

Average 

(s) 1.58  2.54  2.19  3.54  2.54  1.76  1.95  1.32  2.54  

Stdev 

(s) 0.44 0.64 0.83 2.11 0.64 0.79 0.1 0.39 0.64 

Range 

(s) 

1.2-

2.0  

1.9-

3.1  

1.4-

3.0  

2.0-

6.0  

1.9-

3.1  

1.0-

2.6  

1.9-

2.1  

0.9-

1.7  

1.9-

3.1  
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Figure A.5. Correlation plots of source gas flow rates and residual solvent vapor HDX. 

Data points are average values with error bars illustrating the standard deviations of three 

replicate measurements. 

 

 

We hypothesized that increasing the gas flow rates could facilitate faster 

evacuation of the source and thus faster deuterium loss. However, no apparent correlation 

was found between the cone gas flow rate or nebulizer gas pressure and the rate of 

deuterium loss. Though an R2 > 0.99 was observed for the correlation plot of desolvation 

gas flow rate versus time for deuterium loss, the large standard deviations for the data 

points made us question the validity of the relationship. Varying the gas flow rates also 

may have altered ionization efficiency as well as spray stability during these experiments. 

With such variabilities in ionization conditions, the time point at which the first signal 

was detected may not be representative of actual time that analytes were exposed to 

solvent vapors in the ionization source. Therefore, these measurements are likely limited 

by the experimental conditions. 
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Figure A.6. Mechanism of mutarotation between α- and β-tri-N-acetylglucosamine 

(NAG3). 

 

 

In the ring-form of NAG3, three hydroxyls are available for exchange in both the 

α and β isomers at the reducing end of the carbohydrate. Ring opening requires 

protonation (or deuteration) of the C5 oxygen, forming a hydroxyl. Additionally, ring 

opening results in the loss of the C1 hydroxyl as an aldehyde forms. Therefore, the total 

number of exchangeable hydroxyls remains the same in the chain and ring forms. In the 

intermediate structures, a fourth hydroxyl may become available for labeling. However, 

the extra proton (or deuteron) introduces mass and charge that will alter the m/z detected 

by the MS, forming either a protonated (or deuterated) species or a doubly charged ion 

that is both protonated (or deuterated) and sodiated. Neither ion was detected with 

sufficient S/N to observe the carbohydrate with this additional proton (or deuteron). 

On the other hand, mutarotation of carbohydrates is mediated by H2O, and in our 

experiments, D2O as well, which is a separate process from deuterium labeling and on a 

different timescale. Solvent-mediated mutarotation likely facilitates deuterium labeling of 
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the α/β hydroxyl, which may contribute to higher deuterium uptake for the C1 hydroxyl 

compared to other hydroxyls in the same molecule. 
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APPENDIX B 

 

Supplementary Information for Chapter Three: Achieving Multiple Hydrogen/Deuterium 

Exchange Timepoints of Carbohydrate Hydroxyls Using Theta-Electrospray Emitters 

 

 

 
 

Figure B.1. Schematic drawing of a theta capillary cross-section. The two channels are 

divided by a glass septum. The height of each channel, measured perpendicular to the 

middle of the septum, is measured as the “outer diameter” because two separate droplets 

form from the two channels. The average of the diameters are calculated as the tip 

opening size. 
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Figure B.2. (A) Diagram of the open-source setup used for theta-ESI experiments. 

Platinum wires are inserted into each barrel of the pulled theta tips and voltage is applied 

using alligator clips connecting the instrument power supply to the platinum wires. Due 

to the shape of the open instrument source and our XYZ setup, the theta tip was 

positioned so that the direction of the opening of the tip was perpendicular to the opening 

of the cone. (B) Pictures of the open-source setup used for theta-tip HDX experiments. A 

theta capillary holder (Warner Instruments, Hamden, CT) secures the pulled theta tips in 

place with the platinum wires inserted inside each barrel of the tip. The capillary holder 

system is mounted on an XYZ stage (Thorlabs, Newton, NJ) with a custom-built setup to 

secure the capillary holder. 
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Figure B.3. Representative mass spectra of apomyoglobin (A-C, 4.5 ± 0.3 μm channels) 

and cytochrome c (D-F, 20. ± 9 μm channels) in protein folding experiments via theta 

tips. The top panels (A, D) represent denatured proteins in 0.1% formic acid, the middle 

panels (B, E) represent folded proteins at equilibrium in a premixed sample of denatured 

protein and 100 mM ammonium acetate at 1:1 (v/v), and the bottom panels (C, F) 

represent proteins folded during ESI after sprayed from theta tips. Protein folding via 

theta spray (C, F) show intermediate charge states between unfolded (A, D) and 

equilibrium (B, E) states. The peaks are labeled with blue circle and red triangle to show 

the charge states that have been used to calculate folded and unfolded populations, 

respectively, following the guidelines provided by Mortensen et al.273, 274 

 

 

Apomyoglobin has two folding states, one at a 7 µs time constant277 and one that 

occurs with a time constant greater than 1 ms,357 to which we attribute the multi-modal 

distribution observed for charge states of apomyoglobin in equilibrium. The presence of 



156 

 

both folded and unfolded charge states for apomyoglobin and primarily folded states for 

cytochrome c at equilibrium (B and E) are consistent with the previous reporting of 

Mortensen et al.273, 274 
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APPENDIX C 

 

Supplementary Information for Chapter Four: Deuterium Localization with Minimal 

Scrambling on Carbohydrate-Metal Complexes via Collision Induced Dissociation 

 

 

 

 

Figure C.1. Representative mass spectra of (A) [Melezitose+Na]+ at 50% deuteration and 

[M+Na+5D]+ (m/z 532) isolated with LM Res parameters of (B) 4.9 and (C) 15.0. A 

higher LM Res parameter resulted in narrower isolation windows. Increasing the LM Res 

parameter above 15.0 resulted in loss of signal. Unlabeled peaks are noise. 
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Figure C.2. Deuteration plots of B2/Z2 and C2/Y2 fragments generated from sodium-

adducted melezitose in (A) 25% and (B) 75% D2O. In all deuteration conditions, B2/Z2 

fragments were detected at higher deuteration levels compared to C2/Y2 fragments when 

higher %D precursors were fragmented. In 25% D2O, B2/Z2 was detected at higher 

deuteration level compared to its glycosidic bond cleavage pair, C1/Y1, when higher %D 

precursors were fragmented. In 50% and 75% D2O, B2/Z2 was detected at higher 

deuteration levels compared to C1/Y1 across the whole precursor distribution. Insets in 

(B) only show C2/Y2 and B2/Z2 fragments because the difference in deuteration levels can 

be seen for C1/Y1 in the overall plot. 
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Figure C.3. Undeuterated (top) and fully deuterated fragment spectra (bottom) of sodium-

adducted melezitose. The number of labile hydrogens for each fragment was calculated 

by obtaining the difference in the highest intensity m/z between undeuterated and fully 

deuterated fragments. The number of labile hydrogens on B/Y type fragments confirm a 

loss of hydrogen upon fragmentation (Scheme 4.1), as reported by Bythell et al.310 
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Figure C.4. Representative molecular structure of [Melezitose + Na]+ complex. Structure 

optimization was achieved by DFT calculation. Sodium ion is located in the middle 

“pocket” of the melezitose trisaccharide. The two glycosidic oxygens of melezitose are 

highlighted in green. The two primary hydroxyls of the two terminal glucoses, both at the 

respective C-6 position, are highlighted in blue. The orientation of the primary hydroxyls 

(blue) and their distances to glycosidic oxygens (green) suggest that the protonation of 

glycosidic oxygens by primary hydroxyls of terminal glucoses is unlikely. On the other 

hand, the secondary hydroxyls at the O(2) and O(2′′) positions of the terminal glucoses, 

highlighted in yellow, are in closer proximity to the glycosidic oxygens (green), the 

protonation of glycosidic oxygens by these secondary hydroxyls is likely more favorable. 

Therefore, fragmentation pathways generating B1/Z1 and C2/Y2 fragments likely involve 

secondary hydroxyl hydrogens. The primary hydroxyl of the middle fructose at the O(6′) 

position is highlighted in purple, which is also located close to the glycosidic oxygens 

(green). Thus, protonation of glycosidic oxygen by a primary hydroxyl to generate B2/Z2 

and C1/Y1 fragments is supported by the computational structure characterization. 
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Statistical significance testing of differences in deuteration levels between fragments 

 

The difference in deuteration levels between two fragments was determined by a 

hybrid significance testing approach proposed by Hageman and Weis.312 Pooled standard 

deviations for the deuteration levels of either the precursor or fragment ions obtained for 

each experimental condition (% D2O and charge carrier) were calculated by using the 

following equation: 

𝑠𝑝𝑜𝑜𝑙𝑒𝑑 = √
(𝑛1 − 1)𝑠12 + (𝑛2 − 1)𝑠22 +⋯(𝑛𝑘 − 1)𝑠𝑘2

𝑛1 + 𝑛2 +⋯+ 𝑛𝑘 − 𝑘
 

Standard error of the mean (SEM) was calculated by the following equation: 

𝑆𝐸𝑀 = √
𝑠𝑝𝑜𝑜𝑙𝑒𝑑2

𝑛1
+
𝑠𝑝𝑜𝑜𝑙𝑒𝑑2

𝑛2
 

The degrees of freedom (df) for each B2/Z2 and C2/Y2 pairs generated from the same 

precursor m/z (#D) was calculated by the following equation: 

df =
(
𝑠1

2

𝑛1
+
𝑠2

2

𝑛2
)
2

(
𝑠12

𝑛1
)
2

𝑛1 − 1 +
(
𝑠22

𝑛2
)
2

𝑛2 − 1

 

The t values were obtained from a two-tailed t distribution table at α 0.05 and 0.01. The 

confidence interval (CI) was calculated by multiplying the SEM by the t value and is 

reported as a range for values within measurement error. 

 Welch’s t-test was performed using the equation: 

𝑡 =
𝑥̅1 − 𝑥̅2

√
𝑠12

𝑛1
+
𝑠22

𝑛2
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For significance testing, two approaches were utilized. First, the difference in 

deuteration levels between the two fragments (%D diff) was obtained by subtracting the 

percent deuteration of C2/Y2 or C1/Y1 fragments from the percent deuteration of the B2/Z2 

fragment. If %D diff was outside the range of the confidence interval, the difference in 

deuteration between the two fragments was marked as significance at the 95% or 99% 

confidence interval. The second approach to statistical significance testing utilized the 

Welch’s t-test. Results were considered significantly different when tcalc > ttable. The 

deuteration levels of two fragments were marked significantly different when the 

difference in deuteration passed both criteria. If (1) %D diff was within the range for 

confidence intervals, (2) tcalc < ttable, or (3) both (1) and (2), then the difference in 

deuteration between the two fragments was marked not significant (N), meaning the 

values were within measurement error. 
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Table C.1. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from sodium-adducted melezitose in 25% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI is the confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 6D 

SEM 0.245 0.245 0.245 0.245 0.245 0.245 0.245 

%D B2/Z2 11.54 17.51 24.00 31.64 38.84 46.60 54.28 

%D C2/Y2 11.01 17.21 23.69 31.16 38.26 45.66 53.23 

df 13 15 20 20 20 21 22 

t 0.05 2.160 2.131 2.086 2.086 2.086 2.080 2.074 

t 0.01 3.012 2.947 2.845 2.845 2.845 2.831 2.819 

CI 0.05 ± 0.529 ± 0.522 ± 0.511 ± 0.511 ± 0.511 ± 0.510 ± 0.508 

CI 0.01 ± 0.738 ± 0.722 ± 0.697 ± 0.697 ± 0.697 ± 0.694 ± 0.691 

%D diff 0.53 0.30 0.30 0.48 0.58 0.94 1.04 

t calculated 2.11 2.46 3.32 4.11 4.24 5.67 6.51 

 N N N N 95% 99% 99% 
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Table C.2. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments from sodium-adducted melezitose in 25% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 6D 

SEM 0.245 0.245 0.245 0.245 0.245 0.245 0.245 

%D B2/Z2 11.54 17.51 24.00 31.64 38.84 46.60 54.28 

%D C1/Y1 11.28 16.93 23.11 30.59 37.51 44.21 52.21 

df 20 19 15 21 20 16 21 

t 0.05 2.086 2.093 2.131 2.080 2.086 2.120 2.080 

t 0.01 2.845 2.861 2.947 2.831 2.845 2.921 2.831 

CI 0.05 ± 0.511 ± 0.512 ± 0.522 ± 0.510 ± 0.511 ± 0.519 ± 0.510 

CI 0.01 ± 0.697 ± 0.701 ± 0.722 ± 0.694 ± 0.697 ± 0.716 ± 0.694 

%D diff 0.26 0.58 0.89 1.05 1.32 2.39 2.07 

t calculated 0.87 2.92 4.83 8.58 7.03 8.53 10.94 

 N 95% 99% 99% 99% 99% 99% 
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Table C.3. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from sodium-adducted melezitose in 50% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.284 0.284 0.284 0.284 0.284 0.284 

%D B2/Z2 36.31 43.60 50.96 58.23 65.53 73.51 

%D C2/Y2 35.91 43.10 50.32 57.57 65.18 72.57 

df 14 18 20 14 19 13 

t 0.05 2.145 2.101 2.086 2.145 2.093 2.160 

t 0.01 2.977 2.878 2.845 2.977 2.861 3.012 

CI 0.05 ± 0.609 ± 0.597 ± 0.592 ± 0.609 ± 0.594 ± 0.613 

CI 0.01 ± 0.845 ± 0.817 ± 0.808 ± 0.845 ± 0.813 ± 0.855 

%D diff 0.41 0.50 0.63 0.65 0.35 0.94 

t calculated 1.66 3.25 4.96 4.81 2.00 3.74 

 N N 95% 95% N 99% 
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Table C.4. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments from sodium-adducted melezitose in 50% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.284 0.284 0.284 0.284 0.284 0.284 

%D B2/Z2 36.31 43.60 50.96 58.23 65.53 73.51 

%D C1/Y1 35.35 42.63 49.48 56.16 63.74 72.04 

df 21 17 18 16 16 18 

t 0.05 2.080 2.110 2.101 2.120 2.120 2.101 

t 0.01 2.831 2.898 2.878 2.921 2.921 2.878 

CI 0.05 ± 0.591 ± 0.599 ± 0.597 ± 0.602 ± 0.602 ± 0.597 

CI 0.01 ± 0.804 ± 0.823 ± 0.817 ± 0.830 ± 0.830 ± 0.817 

%D diff 0.97 0.97 1.48 2.07 1.79 1.48 

t calculated 3.17 3.65 7.38 7.22 5.36 3.22 

 99% 99% 99% 99% 99% 99% 
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Table C.5. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from sodium-adducted melezitose in 75% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.258 0.258 0.258 0.258 0.258 0.258 

%D B2/Z2 62.93 70.52 77.35 83.82 90.44 97.31 

%D C2/Y2 62.40 70.32 77.11 83.66 89.89 96.23 

df 14 21 21 19 21 21 

t 0.05 2.145 2.080 2.080 2.093 2.080 2.080 

t 0.01 2.977 2.831 2.831 2.861 2.831 2.831 

CI 0.05 ± 0.553 ± 0.537 ± 0.537 ± 0.540 ± 0.537 ± 0.537 

CI 0.01 ± 0.768 ± 0.730 ± 0.730 ± 0.738 ± 0.730 ± 0.730 

%D diff 0.54 0.20 0.24 0.16 0.55 1.08 

t calculated 3.28 1.79 2.01 1.12 4.12 5.57 

 N N N N 95% 99% 
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Table C.6. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments from sodium-adducted melezitose in 75% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.258 0.258 0.258 0.258 0.258 0.258 

%D B2/Z2 62.93 70.52 77.35 83.82 90.44 97.31 

%D C1/Y1 60.87 69.33 76.37 82.59 89.31 94.99 

df 19 17 14 20 20 19 

t 0.05 2.093 2.110 2.145 2.086 2.086 2.093 

t 0.01 2.861 2.898 2.977 2.845 2.845 2.861 

CI 0.05 ± 0.540 ± 0.544 ± 0.553 ± 0.538 ± 0.538 ± 0.540 

CI 0.01 ± 0.738 ± 0.748 ± 0.768 ± 0.734 ± 0.734 ± 0.738 

%D diff 2.06 1.18 0.98 1.23 1.13 2.32 

t calculated 7.42 6.36 3.69 8.39 6.47 8.10 

 99% 99% 99% 99% 99% 99% 
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Figure C.5. Representative mass spectra of C1/Z1 fragments of melezitose adducted to (A) 

sodium or (B) calcium and singly-charged by deprotonation in 98% D2O. Peaks labeled 

with asterisks are noise or other carbohydrate fragments. Whereas the sodium-adducted 

C1/Z1 fragment shows a clear max D at D5 that matches the number of labile hydrogens 

with the structure shown in Figure 4.1B, [C1/Z1 + Ca - H]+ shows two peaks, D3 and D4, 

at similar intensity, suggesting the presence of multiple structures with varying numbers 

of labile hydrogens. The expected number of labile hydrogens for [C1/Z1 + Ca – H]+ is 

four if a labile hydrogen was transferred during C-O bond cleavage, and three if a non-

labile hydrogen was transferred. Both mechanisms are proposed by Bythell et al.310 Thus, 

the proposed fragmentation mechanisms are presented in Scheme C.1.  
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Scheme C.1. Proposed fragmentation mechanisms for [C1/Y1 + Ca – H]+ fragments via 

C-H abstraction (left) and O-H abstraction (right). Labile hydrogens are highlighted blue. 

With C-H abstraction, where a non-labile hydrogen is acquired and a labile hydrogen is 

lost, the C1/Y1 fragment has three labile hydrogens (left, bottom). With O-H abstraction, 

the C1/Y1 fragment has four labile hydrogens (right, bottom). Fragmentation of fully 

deuterated [Melezitose + Ca]2+ shows deprotonated C1/Y1 fragment with two structures 

with varying numbers of labile hydrogens, both three and four. B2/Z2 fragments are only 

detected with six labile hydrogens (right, top) rather than with seven labile hydrogens 

(left, top). 
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Table C.7. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from calcium-adducted melezitose in 25% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.511 0.511 0.511 0.511 0.511 0.511 

%D B2/Z2 11.69 16.29 20.91 25.81 32.14 39.14 

%D C2/Y2 10.98 15.70 20.44 25.49 31.61 38.27 

df 22 21 19 22 22 21 

t 0.05 2.074 2.080 2.093 2.074 2.074 2.080 

t 0.01 2.819 2.831 2.861 2.819 2.819 2.831 

CI 0.05 ± 1.060 ± 1.062 ± 1.070 ± 1.060 ± 1.060 ± 1.062 

CI 0.01 ± 1.441 ± 1.447 ± 1.462 ± 1.441 ± 1.441 ± 1.447 

%D diff 0.71 0.59 0.47 0.32 0.54 0.90 

t calculated 3.26 2.82 1.78 0.81 4.99 3.33 

 N N N N N N 
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Table C.8. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from calcium-adducted melezitose in 50% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 9D 

SEM 0.667 0.667 0.667 0.667 0.667 0.667 0.667 

%D B2/Z2 35.66 41.96 47.85 54.29 60.71 66.92 73.97 

%D C2/Y2 33.88 41.21 47.41 54.07 60.19 66.45 73.38 

df 22 21 21 21 21 21 18 

t 0.05 2.074 2.080 2.080 2.080 2.080 2.080 2.101 

t 0.01 2.819 2.831 2.831 2.831 2.831 2.831 2.878 

CI 0.05 ± 1.383 ± 1.387 ± 1.387 ± 1.387 ± 1.387 ± 1.387 ± 1.401 

CI 0.01 ± 1.880 ± 1.888 ± 1.888 ± 1.888 ± 1.888 ± 1.888 ± 1.920 

%D diff 1.77 0.75 0.45 0.22 0.53 0.47 0.59 

t 

calculated 

6.45 1.93 1.25 0.61 1.98 1.11 1.19 

 95% N N N N N N 
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Table C.9. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments from calcium-adducted melezitose in 75% D2O. SEM is 

standard error of the mean, df is degrees of freedom, and CI are confidence interval at 

each α value of 0.05 or 0.01. t calculated is compared against t values, and %D difference 

is compared against CI. If both t calculated and %D difference values exceed respective 

reference values at α value of 0.05 or 0.01, the difference in deuteration levels of two 

fragments are determined statistically significant at 95% or 99% confidence interval, 

respectively. If either or both values are within the ranges given for reference t or 

confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.631 0.631 0.631 0.631 0.631 0.631 

%D B2/Z2 63.37 69.32 75.08 80.33 85.95 91.71 

%D C2/Y2 62.27 68.79 74.80 80.22 85.42 91.00 

df 21 18 22 20 21 20 

t 0.05 2.080 2.101 2.074 2.086 2.080 2.086 

t 0.01 2.831 2.878 2.819 2.845 2.831 2.845 

CI 0.05 ± 1.312 ± 1.326 ± 1.309 ± 1.316 ± 1.312 ± 1.316 

CI 0.01 ± 1.786 ± 1.816 ± 1.779 ± 1.795 ± 1.786 ± 1.795 

%D diff 1.10 0.53 0.28 0.11 0.56 0.72 

t 

calculated 

3.10 1.71 0.96 0.32 1.45 1.80 

 N N N N N N 
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Table C.10. Test for statistical significance of differences in deuteration levels between 
0,4/1,3/2,4XGlcC2/AGlcY2 (A1) and 0,4/1,3/2,4XGlcB2/AGlcZ2 (A2) fragments from calcium-

adducted melezitose in 25% D2O. SEM is standard error of the mean, df is degrees of 

freedom, and CI are confidence interval at each α value of 0.05 or 0.01. t calculated is 

compared against t values, and %D difference is compared against CI. If both t calculated 

and %D difference values exceed respective reference values at α value of 0.05 or 0.01, 

the difference in deuteration levels of two fragments are determined statistically 

significant at 95% or 99% confidence interval, respectively. If either or both values are 

within the ranges given for reference t or confidence interval, the difference in %D 

between the two fragments is not statistically significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.511 0.511 0.511 0.511 0.511 0.511 

%D A1 11.79 16.04 19.95 24.68 30.24 37.08 

%D A2 12.67 17.10 21.81 26.97 32.57 39.52 

df 21 19 20 19 19 22 

t 0.05 2.080 2.093 2.086 2.093 2.093 2.074 

t 0.01 2.831 2.861 2.845 2.861 2.861 2.819 

CI 0.05 ± 1.063 ± 1.070 ± 1.066 ± 1.070 ± 1.070 ± 1.060 

CI 0.01 ± 1.447 ± 1.462 ± 1.454 ± 1.462 ± 1.462 ± 1.441 

%D diff 0.88 1.06 1.87 2.29 2.33 2.43 

t 

calculated 

0.83 1.94 4.04 3.86 4.60 3.44 

 N N 99% 99% 99% 99% 
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Table C.11. Test for statistical significance of differences in deuteration levels between 
0,4/1,3/2,4XGlcC2/AGlcY2 (A1) and 0,4/1,3/2,4XGlcB2/AGlcZ2 (A2) fragments from calcium-

adducted melezitose in 50% D2O. SEM is standard error of the mean, df is degrees of 

freedom, and CI are confidence interval at each α value of 0.05 or 0.01. t calculated is 

compared against t values, and %D difference is compared against CI. If both t calculated 

and %D difference values exceed respective reference values at α value of 0.05 or 0.01, 

the difference in deuteration levels of two fragments are determined statistically 

significant at 95% or 99% confidence interval, respectively. If either or both values are 

within the ranges given for reference t or confidence interval, the difference in %D 

between the two fragments is not statistically significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 9D 

SEM 0.667 0.667 0.667 0.667 0.667 0.667 0.667 

%D A1 33.59 39.07 45.55 52.15 57.80 63.90 69.90 

%D A2 36.76 43.79 48.28 55.49 60.88 67.25 73.96 

df 22 19 21 20 21 21 16 

t 0.05 2.074 2.093 2.080 2.086 2.080 2.080 2.120 

t 0.01 2.819 2.861 2.831 2.845 2.831 2.831 2.921 

CI 0.05 ± 1.383 ± 1.396 ± 1.387 ± 1.391 ± 1.387 ± 1.387 ± 1.414 

CI 0.01 ± 1.880 ± 1.908 ± 1.888 ± 1.898 ± 1.888 ± 1.888 ± 1.948 

%D diff 3.17 4.72 2.73 3.33 3.08 3.34 4.06 

t 

calculated 

3.34 5.88 4.43 4.90 4.86 3.69 3.34 

 99% 99% 95% 99% 99% 99% 99% 
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Table C.12. Test for statistical significance of differences in deuteration levels between 
0,4/1,3/2,4XGlcC2/AGlcY2 (A1) and 0,4/1,3/2,4XGlcB2/AGlcZ2 (A2) fragments from calcium-

adducted melezitose in 75% D2O. SEM is standard error of the mean, df is degrees of 

freedom, and CI are confidence interval at each α value of 0.05 or 0.01. t calculated is 

compared against t values, and %D difference is compared against CI. If both t calculated 

and %D difference values exceed respective reference values at α value of 0.05 or 0.01, 

the difference in deuteration levels of two fragments are determined statistically 

significant at 95% or 99% confidence interval, respectively. If either or both values are 

within the ranges given for reference t or confidence interval, the difference in %D 

between the two fragments is not statistically significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.631 0.631 0.631 0.631 0.631 0.631 

%D A1 60.62 66.95 72.58 77.60 82.38 87.59 

%D A2 64.26 71.50 77.00 81.41 87.55 90.73 

df 19 18 21 22 22 18 

t 0.05 2.093 2.101 2.080 2.074 2.074 2.101 

t 0.01 2.861 2.878 2.831 2.819 2.819 2.878 

CI 0.05 ± 1.321 ± 1.326 ± 1.312 ± 1.309 ± 1.309 ± 1.326 

CI 0.01 ± 1.805 ± 1.816 ± 1.786 ± 1.779 ± 1.779 ± 1.816 

%D diff 3.64 4.55 4.42 3.80 5.18 3.15 

t 

calculated 

3.27 5.71 6.57 5.59 7.97 3.16 

 99% 99% 99% 99% 99% 99% 
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Figure C.6. Deuteration plots of three common fragments from (A) sodium- and (B) 

calcium-adducted melezitose in 50% MeOD. The deuteration level of internal cleavage 

product (teal triangle) is not statistically different from the deuteration levels of 

glycosidic bond cleavage fragments, contrary to the deuteration patterns collected when 

spraying from 50% D2O. 

 

Previous work from our lab reported changes in HDX of carbohydrates in varying 

solvent composition, namely water and methanol.16, 100 Sodium- and calcium-adducted 

melezitose prepared in 25%, 50%, and 75% deuterated methanol (MeOD) were 

fragmented and the deuteration levels of fragments were compared. 

B2/Z2 fragments were observed at higher deuteration compared to C2/Y2 

fragments in the higher m/z part of the distribution for sodium-adducted precursor, with 

C2/Y2 at 71.1 ± 0.1 % deuteration and B2/Z2 at 71.9 ± 0.1 % deuteration when the D8 

precursor was isolated. However, the difference in deuteration levels of doubly-charged 

C2/Y2 and B2/Z2 fragments from calcium-adducted melezitose was statistically 

insignificant. The internal cleavage product from sodium-adducted melezitose in D2O 

was found at significantly lower deuteration levels compared to both B2/Z2 and C2/Y2 
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fragments when lower m/z precursors were isolated (Figure 4.3A). However, no statistical 

difference in deuteration levels were observed between the internal cleavage fragment 

and either B2/Z2 or C2/Y2 fragments in the lower m/z part of the distribution of sodium-

adducted melezitose in MeOD (Figure C.6A). Similarly, the %D of the internal cleavage 

fragment generated from calcium-adducted melezitose in D2O was statistically different 

from the %D of both C2/Y2 and B2/Z2 fragments. However, the %D of the same fragment 

generated from calcium-adducted melezitose in MeOD was within measurement error 

with either B2/Z2 or C2/Y2 fragments when the lower m/z precursor was isolated and only 

less deuterated than B2/Z2 fragments when the higher m/z precursor was fragmented 

(Figure C.6B). The changes for both sodium- and calcium-adducted fragments point 

towards less distinction between fragments when the solvent was changed from D2O to 

MeOD. We hypothesize that the evaporation time of the two solvents contribute to such 

changes in observed deuteration patterns of different fragments. Underivatized 

carbohydrates ionize via the charged residue mechanism (CRM) in which the solvent 

evaporates until only the analyte and charge remain which then form gas-phase ions.96 

Gas-phase carbohydrate-metal complexes do not undergo HDX100, meaning HDX only 

occurs in the bulk solution and inside the ESI droplets during our experiments. Methanol 

is more volatile than water and thus forms smaller initial ESI droplets and evaporates 

faster than water.358 Therefore, the deuteration pattern that was observed from metal-

adducted melezitose prepared in MeOD represents the deuteration state of the 

carbohydrate in earlier stages of the ESI process, closer to HDX in bulk solution, in 

which we expect that the carbohydrate hydroxyls are labeled randomly. On the other 

hand, the statistically different deuteration levels fragments observed for metal-adducted 
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carbohydrates prepared in D2O represent deuteration patterns that have undergone 

additional H/D and D/H reactions in the droplets during ESI while colliding with vapors 

present within the source.16 Therefore, we expect a less specific labeling of carbohydrates 

in solution and more site-specific labeling to occur in droplets that can distinguish 

between different functional groups, which may be attributed to increased interactions 

with metal ions during ESI. 

It should be noted that while we expect the droplet lifetimes to be shorter for the 

samples prepared in MeOH and MeOD, the precursor distribution was detected at lower 

deuteration levels when sprayed from methanol-based solvents compared to deuteration 

levels when sprayed from water-based solvents. In the body of the paper, we discussed 

how sodium-adducted melezitose prepared in D2O had higher back-exchange compared 

to calcium-adducted melezitose, likely due to the longer lifetime of the ESI droplets for 

samples with sodium due to the lower conductivity than samples with calcium, and 

resulting in larger initial droplets. Therefore, the lower deuteration levels of 

carbohydrate-metal complexes resulting from smaller initial droplets from methanol 

samples may seem unexpected. However, HDX is catalyzed by acid or base, and D2O 

with its autoionization properties would serve as a better deuterating reagent than MeOD 

in solution. While all samples were prepared and incubated for at least 24 hours prior to 

MS analysis, it is possible that lower deuteration was achieved from MeOD in solution. 

Additionally, our previous work has described differences in deuterium uptake from ESI 

vapors of D2O and MeOD, where ESI sources were saturated with D2O or MeOD vapors 

and undeuterated carbohydrates were introduced.16 Disproportionately higher levels of 

deuteration were achieved from D2O vapors compared to MeOD vapors. One reason for 
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such differences could be attributed to the difference in the condensation coefficient 

between water and methanol on the surface of the ESI source.359 Although back-

exchange compared to forward-exchange was likely the more dominant reaction in the 

source due to atmospheric moisture, we expect some forward-exchange also occurring 

inside the source from the vaporized sample solvent. When samples prepared in MeOH 

and MeOD were sprayed, the methanol solvent molecules evaporated faster and were 

likely evacuated from the source earlier, leaving less deuterating reagent and more 

atmospheric moisture inside the source, compared to samples sprayed from water and 

D2O, which likely interacted more with both water and D2O vapors. Therefore, we 

hypothesize that the deuterium labels of melezitose sprayed from methanol represent 

deuteration in bulk solution with more random labeling, rather than back-exchange in the 

droplets during ESI. 
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Scheme C.2. When solvent conductivity is higher and carbohydrate-metal complexes 

undergo less back-exchange during ESI, such as in the sample of melezitose with calcium 

acetate, the detected %D precursor was higher than the %D of the solvent composition 

(top). We propose that both primary and secondary hydroxyls can retain their deuterium 

labels better when higher %D precursor is isolated, and the difference in deuteration 

levels between B2/Z2 and C2/Y2 is smaller. In the lower %D precursor distribution, 

however, primary hydroxyls have back-exchanged more compared to the secondary 

hydroxyls and the difference in deuteration levels between B2/Z2 and C2/Y2 fragments 

widens. When solvent conductivity is lower and carbohydrate-metal complexes undergo 

more back-exchange during ESI, such as in the case of melezitose and sodium acetate, 

the detected %D precursor was lower than the %D of the solvent composition (bottom). 

We propose that the primary hydroxyls, with their faster exchange rates, have back-

exchanged in the higher %D precursor distribution, whereas secondary hydroxyls retain 

their deuterium. Therefore, the difference in deuteration levels between B2/Z2 and C2/Y2 

fragments is observed. On the other hand, the secondary hydroxyls also undergo back-

exchange when lower %D precursor is isolated, and the difference in deuteration levels 

between B2/Z2 and C2/Y2 fragments is reduced. 
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Figure C.7. Deuteration plots of sodium-adducted melezitose at collision voltage of (A) 

24 V, (B) 28 V, (C) 32 V, and (D) 36 V. B2/Z2 fragments have higher levels of 

deuteration compared to both C1/Y1 and C2/Y2 fragments at all collision voltages tested 

for sodium-adducted melezitose. 
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Figure D.1. Structures of (A) melezitose, (B) raffinose, and (C) maltotriose. The oxygens 

are labeled according to their positions starting from O(1) as the anomeric hydroxyl and 

O(2) through O(6) as hydroxyls on the terminal monosaccharide subunit on the reducing 

end, O(2′) through O(6′) as hydroxyls on the second (middle) monosaccharide subunit, 

and O(2′′) through O(6′′) as hydroxyls on the terminal monosaccharide subunit on the 

non-reducing end. Fragments from glycosidic bond cleavages are labeled according to 

Domon and Costello nomenclature.155 While melezitose and raffinose are non-reducing 

sugars, Y- and Z- type fragments are still labeled to illustrate potential isomers from B- 

and C-type fragments. Isomeric fragments from different glycosidic bond cleavage sites 

can be generated and isomeric fragments are labeled in the same color. 
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Figure D.2. Proposed fragmentation pathways of sodium-adducted melezitose via CID. 

C-O bond dissociation is initiated by protonation of glycosidic oxygens, at O(1) or O(3′). 

DFT optimizations of sodium-adducted melezitose show the O(6′)H as the most likely 

proton source to initiate the fragmentation process. The O(6′)H is highlighted in blue to 

show the movement of the hydrogen from the middle fructose ring to Y1 and C1 

fragments. Y1 and C1 fragments are isomeric, as are B2 and Z2 fragments. 
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The following equations were used to calculate pooled standard deviations, standard error 

of the mean (SEM), degrees of freedom (df), and confidence interval (CI), where s is 

standard deviation and n is the number of samples: 

𝑠𝑝𝑜𝑜𝑙𝑒𝑑 = √
(𝑛1 − 1)𝑠12 + (𝑛2 − 1)𝑠22 +⋯+ (𝑛𝑘 − 1)𝑠𝑘2

𝑛1 + 𝑛2 +⋯+ 𝑛𝑘 − 𝑘
 

𝑆𝐸𝑀 = √
𝑠𝑝𝑜𝑜𝑙𝑒𝑑2

𝑛1
+
𝑠𝑝𝑜𝑜𝑙𝑒𝑑2

𝑛2
 

df =
(
𝑠1

2

𝑛1
+
𝑠2

2

𝑛2
)
2

(
𝑠12

𝑛1
)
2

𝑛1 − 1 +
(
𝑠22

𝑛2
)
2

𝑛2 − 1

 

𝐶𝐼∝ = ±𝑆𝐸𝑀 × 𝑡∝ 

 Welch’s t-test was performed using the equation, where 𝑥̅ is the sample mean: 

𝑡 =
𝑥̅1 − 𝑥̅2

√
𝑠12

𝑛1
+
𝑠22

𝑛2

 

 Percent deuteration (%D) differences between fragments were determined by 

following the guidelines of Hageman and Weis.312 First, the difference in %D of two 

fragments were compared against the CI. Secondly, Welch’s t-test was performed. When 

the difference in %D was significant in both procedures, the difference was determined to 

be statistically significant. The reason for using two statistical methods, instead of one, 

was to avoid overinterpretation of differences in %D by minimizing false positives that 

may result from using t-tests alone. 
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Table D.1. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted melezitose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI is the confidence 

interval at each α value, 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined to be statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 6D 

SEM 0.245 0.245 0.245 0.245 0.245 0.245 0.245 

%D B2/Z2 11.54 17.51 24.00 31.64 38.84 46.60 54.28 

%D C1/Y1 11.28 16.93 23.11 30.59 37.51 44.21 52.21 

df 20 19 15 21 20 16 21 

t 0.05 2.086 2.093 2.131 2.080 2.086 2.120 2.080 

t 0.01 2.845 2.861 2.947 2.831 2.845 2.921 2.831 

CI 0.05 ± 0.511 ± 0.512 ± 0.522 ± 0.510 ± 0.511 ± 0.519 ± 0.510 

CI 0.01 ± 0.697 ± 0.701 ± 0.722 ± 0.694 ± 0.697 ± 0.716 ± 0.694 

%D diff 0.26 0.58 0.89 1.05 1.32 2.39 2.07 

t calculated 0.87 2.92 4.83 8.58 7.03 8.53 10.94 

 N 95% 99% 99% 99% 99% 99% 
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Table D.2. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted melezitose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.284 0.284 0.284 0.284 0.284 0.284 

%D B2/Z2 36.31 43.60 50.96 58.23 65.53 73.51 

%D C1/Y1 35.35 42.63 49.48 56.16 63.74 72.04 

df 21 17 18 16 16 18 

t 0.05 2.080 2.110 2.101 2.120 2.120 2.101 

t 0.01 2.831 2.898 2.878 2.921 2.921 2.878 

CI 0.05 ± 0.591 ± 0.599 ± 0.597 ± 0.602 ± 0.602 ± 0.597 

CI 0.01 ± 0.804 ± 0.823 ± 0.817 ± 0.830 ± 0.830 ± 0.817 

%D diff 0.97 0.97 1.48 2.07 1.79 1.48 

t calculated 3.17 3.65 7.38 7.22 5.36 3.22 

 99% 99% 99% 99% 99% 99% 
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Table D.3. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted melezitose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.258 0.258 0.258 0.258 0.258 0.258 

%D B2/Z2 62.93 70.52 77.35 83.82 90.44 97.31 

%D C1/Y1 60.87 69.33 76.37 82.59 89.31 94.99 

df 19 17 14 20 20 19 

t 0.05 2.093 2.110 2.145 2.086 2.086 2.093 

t 0.01 2.861 2.898 2.977 2.845 2.845 2.861 

CI 0.05 ± 0.540 ± 0.544 ± 0.553 ± 0.538 ± 0.538 ± 0.540 

CI 0.01 ± 0.738 ± 0.748 ± 0.768 ± 0.734 ± 0.734 ± 0.738 

%D diff 2.06 1.18 0.98 1.23 1.13 2.32 

t calculated 7.42 6.36 3.69 8.39 6.47 8.10 

 99% 99% 99% 99% 99% 99% 
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Table D.4. Distances between hydroxyl hydrogens and glycosidic oxygens of sodium-

adducted melezitose that can initiate fragmentation pathways for production of Z2 and B2 

fragments. All lengths are reported in angstroms (Å ). 

 
 Z2 (O(3′)) B2 (O(1)) 

Trial # O(1′)H O(4′)H O(6′)H O(1′)H O(4′)H O(6′)H 

1 4.309 3.710 5.686 3.682 4.971 4.679 

2 3.650 4.169 3.453 3.309 5.329 2.549 

3 4.019 3.782 5.406 3.661 4.936 4.740 

4 5.112 3.927 3.054 4.349 4.406 2.852 

5 4.368 3.668 4.716 2.853 4.984 3.162 

6 4.743 4.315 3.070 3.692 5.205 2.629 

7 4.743 4.305 3.836 3.683 5.288 4.436 

8 4.246 4.315 2.960 2.513 5.212 2.840 

9 5.185 3.977 4.298 4.331 4.536 5.373 

10 4.725 4.256 3.355 3.673 5.256 2.493 

Average 4.510 4.042 3.983 3.575 5.012 3.575 

Std Dev 0.481 0.261 1.000 0.572 0.319 1.101 
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Table D.5. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted melezitose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 6D 

SEM 0.245 0.245 0.245 0.245 0.245 0.245 0.245 

%D B2/Z2 11.54 17.51 24.00 31.64 38.84 46.60 54.28 

%D C2/Y2 11.01 17.21 23.69 31.16 38.26 45.66 53.23 

df 13 15 20 20 20 21 22 

t 0.05 2.160 2.131 2.086 2.086 2.086 2.080 2.074 

t 0.01 3.012 2.947 2.845 2.845 2.845 2.831 2.819 

CI 0.05 ± 0.529 ± 0.522 ± 0.511 ± 0.511 ± 0.511 ± 0.510 ± 0.508 

CI 0.01 ± 0.738 ± 0.722 ± 0.697 ± 0.697 ± 0.697 ± 0.694 ± 0.691 

%D diff 0.53 0.3 0.3 0.48 0.58 0.94 1.04 

t calculated 2.11 2.46 3.32 4.11 4.24 5.67 6.51 

 N N N N 95% 99% 99% 
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Table D.6. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted melezitose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.284 0.284 0.284 0.284 0.284 0.284 

%D B2/Z2 36.31 43.60 50.96 58.23 65.53 73.51 

%D C2/Y2 35.91 43.10 50.32 57.57 65.18 72.57 

df 14 18 20 14 19 13 

t 0.05 2.145 2.101 2.086 2.145 2.093 2.160 

t 0.01 2.977 2.878 2.845 2.977 2.861 3.012 

CI 0.05 ± 0.609 ± 0.597 ± 0.592 ± 0.609 ± 0.594 ± 0.613 

CI 0.01 ± 0.845 ± 0.817 ± 0.808 ± 0.845 ± 0.813 ± 0.855 

%D diff 0.41 0.50 0.63 0.65 0.35 0.94 

t calculated 1.66 3.25 4.96 4.81 2.00 3.74 

 N N 95% 95% N 99% 

 

  



192 

 

Table D.7. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted melezitose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.258 0.258 0.258 0.258 0.258 0.258 

%D B2/Z2 62.93 70.52 77.35 83.82 90.44 97.31 

%D C2/Y2 62.40 70.32 77.11 83.66 89.89 96.23 

df 14 21 21 19 21 21 

t 0.05 2.145 2.080 2.080 2.093 2.080 2.080 

t 0.01 2.977 2.831 2.831 2.861 2.831 2.831 

CI 0.05 ± 0.553 ± 0.537 ± 0.537 ± 0.540 ± 0.537 ± 0.537 

CI 0.01 ± 0.768 ± 0.730 ± 0.730 ± 0.738 ± 0.730 ± 0.730 

%D diff 0.54 0.20 0.24 0.16 0.55 1.08 

t calculated 3.28 1.79 2.01 1.12 4.12 5.57 

 N N N N 95% 99% 
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Table D.8. Distances between hydroxyl hydrogens and glycosidic oxygens of sodium-

adducted melezitose that can initiate fragmentation pathways for production of B1 and Z1 

fragments. All lengths are reported in angstroms (Å ). 

 
 B1 (O(3′)) Z1 (O(1)) 

Trial # O(2′′)H O(3′′)H O(4′′)H O(6′′)H O(2)H O(3)H O(4)H O(6)H 

1 2.391 5.043 4.790 6.281 3.597 4.810 5.003 6.066 

2 2.390 4.847 5.096 5.102 3.410 3.410 5.131 5.215 

3 3.365 5.108 5.212 6.312 3.610 4.853 4.968 4.889 

4 2.398 4.209 4.888 6.030 3.595 4.389 4.922 5.904 

5 2.399 5.209 5.051 6.311 3.686 4.904 5.130 6.129 

6 2.261 5.036 4.743 6.285 3.390 5.108 5.221 6.306 

7 2.261 5.023 5.980 5.682 3.608 4.797 4.982 6.041 

8 2.296 5.186 5.491 6.278 3.547 4.336 4.771 5.770 

9 3.529 4.862 5.108 6.110 3.694 4.658 5.258 5.336 

10 2.393 5.190 5.335 6.242 2.352 5.000 4.685 5.872 

Average 2.568 4.971 5.169 6.063 3.449 4.627 5.007 5.753 

Std Dev 0.468 0.296 0.368 0.390 0.398 0.493 0.185 0.456 
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Figure D.3. Representative fragmentation spectra of C1/Y1 fragment generated from 

sodium-adducted raffinose in (A) water and (B) 98% D2O. Dmax is observed at D5 for the 

C1/Y1 fragment, indicating that the C1/Y1 fragment received a labile hydrogen (therefore, 

a deuterium) during fragmentation. Unlabeled peaks are noise. 
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Table D.9. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted raffinose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.437 0.437 0.437 0.437 0.437 0.437 

%D B2/Z2 14.04 19.07 25.40 32.68 39.40 46.22 

%D C1/Y1 11.91 16.86 22.60 29.71 36.48 43.24 

df 17 22 20 20 22 22 

t 0.05 2.110 2.074 2.086 2.086 2.074 2.074 

t 0.01 2.898 2.819 2.845 2.845 2.819 2.819 

CI 0.05 ± 0.922 ± 0.906 ± 0.912 ± 0.912 ± 0.906 ± 0.906 

CI 0.01 ± 1.266 ± 1.232 ± 1.243 ± 1.243 ± 1.232 ± 1.232 

%D diff 2.13 2.21 2.81 2.97 2.92 2.99 

t calculated 3.29 4.09 6.45 7.00 6.33 4.95 

 99% 99% 99% 99% 99% 99% 
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Table D.10. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted raffinose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.458 0.458 0.458 0.458 0.458 0.458 

%D B2/Z2 38.27 44.52 51.54 58.81 65.78 73.96 

%D C1/Y1 34.83 42.13 49.17 56.37 63.60 70.45 

df 20 18 18 22 22 22 

t 0.05 2.086 2.101 2.101 2.074 2.074 2.074 

t 0.01 2.845 2.878 2.878 2.819 2.819 2.819 

CI 0.05 ± 0.955 ± 0.962 ± 0.962 ± 0.950 ± 0.950 ± 0.950 

CI 0.01 ± 1.303 ± 1.318 ± 1.318 ± 1.291 ± 1.291 ± 1.291 

%D diff 3.44 2.39 2.36 2.44 2.18 3.51 

t calculated 6.00 5.76 4.07 6.59 4.37 5.92 

 99% 99% 99% 99% 99% 99% 
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Table D.11. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted raffinose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.380 0.380 0.380 0.380 0.380 0.380 

%D B2/Z2 63.20 70.63 77.13 83.97 90.35 98.07 

%D C1/Y1 60.39 68.44 75.65 82.59 87.74 95.59 

df 20 21 22 21 22 19 

t 0.05 2.086 2.080 2.074 2.080 2.074 2.093 

t 0.01 2.845 2.831 2.819 2.831 2.819 2.861 

CI 0.05 ± 0.793 ± 0.794 ± 0.788 ± 0.794 ± 0.788 ± 0.795 

CI 0.01 ± 1.081 ± 1.076 ± 1.071 ± 1.076 ± 1.071 ± 1.087 

%D diff 2.80 2.18 1.48 1.38 2.61 2.48 

t calculated 5.34 5.14 4.20 5.19 5.27 5.11 

 99% 99% 99% 99% 99% 99% 
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Figure D.4. Proposed fragmentation pathways of sodium-adducted raffinose via CID. C-

O bond dissociation is initiated by protonation of glycosidic oxygens, at O(2) or O(6′). 

DFT optimizations of sodium-adducted raffinose shows O(2′)H as the most likely proton 

source to initiate the fragmentation process to produce B2 and Y1 fragments. While 

O(4′)H protonation of the O(6′) glycosidic oxygen is also possible, this pathway which 

produces Z2 and C1 fragments seems less likely than the O(2′)H-O(2) pathway that 

generate B2 and Y1 fragments based on the distance between O(4′)H-O(2). The distances 

between hydroxyl hydrogens and glycosidic oxygens are presented in Table D.11. 
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Table D.12. List of distances between hydroxyl hydrogens and glycosidic oxygens of 

sodium-adducted raffinose that can initiate fragmentation for production of Z2/C1 and 

B2/Y1 fragments. All lengths are reported in angstroms (Å ). 

 
 Z2 (O(6′)) B2 (O(2)) 

Trial # O(2′)H O(3′)H O(4′)H O(2′)H O(3′)H O(4′)H 

1 5.308 5.904 4.637 2.318 5.158 4.391 

2 6.253 5.263 5.681 2.317 4.791 4.961 

3 5.985 5.052 5.170 2.365 5.151 3.995 

4 6.997 6.786 5.102 3.720 4.525 5.108 

5 6.055 5.095 5.111 2.433 5.163 3.999 

6 6.371 4.973 5.252 2.360 5.186 3.908 

7 5.308 5.904 4.637 2.318 5.158 4.391 

8 5.861 5.501 2.398 2.323 5.227 4.952 

9 7.017 6.793 5.073 3.663 4.524 5.147 

10 6.082 5.315 5.099 2.472 4.889 4.060 

Average 6.124 5.659 4.816 2.629 4.977 4.491 

Std Dev 0.583 0.678 0.900 0.563 0.277 0.503 
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Table D.13. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted raffinose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.437 0.437 0.437 0.437 0.437 0.437 

%D B2/Z2 14.04 19.07 25.40 32.68 39.40 46.22 

%D C2/Y2 10.64 16.69 23.20 30.41 37.77 45.18 

df 11 11 12 12 12 11 

t 0.05 2.201 2.201 2.179 2.179 2.179 2.201 

t 0.01 3.106 3.106 3.055 3.055 3.055 3.106 

CI 0.05 ± 0.962 ± 0.962 ± 0.952 ± 0.952 ± 0.952 ± 0.962 

CI 0.01 ± 1.357 ± 1.357 ± 1.335 ± 1.335 ± 1.335 ± 1.357 

%D diff 3.40 2.38 2.21 2.27 1.63 1.04 

t calculated 5.97 5.76 8.25 9.13 5.31 2.52 

 99% 99% 99% 99% 99% 95% 
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Table D.14. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted raffinose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.458 0.458 0.458 0.458 0.458 0.458 

%D B2/Z2 38.27 44.52 51.54 58.81 65.78 73.96 

%D C2/Y2 35.14 42.58 49.85 57.14 64.60 72.09 

df 12 12 12 14 13 11 

t 0.05 2.179 2.179 2.179 2.145 2.160 2.201 

t 0.01 3.055 3.055 3.055 2.998 3.012 3.106 

CI 0.05 ± 0.998 ± 0.998 ± 0.998 ± 0.982 ± 0.989 ± 1.008 

CI 0.01 ± 1.399 ± 1.399 ± 1.399 ± 1.373 ± 1.379 ± 1.423 

%D diff 3.14 1.94 1.69 1.66 1.18 1.87 

t calculated 6.72 5.31 3.31 5.82 3.13 4.58 

 99% 99% 99% 99% 95% 99% 
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Table D.15. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted raffinose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.380 0.380 0.380 0.380 0.380 0.380 

%D B2/Z2 63.20 70.63 77.13 83.97 90.35 98.07 

%D C2/Y2 61.70 69.54 76.59 83.21 89.62 96.15 

df 12 11 13 15 12 12 

t 0.05 2.179 2.201 2.160 2.131 2.179 2.179 

t 0.01 3.055 3.106 3.012 2.947 3.055 3.055 

CI 0.05 ± 0.828 ± 0.836 ± 0.821 ± 0.810 ± 0.828 ± 0.828 

CI 0.01 ± 1.161 ± 1.180 ± 1.145 ± 1.120 ± 1.161 ± 1.161 

%D diff 1.50 1.09 0.54 0.76 0.73 1.92 

t calculated 3.43 3.33 1.99 4.18 2.20 7.18 

 99% 95% N N N 99% 
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Table D.16. List of distances between hydroxyl hydrogens and glycosidic oxygens of 

sodium-adducted raffinose that can initiate fragmentation for production of Y2 and  

C2 fragments. All lengths are reported in angstroms (Å ). 

 
 Y2 (O(6′)) C2 (O(2)) 

Trial # O(2′′)H O(3′′)H O(4′′)H O(6′′)H O(1)H O(3)H O(4)H O(6)H 

1 3.473 5.092 5.796 6.280 3.655 2.400 5.129 5.329 

2 4.994 5.086 6.120 4.994 4.128 4.128 3.298 4.729 

3 3.679 4.729 5.235 6.154 3.669 2.376 5.119 5.458 

4 3.532 5.126 5.133 6.246 4.322 3.489 4.510 5.382 

5 3.457 5.078 5.798 6.277 3.704 2.150 5.013 3.456 

6 3.671 4.855 5.054 5.233 3.692 2.483 5.149 5.123 

7 3.473 5.092 5.796 6.280 3.655 2.401 5.129 5.329 

8 2.499 5.096 6.131 4.794 3.639 2.523 5.036 2.527 

9 3.220 5.054 6.134 5.141 4.320 2.406 4.524 5.438 

10 2.439 5.147 6.091 5.643 3.753 2.053 5.054 5.268 

Average 3.444 5.036 5.729 5.704 3.854 2.641 4.796 4.804 

Std Dev 0.705 0.134 0.432 0.611 0.285 0.650 0.579 1.002 
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Table D.17. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted maltotriose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.455 0.455 0.455 0.455 0.455 0.455 

%D B2/Z2 11.28 17.38 23.92 31.30 39.03 47.11 

%D C1/Y1 13.12 18.85 24.01 30.56 36.83 45.04 

df 13 14 13 17 13 12 

t 0.05 2.160 2.145 2.160 2.110 2.160 2.179 

t 0.01 3.012 2.977 3.012 2.898 3.012 3.055 

CI 0.05 ± 0.983 ± 0.976 ± 0.983 ± 0.960 ± 0.983 ± 0.991 

CI 0.01 ± 1.370 ± 1.355 ± 1.370 ± 1.319 ± 1.370 ± 1.390 

%D diff -1.84 -1.47 -0.09 0.74 2.20 2.06 

t calculated 2.32 3.92 0.28 1.96 3.63 2.05 

 95% 99% N N 99% N 
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Table D.18. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted maltotriose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.506 0.506 0.506 0.506 0.506 0.506 

%D B2/Z2 36.88 43.44 50.70 58.21 65.88 73.64 

%D C1/Y1 36.05 42.91 49.06 56.36 63.54 71.66 

df 13 13 12 13 12 14 

t 0.05 2.160 2.160 2.179 2.160 2.179 2.145 

t 0.01 3.012 3.012 3.055 3.012 3.055 2.977 

CI 0.05 ± 1.093 ± 1.093 ± 1.102 ± 1.093 ± 1.102 ± 1.085 

CI 0.01 ± 1.524 ± 1.524 ± 1.546 ± 1.524 ± 1.546 ± 1.506 

%D diff 0.83 0.53 1.65 1.84 2.34 1.99 

t calculated 0.95 0.89 2.68 3.54 3.75 2.27 

 N N 95% 99% 99% 95% 
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Table D.19. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C1/Y1 fragments of sodium-adducted maltotriose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.441 0.441 0.441 0.441 0.441 0.441 

%D B2/Z2 62.33 70.21 77.06 83.58 90.33 97.41 

%D C1/Y1 61.98 68.67 76.34 81.99 89.16 96.33 

df 13 13 12 20 14 15 

t 0.05 2.160 2.160 2.179 2.086 2.145 2.131 

t 0.01 3.012 3.012 3.055 2.845 2.977 2.947 

CI 0.05 ± 0.953 ± 0.953 ± 0.961 ± 0.920 ± 0.946 ± 0.940 

CI 0.01 ± 1.328 ± 1.328 ± 1.348 ± 1.255 ± 1.313 ± 1.300 

%D diff 0.36 1.54 0.72 1.59 1.18 1.08 

t calculated 0.41 2.70 1.36 5.15 2.29 1.52 

 N 95% N 99% 95% N 
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Figure D.5. Proposed fragmentation pathways of sodium-adducted maltotriose via CID. 

C-O bond dissociation is initiated by protonation of glycosidic oxygens, at the O(4) or 

O(4′) positions. DFT optimizations of sodium-adducted maltotriose show the O(2′)H as 

the closest to both glycosidic oxygens, and thus, the most likely source of a proton to 

initiate the fragmentation pathways for both B2/Y1 and Z2/C1 production. The distances 

between hydroxyl hydrogens and glycosidic oxygens are presented in Table D.18. 
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Table D.20. List of distances between hydroxyl hydrogens and glycosidic oxygens of 

sodium-adducted maltotriose that can initiate fragmentation pathways for production of 

Z2 and B2 fragments. All lengths are reported in angstroms (Å ). 

 
 Z2 (O(4′)) B2 (O(4)) 

Trial # O(2′)H O(3′)H O(6′)H O(2′)H O(3′)H O(6′)H 

1 1.947 3.958 5.289 3.465 5.093 4.058 

2 4.881 3.446 4.883 3.657 4.687 6.293 

3 4.044 3.941 4.744 3.519 5.154 6.034 

4 4.046 3.941 4.744 3.520 5.154 6.035 

5 2.952 3.858 4.919 3.555 5.106 6.297 

6 4.044 3.942 4.744 3.519 5.154 6.035 

7 3.850 4.224 5.048 2.468 4.993 6.342 

8 3.525 3.986 4.677 3.535 4.178 5.919 

9 1.931 3.946 4.971 3.498 5.095 6.329 

10 1.974 3.909 5.061 3.423 5.189 6.337 

Average 3.319 3.915 4.908 3.416 4.980 5.968 

Std Dev 1.059 0.191 0.191 0.339 0.317 0.690 
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Table D.21. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted maltotriose in 25% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 0D 1D 2D 3D 4D 5D 

SEM 0.455 0.455 0.455 0.455 0.455 0.455 

%D B2/Z2 11.28 17.38 23.92 31.30 39.03 47.11 

%D C2/Y2 10.61 16.51 23.08 30.38 37.75 45.10 

df 13 16 17 18 21 17 

t 0.05 2.160 2.120 2.110 2.101 2.080 2.110 

t 0.01 3.012 2.921 2.898 2.878 2.831 2.898 

CI 0.05 ± 0.983 ± 0.965 ± 0.960 ± 0.956 ± 0.946 ± 0.960 

CI 0.01 ± 1.370 ± 1.329 ± 1.319 ± 1.309 ± 1.288 ± 1.319 

%D diff 0.67 0.87 0.84 0.92 1.27 2.01 

t calculated 2.69 6.28 7.39 4.43 6.31 7.53 

 N N N N 95% 99% 
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Table D.22. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted maltotriose in 50% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 3D 4D 5D 6D 7D 8D 

SEM 0.506 0.506 0.506 0.506 0.506 0.506 

%D B2/Z2 36.88 43.44 50.70 58.21 65.88 73.64 

%D C2/Y2 35.25 42.60 49.94 57.16 64.75 72.51 

df 19 22 20 17 20 18 

t 0.05 2.093 2.074 2.086 2.110 2.086 2.101 

t 0.01 2.861 2.819 2.845 2.898 2.845 2.878 

CI 0.05 ± 1.059 ± 1.049 ± 1.056 ± 1.068 ± 1.056 ± 1.063 

CI 0.01 ± 1.448 ± 1.426 ± 1.440 ± 1.466 ± 1.440 ± 1.456 

%D diff 1.63 0.84 0.76 1.05 1.13 1.14 

t calculated 5.70 3.70 4.94 5.83 6.57 3.39 

 99% N N N 95% 95% 
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Table D.23. Test for statistical significance of differences in deuteration levels between 

B2/Z2 and C2/Y2 fragments of sodium-adducted maltotriose in 75% D2O. SEM stands for 

standard error of the mean, df stands for degrees of freedom, and CI are confidence 

interval at each α value of 0.05 or 0.01. t calculated is compared against t values, and %D 

difference is compared against CI. If both t calculated and %D difference values exceed 

respective reference values at α value of 0.05 or 0.01, the difference in deuteration levels 

of two fragments are determined statistically significant at 95% or 99% confidence 

interval, respectively. If either or both values are within the ranges given for reference t 

or confidence interval, the difference in %D between the two fragments is not statistically 

significant (N). 

 
Precursor 6D 7D 8D 9D 10D 11D 

SEM 0.441 0.441 0.441 0.441 0.441 0.441 

%D B2/Z2 62.33 70.21 77.06 83.58 90.33 97.41 

%D C2/Y2 62.03 69.67 76.64 83.00 89.79 96.28 

df 15 20 22 21 16 17 

t 0.05 2.131 2.086 2.074 2.080 2.120 2.110 

t 0.01 2.947 2.845 2.819 2.831 2.921 2.898 

CI 0.05 ± 0.940 ± 0.920 ± 0.915 ± 0.917 ± 0.935 ± 0.931 

CI 0.01 ± 1.300 ± 1.255 ± 1.243 ± 1.248 ± 1.288 ± 1.278 

%D diff 0.30 0.53 0.42 0.58 0.54 1.12 

t calculated 1.04 2.74 2.78 2.43 2.56 3.62 

 N N N N N 95% 
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Table D.24. List of distances between hydroxyl hydrogens and glycosidic oxygens of 

sodium-adducted maltotriose that can initiate fragmentation pathways for production of 

Y2 and C2 fragments. All lengths are reported in angstroms (Å ). 

 
 Y2 (O(4′)) C2 (O(4)) 

Trial # O(2′′)H O(3′′)H O(4′′)H O(6′′)H O(1)H O(2)H O(3)H O(6)H 

1 3.629 4.593 5.192 3.734 3.965 3.606 4.293 4.687 

2 3.621 4.570 5.087 5.024 4.951 4.908 2.622 4.875 

3 3.673 4.888 5.082 6.096 5.143 3.920 3.934 4.987 

4 3.672 4.888 5.083 6.097 5.145 3.921 3.934 4.986 

5 3.518 4.460 5.022 4.230 5.173 3.843 3.935 5.031 

6 3.673 4.888 5.083 6.096 3.934 3.919 5.143 4.987 

7 3.252 4.722 5.323 5.338 3.712 5.587 5.060 3.946 

8 3.626 4.709 5.891 4.738 5.324 3.909 3.930 4.966 

9 3.528 4.500 5.117 5.281 5.244 3.850 4.215 4.994 

10 3.501 4.399 4.728 5.255 5.339 3.902 4.252 4.899 

Average 3.569 4.662 5.161 5.189 4.793 4.137 4.132 4.836 

Std Dev 0.130 0.185 0.297 0.801 0.649 0.614 0.697 0.328 
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APPENDIX E 

 

Investigating Carbohydrate-Metal Complex Fragmentation Pathways via Collision 

Induced Dissociation and Transition State Calculations 

 

 

E.1 Introduction 

 

 The significance of carbohydrates in cellular biology has been highlighted in 

recent years for their involvement in crucial biological processes such as protein folding 

and cell-cell communication.229 The diversity and complexity of carbohydrates, however, 

presents challenges for carbohydrate analysis. Mass spectrometry (MS) is a popular tool 

for carbohydrate and glycan analysis for its high sensitivity, which requires only small 

sample volumes. MS is also versatile and can be coupled to various solution- and gas-

phase techniques that enable separation, sequencing, and online reactions. However, one 

main disadvantage of carbohydrate analysis by MS is that many carbohydrates are 

isomers. Because MS detects mass-to-charge ratios (m/z), isomers cannot be resolved. 

Therefore, sequencing of carbohydrates via MS typically requires tandem techniques 

such as gas-phase fragmentation to obtain MS/MS profiles that are characteristic of 

carbohydrate isomers.227, 297, 360 

 Collision induced dissociation (CID) is a common fragmentation technique that 

has been used for analysis of numerous carbohydrate and glycan structures. CID is 

achieved by introducing gas-phase ions into a chamber filled with inert gas, and the 

collisions with gas molecules vibrationally activate the ions, inducing bond dissociation. 

Carbohydrates have been shown to generate varying fragmentation patterns depending on 

the composition and linkage of isomers. For instance, isomer fragmentation spectra show 
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preference for one fragment over another.361, 362 Fragmentation patterns also vary based 

on the type of charge carrier, such as sodium or lithium ions.156 However, there is no 

straightforward answer as to why such differences are observed. A general mechanism of 

fragmentation cannot adequately describe the numerous carbohydrates of varying 

composition and linkages whose fragmentation pathways differ based on gas-phase 

conformations. Moreover, carbohydrates are flexible in solution and an averaged mass 

spectrum does not reflect the diverse carbohydrate conformations even within a single 

carbohydrate population. Connecting carbohydrate conformations to their fragmentation 

behavior could provide insight for understanding intra- and intermolecular carbohydrate 

interactions, such as coordinate bonds with metal ions, that are biologically relevant. 

Here we present a combinatorial approach of carbohydrate fragmentation via 

collision induced dissociation (CID) and structure optimizations by density functional 

theory (DFT) calculations to correlate the experimental data and calculated structures and 

energetics. The intramolecular hydrogen bonding between carbohydrate hydroxyls and 

glycosidic oxygens was measured to predict isomeric fragment structures, and transition 

states were calculated. The energetics for each fragment product, the fragment-metal 

interactions, and the precursor carbohydrate-metal complex conformations were 

compared to interpret experimental MS/MS data. We argue that our method, which 

combines experimental observations and theoretical predictions, aptly describes many 

important aspects of carbohydrate fragmentation reactions such as the fragmentation 

pathway, fragment-metal interactions, and carbohydrate conformations. The work here 

describes sodium-adducted melezitose as the main system with focus on glycosidic bond 

cleavages, but other preliminary observations from isomeric trisaccharides and other 
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metal adducts are included as well. Although the work presented here is preliminary, we 

believe this work is sufficient groundwork to be expanded to other systems to examine 

cross-ring cleavages, secondary fragmentations, and other carbohydrate-metal complexes. 

  

E.2 Materials and Methods 

  

  

E.2.1 Sample Preparation 

 

Melezitose, raffinose, and maltotriose were purchased from Sigma Aldrich (St. 

Louis, MO). The acetate salts were purchased from VWR (Randor, PA). Nanopure water 

was obtained from a Purelab Flex 3 purification system (Elga, Veolia Environment S. A., 

Paris, France). Carbohydrates were prepared in a 1:1 molar ratio with salts in water to 

generate carbohydrate-metal complexes. Permethylated melezitose, raffinose, and 

maltotriose were provided by Amanda Pearson. A 1:1 molar ratio of each permethylated 

carbohydrate and sodium acetate was prepared in methanol. 

 

E.2.2 Collision Induced Dissociation 

 

 Mixtures of underivatized carbohydrates and salt was directly infused at 5 µL/min 

into a LockSpray Exact Mass Ionization Source equipped on a Synapt G2-S High 

Definition MS (HDMS) (Waters Corporation, Millford, MA). Permethylated 

carbohydrates and sodium acetate mixtures were loaded on custom pulled electrospray 

tips, prepared from single-barrel borosilicate tubes using a P-1000 micropipette puller 

(Sutter Instrument, Novato, CA). Platinum wire (ADInstruments, Sydney, Australia) was 

inserted into the tip and voltage was applied from the open ESI source, similar to the one 

shown in Chapter Three and Appendix B (Figure B.2).302 
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A full mass spectrum was obtained for each carbohydrate-metal complex to see if 

in-source fragmentation occurred. Then, CID was achieved by a collision energy ramp 

for metal- or ammonium-adducted, protonated, and deprotonated carbohydrates. For 

permethylated carbohydrates, only sodium-adducts were fragmented because other metal 

adducts were not observed. CID in the Waters Synapt G2-S occurs in the trap cell, and 

the collision energy can be varied by changing the acceleration voltage into the trap 

region. The default acceleration voltage is set at 4 V, and significant signal loss was 

observed below the acceleration voltage of 4 V. Therefore, the minimum collision 

voltage used was 4 V, including when collecting a full mass spectrum during which 

precursor isolation was not performed. Following precursor isolation, the collision energy 

was increased in increments of 2 V if in-source fragmentation was observed, and in 

increments of 4 V if in-source fragmentation was not observed. Collision energy was 

only increased up to a point where the precursor intensity started disappearing, so that the 

effect of secondary fragmentation was reduced. Fragments of both underivatized and 

permethylated carbohydrates were assigned using fragment lists predicted by 

GlycoWorkbench311, following the Domon and Costello nomenclature.155 Structures of 

underivatized melezitose, raffinose, and maltotriose with their fragments are shown in 

Figure E.1. 
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Figure E.1. Chemical structures of (A) melezitose, (B) raffinose, and (C) maltotriose with 

their glycosidic bond cleavage fragments. While melezitose and raffinose are non-

reducing sugars, both B/C and Y/Z nomenclature are used to distinguish the two terminal 

ends. Assignment of “reducing” end is based on the IUPAC nomenclature of the 

carbohydrates. Isomeric fragments are indicated with the same color. 

  

E.2.3 Transition State Calculations  

 

The energetics for fragmenting each carbohydrate-metal complex were examined 

computationally. Initial carbohydrate structures were taken from the ZINC database363 or 

built using the GLYCAM Carbohydrate Builder Web Tool.364 MD simulation of ESI 

droplets containing carbohydrates and sodium ions96 were performed by Dr. Emvia  I 

Calixte. The details of the MD simulations can be found in Chapter Five. Briefly, the 

droplets containing one carbohydrate and ten sodium ions were subjected to solvent 

evaporation and ion ejection events in vacuum until carbohydrate-sodium complexes 

were released into the gas phase. Ten structures of sodium-adducted carbohydrates were 
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taken from the MD simulations to observe the various conformations, rather than one 

structure. The ten carbohydrate-metal complexes taken from MD simulations were 

optimized by density functional theory (DFT) calculations at the B3LYP 6-311++G(d) 

level of theory using Gaussian 16. 

The optimized carbohydrate-metal structures were used to represent gas-phase 

precursor ions. Bythell et al.310 proposed that glycosidic bond cleavage of metal-adducted 

carbohydrates is initiated by protonation of a glycosidic oxygen by a hydroxyl hydrogen 

within the carbohydrate-metal complex. Each glycosidic bond cleavage event following 

this fragmentation mechanism leads to production of two fragment structures. Therefore, 

conformations were selected in which a hydroxyl hydrogen was located near the 

glycosidic oxygen from the ten optimized structures. For instance, if one conformation of 

melezitose showed that the O(6′)H hydroxyl was close to the O(3′) glycosidic oxygen, 

that structure was selected as a precursor structure for fragment and transition state 

calculations for generating the C1/Z2 fragment pair (Figure E.1). If in another 

conformation of melezitose, the O(6′)H hydroxyl was closer to the O(1) glycosidic 

oxygen, that structure was selected as precursor structure to examine the B2/Y1 fragment 

pair and associated transition states (Figure E.1). The goal of precursor structure selection 

was to find precursor conformations that would more likely lead to fragmentation, and 

thus minimize the energy difference between the precursor structure and the transition 

state or fragment structures. Once precursor ion structures were selected for a 

fragmentation pair, the bonds around the glycosidic oxygens and hydrogen-donating 

hydroxyls were modified to generate fragment structures. Only one of the fragments is 

detected in MS from each glycosidic bond cleavage event because there is only one 
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charge carrier (sodium ion) to which the fragments can adduct, leaving the other fragment 

to be lost as a neutral molecule. However, all computational calculations were performed 

with both fragments in the system. Once geometry optimizations and frequency 

calculations were performed on the fragments, transition state structures were predicted 

by QST2 calculations using the precursor and fragment structures. If QST2 calculations 

did not converge or the transition state structures reverted back to either the precursor ion 

or fragment structures, QST3 calculations were performed instead by predicting a 

transition state, typically by drawing a bond between the hydroxyl hydrogen and the 

glycosidic oxygen. Following successful transition state structure predictions, the 

energies of precursor ions, transition states, and fragments were compared to generate 

energy diagrams for each carbohydrate-metal complex. 

 Deprotonated carbohydrates were built directly on the structures obtained from 

the ZINC database, rather than performing MD simulations. Optimization of only 

precursor ions are discussed for deprotonated carbohydrates. 

 

E.3 Results and Discussion 

 

 CID fragmentation of carbohydrates has been shown to be initiated by protonation 

of the glycosidic oxygen for both protonated155 and sodium-adducted species.310 In the 

case of sodium-adducted carbohydrates, it is proposed that protonation of the glycosidic 

oxygen occurs by donation of a hydrogen from a nearby hydroxyl within the 

carbohydrate.310 Our data for fully deuterated fragments and the number of labile 

hydrogens for each fragment also show that B- and Z-type fragments have stacked-ring 

structures from donating a hydrogen (Chapter Four and Five). Fragmentation pathways of 

each carbohydrate, however, greatly depend on the gas-phase conformation of the sugars, 
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which are affected by the sequences of the carbohydrates and the carbohydrate-metal 

interactions. Melezitose, raffinose, and maltotriose are isomeric trisaccharides that have 

different monosaccharide compositions and linkage patterns. CID of each trisaccharide 

reveals vastly different fragmentation patterns both in terms of the types of fragments that 

are detected and the energy at which the fragments are produced. 

Sodium-adducted melezitose produced fragments at five m/z values, but we 

hypothesize that each of these m/z peaks has multiple isomeric fragments (Figure E.1). 

Because no isotope labels are used to distinguish different parts of the carbohydrate, the 

isomeric species cannot be experimentally detected using MS in the current setup. 

Therefore, fragments are assigned with multiple labels to highlight that isomeric species 

may be present. C2/Y2 (m/z 365) is the fragment from sodium-adducted melezitose 

detected at the highest intensity, followed by B2/Z2 (m/z 347) (Figure E.2A). It is 

observed that while the intensities of C1/Y1, B1/Z1, and 0,3/1,4XGlcC2/
0,3/1,4AGlcY2 fragments 

continually increase with increasing collision voltage, the intensities of C2/Y2 and B2/Z2 

fragments increase between 28 – 32 V and then decrease beyond 32 V (Figure E.2B). We 

hypothesize that such a decrease in intensity for bigger fragments is indicative of 

secondary fragmentation that occurs with C2/Y2 and B2/Z2 fragments, while the smaller 

fragments are products of these secondary fragmentation events. 

 

 



221 

 

 
 

Figure E.2. (A) Representative fragmentation spectrum of sodium-adducted melezitose at 

collision voltage of 32 V. (B) Intensities of sodium-adducted melezitose fragments at 

collision voltage ranging 4 – 36 V. Error bars represent standard deviation (n = 3).  

 

 

 Based on the fragmentation pathway proposed for sodium-adducted 

carbohydrates, in which a hydroxyl protonates a glycosidic oxygen and the C-O bond 

dissociates, glycosidic bond cleavage at one site likely leads to formation of two 

fragments: the C2/Y2 and B1/Z1 pair, or the B2/Z2 and C1/Y1 pair (Figure E.1). However, 

C2/Y2 and B2/Z2 fragments are detected at much higher intensities than their fragment 

pairs. We hypothesize that such differences can be explained by the affinity of each 
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fragment to the metal charge carrier, leading to sodium adduction of one fragment. The 

other fragment would dissociate from the complex and be lost as a neutral molecule. On 

the other hand, higher intensities of the C2/Y2 fragment compared to the B2/Z2 fragment 

would suggest a more energetically favorable fragmentation pathway for glycosidic bond 

cleavages that generate C2/Y2 compared to the one that leads to production of the B2/Z2 

fragment. To determine which of the four glycosidic bond cleavage sites are energetically 

favorable and thus coincide with observed intensities of fragments, transition state 

structure optimization calculations were performed for melezitose-sodium complexes. 

The energetics of six fragment pairs were compared: (1) B1 and Y2, where the O(2′′)H 

hydroxyl of the B1 fragment donates a proton to the glycosidic oxygen O(3′); (2) Z1 and 

C2, where the O(2)H hydroxyl of the Z1 fragment donates a proton to the glycosidic 

oxygen O(1); (3) C1 and Z2 fragments, where the protonation of the glycosidic oxygen 

O(3′) may occur by donation from either the O(4′)H hydroxyl or (4) the O(6′)H hydroxyl 

of the middle fructose ring; and (5) Y1 and B2 fragments, where the glycosidic oxygen 

O(1) may receive a hydrogen from either the O(1′) hydroxyl or (6) the O(6′)H hydroxyl 

of the middle fructose (Figure E.3). 
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Figure E.3. Melezitose fragmentation nomenclature. Only glycosidic bond cleavage sites 

are shown. Hydroxyl hydrogens that were used in generating transition state structures 

are indicated with green or navy circles, for production of B1/Z1 and B2/Z2 fragments, 

respectively. 

 

 

 Most reaction pathways were endothermic, consistent with experimental data that 

fragments began to form after input of high collisional activation associated with 

acceleration at > 20 V) (Figure E.1). The full list of transition state and product energies 

relative to the precursor is shown in Table E.1. 

 

Table E.1. Glycosidic bond cleavage energetics of sodium-adducted melezitose. B1 and 

Z1, C1 and Y1, B2 and Z2, and C2 and Y2 are isomeric. Transition state (TS) energy and 

product (P) energy are reported relative to the precursor. 

 

Fragments Cleavage Site -OH used TS E (kJ/mol) P E (kJ/mol) 

B1/Y2 O(3′) O(2′′)H 163 65 

Z1/C2 O(1) O(2)H 143 74 

C1/Z2 O(3′) O(4’)H 414 349 

C1/Z2 O(3′) O(6′)H 319 19 

Y1/B2 O(1) O(1′)H 153 52 

Y1/B2 O(1) O(6′)H 179 -29 
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 For the isomeric fragments, the transition state energy for production of Z1/C2 

fragments (143 kJ/mol) and the transition state energy for production of B1/Y2 fragments 

(163 kJ/mol) were similar. The energy for the product structures of the Z1/C2 fragment 

pair was also only 9 kJ/mol higher than the B1/Y2 fragment pair after C-O bond 

dissociation. These energy differences are considered small. Therefore, it can be inferred 

that for the m/z values associated with the C2/Y2 (m/z 365) and B1/Z1 (m/z 185) 

fragments, there is equal likelihood that Y2 and B1 fragments are detected as their 

respective, isomeric C2 and Z1 fragments. Melezitose has two terminal glucose residues 

with both in the α anomeric configuration that can donate a hydroxyl hydrogen to 

glycosidic oxygen to produce B1/Y2 or C2/Z1 fragments. Therefore, it is reasonable to 

hypothesize that the interaction between each glycosidic oxygen and the O(2)H or 

O(2′′)H hydroxyls of each terminal glucose would be similar. The O(2)H hydroxyl was 

found to be 3.4 ± 0.4 Å  away from the glycosidic oxygen O(1) (n = 10), and the O(2′′)H 

hydroxyl  was 2.6 ± 0.5 Å  from the glycosidic oxygen O(3′) (Figure E.4). Therefore, the 

orientation of the hydroxyls with respect to the glycosidic oxygens is consistent with the 

fragmentation energetics obtained from transition state calculations (Table E.1). 
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Figure E.4. Representative structure of the sodium-adducted melezitose precursor 

optimized by DFT calculations. Carbon atoms are shown in gray, oxygen atoms in red, 

hydrogen atoms in white, and the sodium ion in purple. The two glycosidic oxygens and 

the carbohydrate hydroxyls that are donated to the glycosidic oxygens are highlighted in 

blue and green for the two glycosidic bond cleavage sites that produce B1/Y2 and Z1/C2 

fragments, respectively. 

 

 

 For the C1/Y1 and B2/Z2 isomeric fragment pairs, the pathways for production of 

C1/Z2 fragments have transition state energies that are 150 - 260 kJ/mol higher than the 

transition states for Y1/B2 fragments (Table E.1). Therefore, the fragmentation pathways 

involving protonation of the glycosidic bond O(3′) by the O(4′)H or O(6′)H hydroxyl 

towards production of C1/Z2 are much less favorable than those in which the O(1) 

glycosidic oxygen receives a hydrogen from either the O(1′)H or O(6′)H hydroxyl for 

generation of  theY1/B2 fragments. 
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Figure E.5. Transition state structures for (A) C1/Z2 and (B) Y1/B2 fragments. Carbon 

atoms are shown in gray, oxygen atoms in red, hydrogen atoms in white, and the sodium 

ion in purple. The O(6′)H hydroxyl hydrogen that was donated to either glycosidic 

oxygens is highlighted in yellow. The glycosidic oxygens, O(3′) and O(1), are 

highlighted in blue and green, respectively. (B) structure is 140 kJ/mol lower in energy 

compared to the structure in (A). 
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 Experimentally, it was observed that the C2/Y2 fragments were detected at higher 

intensity compared to the B2/Z2 fragments (Figure E.1). However, the transition state 

calculations show that the reaction coordinate energetics for forming B1/Y2, Z1/C2, and 

Y1/B2 are similarly competitive (Table E.1). Additionally, reaction of the of O(6′)H 

hydroxyl to produce Y1/B2 was exothermic. Therefore, the energies obtained from the 

transition state calculations may not adequately support experimental data by themselves. 

It is advantageous to have multiple initial structures that more realistically represent the 

flexible carbohydrate conformation in solution, such as the ones we obtained from MD 

simulations of ESI droplets. Out of the ten optimized structures, it was found that the 

orientation of the O(2′′)H hydroxyl near the O(3′) glycosidic oxygen was more rigid, 

whereas the O(6′)H  hydroxyl of the fructose ring was more flexible (Figure E.6). The 

average distance between the O(2′′)H—O(3′), which produced the B1/Y2 fragment pair, 

was 2.6 ± 0.5 Å , and between O(6′)H—O(1) producing B2/Y1 fragment pair was 4 ± 1 Å . 

Although energetically competitive with the production of B1/Y2, protonation of the O(1) 

glycosidic oxygen by the O(6′)H hydroxyl of fructose to generate the Y1/B2 fragments 

required a more specific orientation of the fructose ring with respect to the glycosidic 

oxygen (Figure E.6A). This precise orientation was observed less frequently than 

alignment of the O(2′′)H hydroxyl with the O(3) glycosidic oxygen (Figure E.6A and B). 

Therefore, we hypothesize that of the multiple gas-phase conformations of metal-

adducted carbohydrates, the conformations that enable fragmentation pathways for B1/Y2 

are more commonly found than the conformations that initiate fragmentation for Y1/B2. 
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Figure E.6. Representative conformations of melezitose-sodium complexes in which 

hydroxyl contributions to glycosidic oxygens lead to different fragmentation pathways 

favoring production of (A) B1/Y2 and B2/Y1 or (B) only B1/Y2. Carbon atoms are shown 

in gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

O(2′′)H hydroxyl and O(3′) glycosidic oxygen are highlighted in blue. The O(6′)H 

hydroxyl and O(1) glycosidic oxygen are highlighted in green. 

 

 

 Finally, a single glycosidic bond cleavage is expected to produce two fragments 

but one of the fragments is detected at much higher intensity than the other. For instance, 

the intensity of the B2/Z2 fragments at a collision voltage of 20 V was ten-fold higher 

than the intensity of the C1/Y1 fragments (Figure E.2B). The two fragment molecules 

generated from a glycosidic bond cleavage are neutral and there is only one sodium ion 

that can adduct to the fragments to give charge, thus enabling MS detection. To examine 

the affinity of the metal to each of the fragments, the distance between the hydroxyl 

oxygens and the metal ion were compared for each of the fragment pairs in the optimized 

fragment structures. For the B2/Y1 pair, the sodium ion was coordinated with seven 

oxygens, four from the B2 fragment and three from the Y1 fragment (Figure E.7A). More 

oxygens interacting with the sodium ion would suggest stronger interactions between the 

fragment and the charge carrier in the gas phase, and it can be expected that B2 is 
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detected at a higher intensity compared to Y1. This hypothesis is supported by the 

experimental data (Figure E.2). On the other hand, optimization of the isomeric fragment 

pair, Z2/C1, reveal that the C1 fragment has more oxygens in coordination with the 

sodium ion compared to the Z2 fragment (Figure E.7B). While the Z2 fragment has 

stronger interactions with the charge carrier in this structure, this fragmentation pathway 

for production of Z2/C1 is much less energetically favorable than the B2/Y1 fragmentation 

pathway (Table E.1). Therefore, the relative intensities of the fragments observed in the 

experimental data could be correlated to theoretical calculations by combining the 

energetics of the fragmentation pathways with the conformations of the carbohydrate-

metal adducts. 

Fragmentation of sodium-adducted raffinose, an isomer of melezitose, reveals a 

different fragmentation pattern, which strongly favors C/Y-type fragments over B/Z-type 

fragments, and C2/Y2 fragments over C1/Y1 fragments (Figure E.8). Whereas melezitose 

has a fructose residue in the middle of the carbohydrate with two primary hydroxyls, 

raffinose has a fructose ring as a terminal sugar. Therefore, donation of a hydrogen from 

a primary hydroxyl on the five-membered fructose ring would produce C2 and Z1 

fragments (Figure E.1). Raffinose also has a [1→6] linkage between the two pyranose 

rings, meaning that there is no primary hydroxyl available on the middle glucose residue. 

Therefore, we hypothesize that the fructose on the terminal position, as well as the [1→6] 

linkage, favor conformations that generate C2/Y2 fragments over B2/Z2 fragments. 
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Figure E.7. Optimized structures of (A) B2/Y1 and (B) C1/Z2 fragment pairs adducted to 

sodium after glycosidic bond dissociation of melezitose. Carbon atoms are shown in gray, 

oxygen atoms in red, hydrogen atoms in white, and the sodium ion in purple. The 

oxygens interacting with the sodium ion (< 2.5 Å  distance) are highlighted in yellow and 

teal for B2/Z2 and C1/Y1 fragments, respectively. 
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Figure E.8. (A) Representative fragmentation spectrum of sodium-adducted raffinose at 

collision voltage of 32 V. Unlabeled peaks are cross-ring cleavage products. (B) 

Intensities of sodium-adducted raffinose fragments at collision voltages ranging from 4 – 

32 V. Error bars represent standard deviations (n = 3). 

 

 

 While transition state structure calculations of sodium-adducted raffinose have 

not been completed for energetics of possible fragmentation pathways, the optimized 

structures of the precursor ions and fragment pairs of raffinose-sodium complexes offer 

insight on the conformations. On average, the most viable fragmentation pathways for 

sodium-adducted raffinose seem to be the O(2′)H—O(2) transfer for production of B2/Y1 

fragments (2.6 ± 0.6 Å ) and the O(3)H—O(2) transfer for production of C2/Z1 fragments 

(2.8 ± 0.7 Å ) (Figure E.8A). However, other conformations are observed in which 
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O(2′′)H—O(6′) contribution for Y2/B1 fragment production is likely as well (Figure 

E.8B). Therefore, assuming that the energetics of the three glycosidic bond cleavage 

events are similar to one another, the detected peak at m/z 365 (Figure E.7A) would likely 

include both C2 and Y2 populations, generated from the same glycosidic bond cleavages 

as Z1 and B1 fragments, respectively. On the other hand, the peak at m/z 347 (Figure 

E.7A) would be mostly B2 fragments, rather than Z2. 

 

 
 

Figure E.9. Representative structures of sodium-adducted raffinose. Carbon atoms are 

shown in gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in 

purple. The O(2′)H hydroxyl hydrogen producing the B2 fragment is highlighted in blue 

(A). The O(3)H and O(2′′)H hydroxyl hydrogens, leading to isomeric Z1 (A) and B1 

fragments (B), are highlighted in yellow. The glycosidic oxygens O(2) (A) and O(6′) (B) 

are highlighted in green. 

 

 

 A closer look at the optimized structures of the raffinose fragments reveal 

fragment-metal interactions that favor detection of C2/Y2 fragments as well. The B2 

fragment was found with three oxygens coordinating with the sodium ion, compared to 

two for the Y1 fragment (Figure E.10A). The intensities of the B2/Z2 and C1/Y1 fragments 

were similar at a collision voltage of 32 V (Figure E.7A), and the theoretical calculations 
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are in accordance with experimental observations. On the other hand, both C2 and Y2 

fragments were found to have stronger interactions with the sodium ion compared to their 

Z1 and B1 glycosidic bond cleavage pairs (Figure E.10B and C). We expect that the 

greater number of oxygen-sodium coordination bonds observed for the C2/Y2 fragments 

led to a higher intensity in the fragmentation spectrum, compared to the B1/Z1 fragments 

(Figure E.7A). The number of fragmentation pathways available for the C2/Y2 fragments 

and the fragment-metal interactions both support the high intensity of the C2/Y2 

fragments observed in the CID experiments. The transition state calculations for the 

energetics of the C2/Y2 and B2/Z2 fragments are underway to obtain the energetics 

perspective of the fragmentation pathways. 

Maltotriose is another isomer of melezitose that has three glucose residues and no 

furanose ring. CID of sodium-adducted maltotriose shows that the C2/Y2 and B2/Z2 

fragments are detected at similar intensities up to collision voltages of 24 V. However, 

C2/Y2 fragment is detected at higher intensity compared to B2/Z2 at collision voltage 

higher than 28 V, when the intensity of both fragments decreases (Figure E.11B). Based 

on the observation that detection of the smaller C1/Y1 and B1/Z1 fragments increase in the 

higher collision energy, we hypothesize that C2/Y2 and B2/Z2 fragments may undergo 

secondary fragmentation to produce the smaller fragments. The change in relative 

intensity of the C2/Y2 and B2/Z2 fragments suggests that secondary fragmentation of the 

B2/Z2 fragments may be more favorable compared to C2/Y2, although transition state 

calculations are needed to confirm our hypothesis. 
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Figure E.10. Optimized structures of (A) B2/Y1, (B) C2/Z1, and (C) B1/Y2 fragment pairs 

adducted to sodium after glycosidic bond dissociation of raffinose. Carbon atoms are 

shown in gray, oxygen atoms in red, hydrogen atoms in white, and the sodium ion in 

purple. The oxygens interacting with the sodium ion (< 2.5 Å  distance) are highlighted in 

green, blue, yellow, and teal for B2, Y1, C2/Y2, and B1/Z1 fragments, respectively. 
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Figure E.11. (A) Representative fragmentation spectrum of sodium-adducted maltotriose 

at collision voltage of 32 V. Unlabeled peaks are cross-ring cleavage products. (B) 

Intensities of sodium-adducted maltotriose fragments at collision voltages ranging from 4 

– 44 V. Error bars represent standard deviations (n = 3). Only fragments from glycosidic 

bond cleavages are shown. 

 

 

 While the fragmentation patterns vary for each isomer, the energy profile from 

experimental data is consistent across the three carbohydrates when they are adducted to 

the same metal. All three isomers adducted to sodium show that the bigger fragments, 

C2/Y2 and B2/Z2, are detected at the highest intensity, around 28 – 32 V, and the 

intensities decrease after 32 V. Similarly, the energetics of lithium-adducted isomers 
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reveal energy profiles in which the fragments with the highest intensity are produced 

around 28 – 32 V (Figure E.12). All three isomers fragmented at lower collision energies, 

around 4 – 10 V (Figure E.13), when adducted to calcium compared to either sodium- or 

lithium-adducted trisaccharides. On the other hand, the three isomers fragmented at 

different energies when they were deprotonated in negative-ion mode (Figure E.14). 

Deprotonated melezitose and raffinose similarly produced the highest intensity fragments 

around collision voltages of 16 – 20 V (Figure E.14A and B). However, deprotonated 

maltotriose produced extensive fragments starting at a collision voltage of 4 V and 

precursor ions disappeared above a collision energy of 10 V (Figure E.14C). 
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Figure E.12. Intensities of lithium-adducted (A) melezitose, (B) raffinose, and (C) 

maltotriose fragments at varying collision voltages. Error bars represent standard 

deviations (n = 3). Only fragments from glycosidic bond cleavages are shown. 
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Figure E.13. Intensities of calcium-adducted (A) melezitose, (B) raffinose, and (C) 

maltotriose fragments at varying collision voltages. Error bars represent standard 

deviations (n = 3). Only fragments from glycosidic bond cleavages are shown. 
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Figure E.14. Intensities of deprotonated (A) melezitose, (B) raffinose, and (C) maltotriose 

fragments at varying collision voltages. Error bars represent standard deviation (n = 3). 

Only fragments from glycosidic bond cleavages are shown. 
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 We hypothesize that the changes in fragmentation patterns and energetics, based 

on the different types of charges and charge carriers, result from alterations in the 

carbohydrate conformations that lead to different fragmentation sites. For instance, 

sodium-adducted isomers in the gas phase have compact conformations in which the 

trisaccharides wrap around the sodium ion (Figure E.15A, B, C). Isomers adducted to 

other metals, such as lithium and calcium ions, are expected to have similar 

conformations in which the carbohydrate hydroxyls and metal interactions are maximized 

as well.365 While our experimental data show that the carbohydrate-metal interactions 

change for the varying metal ions and produce different fragmentation patterns, such as 

between sodium and lithium adducts, and different energy profiles, such as between 

sodium and calcium adducts, the overall energy profiles across the isomers are similar 

when their globular conformations are similar. However, deprotonated maltotriose has a 

linearized structure that may not solvate the negative charge as well as deprotonated 

melezitose and raffinose structures, which both have extensive intramolecular hydrogen 

bonding (Figure E.15D, E, F). Struwe et al. showed that human milk oligosaccharide 

(HMO) isomers adducted either a cation or anion in positive- or negative-ion mode, 

respectively, have similar collisional cross sections (CCSs), but the same isomers 

displayed significantly different values of CCS when deprotonated,309 suggesting higher 

variability in deprotonated carbohydrate conformations in the gas phase. Such differences 

in conformations between the different isomers are expected to result in changes in 

fragmentation pathways.    
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Figure E.15. Representative structures of sodium-adducted (A) melezitose, (B) raffinose, 

and (C) maltotriose, and deprotonated (D) melezitose, (E) raffinose, and (F) maltotriose. 

 

 

 
 

Figure E.16. Representative fragmentation spectrum of deprotonated maltotriose in 

negative-ion mode at collision voltage of 4 V. Unlabeled peaks are cross-ring cleavage 

products. 

 

 Permethylated melezitose produces fragments that have varying locations of C=C 

and C=O double bonds, suggesting more diverse fragmentation pathways compared to 

metal-adducted underivatized carbohydrates (Figure E.17). Due to the complexity of the 
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data with the variety of fragments, an energy profile is not shown, but fragmentation of 

permethylated melezitose was achieved in the collision voltage range of 20 – 44 V, 

compared to 16 – 36 V for the underivatized melezitose-sodium adduct. Unlike 

underivatized melezitose, containing hydroxyls that can donate hydrogens to glycosidic 

oxygens, all hydroxyl hydrogens have been replaced by methyl groups in permethylated 

melezitose and only -CH hydrogens are available to initiate glycosidic bond cleavages. 

The size of methyl groups as well as the chemical properties of C-H bonds compared to 

O-H bonds likely alter the fragmentation process in permethylated carbohydrates from 

the one observed for underivatized sugars. However, multiple fragments are observed 

from a single glycosidic bond cleavage site (Figure E.17 c and d, and h and i), suggesting 

that the source of protons that initiates the fragmentation may vary. Similarly, more 

cross-ring cleavage products are observed for permethylated melezitose compared to 

underivatized melezitose adducted to sodium (Figure E.1 and E.17). While we 

hypothesize that the greater number of fragments from permethylated melezitose 

compared to underivatized melezitose results from more diverse fragmentation pathways 

from C-H contributions, transition state calculations would need to confirm our 

hypothesis. 
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Figure E.17. Representative fragmentation spectrum of permethylated melezitose 

adducted to sodium (top) and the proposed structures of the fragments resulting from 

glycosidic bond cleavages. Peaks labeled with asterisks (*) are cross-ring cleavage 

products. Although only fragments from one terminal are shown for simplicity of 

representation, equivalent structures from the other terminal may also be produced. 
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E.4 Conclusions and Future Directions 

 

 This Appendix has provided the groundwork for connecting CID experimental 

data examining collision energy profiles of carbohydrates with computational methods to 

observe transition state structures and energetics as well as fragment-metal interactions. 

Using sodium-adducted melezitose as an example, the energies of transition states were 

acquired for various glycosidic bond cleavage sites for the source of hydrogen to 

protonate the glycosidic oxygen. Optimization of the resulting fragments and the sodium 

ion revealed the fragment-metal interactions and provided another explanation for 

fragment detection in MS. Finally, the globular conformations of the carbohydrate-metal 

complexes generated from MD simulations of ESI droplets, rather than a single 

conformation obtained from initial gas-phase structures, were compared to observe the 

likelihood of different fragmentation sites based on the flexibility of the carbohydrate 

conformations. While our computational method of obtaining transition state calculations 

and fragment-metal coordination has been demonstrated for one carbohydrate-metal 

complex, melezitose adducted to sodium, it can be extended to examine other 

carbohydrate-metal pairs such as lithium-adducted melezitose or sodium-adducted 

maltotriose. Our method may add valuable insights to HDX analysis of carbohydrate and 

the localization of deuterium labels, as the limited number of functional groups and their 

close exchange rates may not be resolved with current experimental work alone. Further 

investigation of fragmentation pathways for cross-ring cleavages and secondary 

fragmentations could also help understand structural differences in carbohydrate isomers 

that are crucial for biological activities. 
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