
 
 
 
 
 
 
 
 

ABSTRACT 
 

Enabling and Directing Real-Time Cognitive Radar Transmitter Optimization 

Austin S. Egbert, Ph.D. 
 

Mentor: Charles P. Baylis, Ph.D. 
 

 
 As the available wireless spectrum grows more crowded with increased usage 

from high bandwidth telecommunications applications, it becomes infeasible for many 

other users of wireless spectrum to continue operating with static, inflexible methods. 

Among these users are radar systems, which have historically been allocated large 

sections of bandwidth. In order to adapt and coexist with new technology in a 

dynamically managed environment, next generation radars must be able to adjust their 

spectral configuration in real time. The research presented in this dissertation provides a 

framework that can be used for determining transmission constraints over both spatial 

direction and signal frequency. While existing research has demonstrated how to 

optimize radar transmitters using adjustable amplifier matching networks, such 

optimizations have not been able to complete quickly enough for use in real-time 

adaptation. To accelerate these optimizations, this dissertation presents a faster method 

for evaluating the performance of transmit amplifiers using a software-defined radio 

(SDR) and a load-pull extrapolation method using deep learning image completion 

techniques. Additionally, the accelerated optimization technique has been adapted for use 



with the pulse-to-pulse waveform agility paradigm of cognitive radars. Finally, the 

impact on Doppler detection accuracy of modifying the radar transmit chain during a 

coherent radar processing interval is analyzed, along with techniques for correcting the 

resulting distortions. 
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CHAPTER ONE 
 

Introduction 
 
 
 In 2009, then-Federal Communications Commission (FCC) chairman Julius 

Genachowski stated, “I believe that the biggest threat to the future of mobile in America 

is the looming spectrum crisis” [1]. The crisis he foresaw was an inability to provide 

enough spectrum for future wireless telecommunications applications and systems, such 

as for fifth-generation wireless (5G) technology. At the time, mobile data usage was 

expected to grow from 6 PB/mo in 2008 to 400 PB/mo in 2013. More recently, Ericsson 

has estimated that global mobile data usage will reach 226 EB/mo in 2026 [2]. To address 

this lack of spectrum availability, the National Broadband Plan of 2010 directed the FCC 

to auction off several regions of spectrum that had been previously allocated to other uses 

[3], and proposals of new reallocations are under continued development [4]. While these 

auctions have helped to alleviate spectral pressure, the auction and reallocation process 

takes several years to complete, limiting this solution’s usefulness to situations where the 

need for spectral shuffling can be recognized in advance. 

 It is important to note that spectral auctions alone do little to provide a long-term 

solution to spectral congestion, as recognized by the President’s Council of Advisors on 

Science and Technology (PCAST) in 2012 [5]. While PCAST argued that auctions of 

federal spectrum were unsustainable due to cost, time, and disruption of government 

missions, the issues do not stop there. In fact, as long as intermittent or infrequent 

spectrum applications (including various military and aerospace systems) exist, long-
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term, static allocations are fundamentally incompatible with the need for high spectrum 

utilization (ratio of occupied spectrum to total spectrum). Under the traditional approach 

for spectrum allocation, spectrum utilization studies reveal that high-population areas 

such as New York City, Chicago, or Dublin often only utilize 13-17% of the available 

spectrum at peak times [6-8]. The utilization within a given band often reflects the nature 

of the applications assigned to that band. For instance, McHenry [6] shows that TV bands 

have utilization up to 77%, cellular bands have utilization up to 46%, and various radar or 

aerospace application bands have utilization between 0.2 and 5%. Clearly, not all 

wireless applications are equal in terms of spectrum utilization. However, traditional 

application-based spectrum allocation, which assigns specific portions of the spectrum 

for specific uses, ignores this utilization disparity. As a result, some bands face 

overcrowding while others are severely underused by comparison. 

 A more efficient approach for spectrum management involves the use of 

dynamically allocating spectrum resources “on the fly” based on the users’ needs within a 

given geographic region. Various approaches for spectrum management exist in the 

literature, addressing the benefits and challenges faced in alternate arrangements [9-13]. 

Some of these approaches have begun to see real-world application under the Citizens 

Broadband Radio Service (CBRS) [14], with additional spectrum sharing options 

currently under consideration as part of America’s Mid Band Initiative [15]. With the 

introduction of phased array antenna technology, additional control over transmission 

direction enables additional dimensions of spectral control, further aiding the potential for 

efficient use of spectrum resources [16-20]. Chapter Two of this dissertation presents an 

approach for determining acceptable transmission power densities in both frequency and 
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spatial angle for use in a dynamic spectrum allocation system, given knowledge of the 

current spectral environment. 

 In order to take full advantage of the flexibility afforded by a dynamic allocation 

system, devices must be able to reconfigure themselves for efficient operation in the 

available bands in a timely manner. For high-power applications such as radar, this 

reconfiguration requires optimization of the system’s transmit chain for optimal 

performance at the selected frequency. Previous work has been done to develop 

optimization algorithms [21-24] for radar transmit amplifiers using adjustable load 

impedance tuners [25-26], but the measurement techniques used fall short of real-time 

operation, with individual measurement sets requiring multiple seconds to complete. 

Active load-pull systems have demonstrated significant improvements in tuning time 

[27], but they are not practical for use in deployed, high-power systems. Meanwhile, 

software-defined radios (SDRs) have been used to demonstrate some measurement 

techniques [28-29]. Chapter Three demonstrates how SDRs can be used to greatly 

accelerate the measurement process for some additional common amplifier performance 

metrics and, when combined with the impedance tuner of [26], vastly reduce the time 

required for complete device load-pulls compared to traditional passive load-pull 

systems. 

 Even with these improvements, high-power, mechanically actuated impedance 

tuners are not able to operate quickly enough to provide optimal performance for 

cognitive radars, which can craft unique radar pulses designed to fit in the existing 

spectral environment. Typically, a radar’s pulse repetition interval (PRI) may range from 

10 µs to 100 µs, while the fast impedance tuner of [26] takes 40 ms to 100 ms per tuning 
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operation. As a result, such tuners can only be used to optimize the average performance 

of such radars over the course of many pulses. Chapter Four of this dissertation 

demonstrates how existing circuit optimization techniques can be adapted for average 

performance and how the optimal averaging length can be determined on-the-fly. The 

end result is a band-agile, cognitive radar that is able to intelligently alter its transmit 

amplifier’s load impedance in real-time to maximize its average transmit power during 

active spectral adaptation, enabling detection of farther radar targets. 

 One disadvantage of the implemented approach is that the majority of transmit 

configurations (combination of transmit frequency, bandwidth, and waveform) 

considered during optimization must be evaluated at multiple impedances during each 

search iteration. While the optimization adjusts the measurement period to better meet 

this condition, the vast majority of measurements will likely provide duplicate 

information. As many transmit configurations exhibit similar impacts on the transmit 

amplifier (such that they could be treated as identical during the search process), it is 

likely possible to group several such configurations, greatly reducing the number of 

measurements required during optimization. However, it is difficult obtain enough 

information during the optimization process to act on this assumption and correctly group 

like configurations. Given the regular nature of amplifier performance contours on the 

Smith Chart, it is possible to use partial knowledge of the circuit performance associated 

with a given transmit configuration to extrapolate a more complete understanding that 

can be used to find transmit configurations with identical performance characteristics. 

Chapter Five of this dissertation introduces how deep learning and generative adversarial 

networks (GAN) can be used to apply image completion to partial load-pull information. 
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These completion techniques may be able to improve the responsiveness of future 

cognitive radar circuit optimization efforts, and they can be used on their own as a circuit 

optimization algorithm as well as to jump-start initialization of other algorithms or 

accelerate load-pull measurements by greatly reducing the number of evaluated 

impedances required to produce accurate load-pull contours, with as few as six 

measurements being required in many cases. 

 It is important to note that although cognitive radars can adapt their transmissions 

for their environment, such reconfiguration conflicts with many radar applications that 

utilize multiple transmit/receive cycles using the same transmit waveform (coherent 

processing). Under traditional coherent radar signal processing, any changes made to the 

transmit characteristics of the radar will negatively impact the ability to accurately 

discern information about the sensed environment, as the assumptions underlying 

coherent processing techniques are violated by the changing transmission. Kirk [30] has 

examined the impacts of varying waveform definitions on the quality of range-Doppler 

processing and introduced correction methods for dealing with the resulting distortions. 

Similarly, Chapter Six of this dissertation examines the effects of varying load impedance 

on range-Doppler processing and presents methods to mitigate these effects. Chapter 7 

provides some conclusions, re-summarizing the contributions of this work and 

recommendations for future research. 

 Altogether, this dissertation presents significant progress in enabling and directing 

real-time cognitive radar optimization. As discussed, direction of the cognitive radar 

itself can be improved through the presented dynamic spatial-spectral constraint analysis 

method. Likewise, optimization is enabled by the introduction of faster measurement 
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techniques using SDRs and deep image completion, an analysis of and mitigation process 

for distortions in radar processing caused by adaptive transmit hardware, and new 

methods for improving the average radar performance during live spectrum adaptation, 

culminating in the first demonstration of real-time circuit optimization of a cognitive 

radar transmit amplifier.  
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CHAPTER TWO 
 

Dynamic Approach for Determining Spatial-Spectral Transmission Constraints 
 

The work presented in this chapter has been published in: [31] A. Egbert, C. Latham, C. 
Baylis, and R. J. Marks, "Multi-dimensional coexistence: Using a spatial-spectral mask 

for spectrum sharing in directional radar and communication," 2018 Texas Symposium on 
Wireless and Microwave Circuits and Systems (WMCS), 2018, pp. 1-6, doi: 

10.1109/WMCaS.2018.8400641. © 2018, IEEE. 
 
 

2.1 Motivation and Background 
 
 As discussed in Chapter One, traditional, static spectrum management techniques 

are ill-suited for several types of spectrum applications [6-8], and many dynamic 

spectrum allocation techniques have been proposed. Zhao has summarized these 

alternative methods within three categories: dynamic exclusive use, open sharing models, 

and hierarchical access models [9]. Under dynamic exclusive use, traditional, static 

allocation is expanded to permit spectrum owners to sell and trade their exclusive 

spectrum rights with other users as desired, especially on a much shorter basis and along 

much more finely divided spatial areas than with traditional allocation. At the opposite 

extreme, open sharing models build upon the success of unlicensed bands with WiFi, 

Bluetooth, etc., permitting sharing among many spectral users within a band without the 

need for exclusive licensing. Finally, the hierarchical access model bridges the prior 

categories, allowing primary users of a band to obtain spectral rights while also allowing 

other secondary users to transmit in-band in such a way to limit interference to primary 

users. 
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 As an example, the FCC’s Citizens Broadband Radio Service (CBRS) has 

implemented a 3-tier hierarchical access model within the 3.55-3.7 GHz band [14]. 

Within this system, incumbent users (i.e., pre-existing band occupants) retain full rights 

to the band at all times. However, other users may also operate within the band, guided 

by a central Spectrum Access System (SAS). The SAS collects geolocation information 

of non-incumbent users to within ±50 m horizontal and ±3 m vertical and assigns 

spectrum usage on a dynamic basis, avoiding interference to incumbent users. These 

other users are required to adapt their spectral usage within 60 s of commands provided 

by the SAS. Additionally, non-incumbent users are permitted to purchase priority access 

for a band, for which they will receive preferential allocation from the SAS over other 

non-incumbent, general users. 

 Prior to the development of the CBRS and its concept of an SAS, Latham 

demonstrated an adaptive technique for spectrum allocation that, similar to an SAS, 

generates dynamic spectral transmission limits given knowledge of location and 

interference power limits of neighboring receivers [13]. However, such an approach goes 

beyond the aims of an SAS (which still attempts to reserve the use of specific frequencies 

for specific users in a geographic area) by permitting overlapping access to bands by 

various users under the condition that these users do not interfere with each other. 

 In dealing with the increasingly crowded spectral environment, any additional 

degrees of freedom for operation that enable finer control over transmission at the device 

level also enable more precise management from a spectral allocation standpoint, 

allowing the available spectrum to be used more efficiently. To this end, Drozd discusses 

the concept of a “transmission hypercube” consisting of various dimensions of 
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transmission freedom that can be used for spectrum allocation, including the traditional 

management dimensions of time and frequency, as well as less developed dimensions of 

direction, code, and polarization [32]. 

 With the introduction of electrically steerable multiple-element phased array 

antenna systems, the ability to control the direction of transmission is becoming more 

common. Specifically, such systems can be used at the millimeter-wave transmission 

frequencies of fifth-generation (5G) wireless systems, allowing 5G devices to share 

available spectral resources more efficiently [16]. Given this flexibility, a dynamic 

approach based on the real-time position of devices within a given band can be used to 

fully utilize the additional freedom afforded by spatial transmission control. Such an 

approach has previously been expected for use by 5G systems in both microwave and 

millimeter-wave bands [9]. This chapter presents a method that allows for the generation 

of specific transmission constraints based on the current spectral environment and desired 

transmission signal or spatial pattern. 

  
2.2 Original Framework 

 
 The work in this chapter extends the dynamic spectral mask generation 

established by Latham [13] to also include the spatial domain. Latham’s original 

framework utilizes information gathered about other spectrum users within the 

surrounding environment to generate a spectral mask for transmission, assuming an 

omnidirectional radiation pattern. The required information includes the operating 

frequencies of the devices, the maximum interfering spectral power density that can be 

tolerated by each device, and the transmission path loss between each device and the 
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transmitter being regulated. For a simplified model (ignoring effects such as multi-path 

transmission), the Friis transmission equation 

  𝑃 𝑃  (2.1) 

can be used to determine the power received by a specific device (𝑃 ) when the 

transmitter radiates power 𝑃 , where 𝐺  and 𝐺  are the transmitter and device receiver 

antenna gains, 𝜆 is the receiver’s operating wavelength, and 𝑅 is the distance from the 

transmitter to the receiver. In [13], both 𝐺  and 𝐺  were assumed to be unity, indicating 

ideal omnidirectional antennas at both the transmitting and receiving devices. In practice, 

real antenna gains can be included if known. 

 Rearranging (2.1) to solve for 𝑃  and assuming omnidirectional antennas provides 

the relation 

  𝑃 𝑃 , (2.2) 

where 𝑃  now represents the amount of power that can be transmitted before power 𝑃  is 

available at the receiving device. Given the desirable maximum allowable interference 

power density for a device as 𝑃 , the maximum allowable transmit power is 𝑃 . This 

maximum allowable transmit power can then be used to generate a spectral mask specific 

to the current environment at a given point in time. Continued monitoring of the 

environment enables the creation of a dynamic, time-varying spectral mask. In [13], the 

spectral mask is generated from the constraints produced by (2.2) by searching for the 

widest frequency gap between two constraints for use as the center of the mask and then 

linearly connecting the remaining constraints. An example of a spectral mask generated 

by this approach is shown in Figure 2.1. 

 



11 
 

 
 

Figure 2.1. Example dynamic spectral mask generated using the approach of Latham 
[13]. © 2016, IEEE. 

 
 

2.3 Spatial Dimension 
 
 The original framework introduced in [13] can be extended to include spatial 

degrees of freedom by modifying the definition of the maximum allowable interference 

power 𝑃  for each device. Beginning with (2.1), maximum transmitted power constraints 

can be determined for each receiver in a known environment in . Note that as these are 

constraints are spectral power densities, they are not able to dictate spatial constraints. 

However, a joint spatial-spectral density can be generated for a planar environment by 

assuming point receivers and an omnidirectional antenna transmission pattern (𝐺  = 1 for 



12 
 

all directions), dividing the result by 2𝜋 to produce a spatial angular density. This results 

in a maximum allowable interference power density for each device in  
∗

. The set of 

all of these device constraints is indexed as 𝑃 𝑓,𝑅,𝜙 , where 𝑓 is the receiver operating 

frequency, 𝑅 is the distance between the receiver and constrained transmitter, and 𝜙 is 

the azimuthal direction of the receiving device from the transmitter with respect to a 

predetermined reference direction. 

 Based on these device-dictated constraints, a spatial-spectral constraint map can 

be generated by choosing the most restrictive constraint for each frequency in each 

direction. In other words, if two devices exist in the environment at the same direction 

and frequency, the device with the most severe constraint will be chosen. The resulting 

constraint map is 

  𝑃 𝑓,𝜙 min 𝑃 𝑓,𝑅,𝜙 , (2.3) 

where 𝑃 𝑓,𝜙  describes the allowable transmitted spatial-spectral power density in each 

direction, 𝜙, at each frequency, 𝑓. An example of this constraint map structure is shown 

in Figure 2.2. A system is considered in compliance with this constraint map as long as 

the transmission power density at each frequency and direction is lower than the 

constraint map. For frequency or direction combinations where no constraint exists, no 

limit is placed on transmit power density. 

 
2.4 Projection to Fewer Dimensions 

 
 Often, either the transmission pattern or transmission waveform spectrum are 

predetermined and fixed. In these cases, the spatial-spectral constraint map can be 

projected onto solely the spatial or spectral domain. 
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Figure 2.2. Example of a generated spatial-spectral constraint map for 1000 devices within 
1km of a hypothetical beamforming radar system. © 2018, IEEE. 
 
 
2.4.1 Spectral Constraint Map 
 
 Given a known system transmission pattern, the gain of the pattern in each 

direction can be applied to the existing constraint map as a weight on the constraint. The 

resulting spectral constraint map is 

 

  𝑆 𝑓 min 𝑃 𝑓,𝜙 𝑑𝜙, (2.4) 

where 𝑆 𝑓  is the permissible transmission spectral power density at a given frequency 

in , and 𝐺 𝜙  is the present arbitrary antenna transmission pattern. 
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 Note that the loss of a dimension of freedom necessitates choosing the most 

restrictive constraint in each direction for a given frequency. However, by accounting for 

the actual transmission gain in each direction, this projection results in a precise 

allocation of transmittable power, allowing for more freedom than what is offered by 

traditional spectrum allocation, which does not vary with transmission direction. 

 
2.4.2 Spatial Constraint Map 
 
 Just as for the spectral constraint map, a known signal spectrum can be applied as 

a weight on the existing constraint map. In this case, the resulting constraint map is 

  𝑄 𝜙 min 𝑃 𝑓,𝜙
| |

𝑑𝑓, (2.5) 

where 𝑄 𝜙  is the permissible transmission spatial power density in a given direction in 

, the signal bandwidth is limited to 𝑓 𝑓 𝑓 , and |𝑋 𝑓 | is the normalized signal 

spectrum (signal spectrum divided by the chosen maximum transmit power density, both 

in ). This results in the same loss of a dimension as the spectral mask, but also allows 

the spatial transmission pattern to be tuned to provide the best flexibility given the fixed 

signal spectrum. 

 
2.5 Waveform Optimization Results 

 
 To demonstrate the capabilities of the spatial-spectral constraint map, the 

Alternating Projections-based ambiguity function waveform optimization algorithm of 

Eustice [33] was adapted to use a spectral mask generated by the method described in the 

previous section. This algorithm can generate a radar waveform with the desired 

ambiguity function and spectral and energy constraints by continually projecting the 

signal onto the classes of signals meeting each objective until convergence is reached. 
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 Two different scenarios are considered: one with an ideal, uniform, steerable 

antenna, and another with a simulated helix antenna transmission pattern. Unless 

otherwise noted, the presented results use the same sample environment as described in 

the next section. 

 
2.5.1 Simulation Environment 
 
 Figure 2.3 shows a spatial simulation scenario, constructed in MATLAB, that 

considers a single beamforming radar and 1000 receiving devices operating between 3.5 

and 3.6 GHz. The transmitter is assumed to be at the origin of the plane. If the locations 

of the receivers are known, as well as the frequency, antenna gain, and maximum 

tolerable received interference spectral power density for each receiver, then the 

transmitter can adjust its configuration to ensure that it does not interfere with any of the 

receivers. Such information might be provided by a wireless network carrier or a SAS as 

used by CBRS. For this experiment, the receivers and transmitter are both assumed to be 

stationary, although velocity could easily be added to the receivers in the simulation if 

known. Finally, the receiver antenna gains are assumed to be unity. 

 Additionally, the simulated radar has a maximum transmission spectral power 

density of 60  and uses 20 MHz of reconfigurable bandwidth within the 3.5 to 

3.6 GHz range, which has been chosen as it includes frequencies that have been allocated 

for sharing between radar and wireless communications. Note that these system 

parameters have been chosen arbitrarily for demonstration purposes and could be 

substituted with those of an existing system. The spatial-spectral constraint map 

generated for this environment is shown in Figure 2.2. 
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Figure 2.3. Geographic scenario for spatial and spectral regulation simulation with 1000 
handset devices (radial dimension in meters, angular dimension in degrees). © 2018, 
IEEE. 

 
 

2.5.2 Spectral Mask Generation 
 
 Because the radar in this simulation does not have complete freedom to alter its 

transmission pattern, the spatial-spectral constraint map from (2.3) is used to generate a 

spectral constraint map through the application of the system’s transmission pattern, 

𝐺 𝜙 . The resulting spectral constraint map can be transformed into a more traditional 

mask over a continuous domain by allowing for the maximum transmission power 

density where no constraint exists. Additionally, each receiver in this scenario is assumed 

to have a 1 MHz operating bandwidth in which interference can be received. As the radar 

operates over 20 MHz within a 100 MHz band, the widest gap in frequency between two 
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constraints is chosen to center the radar waveform. Other methods could also be used to 

choose the spectrum, such as optimizing the overall total transmit power available within 

the band, which can be more useful in extremely crowded scenarios. This process results 

in a notched spectral mask of the type shown in Figure 2.4. This notched approach results 

in more relaxed constraints in instances with a sparse environment due to the limited 

frequency range that a given device constraint is able to dictate, compared to the 

approach of Latham [13], as demonstrated in Figure 2.1. 

 

 
 
Figure 2.4. Generated spectral mask dictating radar waveform spectral requirements. © 
2018, IEEE. 
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2.5.3 Radar Waveform Optimization 
 
 Using the generated spectral mask, a transmit waveform is synthesized that will 

attempt to provide desired ambiguity function properties, as dictated by an ambiguity 

template, while not violating the generated mask. The ambiguity function of a given 

signal 𝑥 𝑡  describes the output of the radar correlation process with time delay 𝜏 and 

Doppler shift 𝑢, and is denoted as 

  χ 𝜏,𝑢 𝑥 𝑡 𝑥∗ 𝑡 𝜏 𝑒 𝑑𝑡. (2.6) [33] 

 An example of an ambiguity function is shown on the right side of Figure 2.5. 

The shape of a signal’s ambiguity function indicates the range and Doppler resolution 

that can be achieved when detecting a target. For example, a radar intended primarily for 

range detection would benefit from an ambiguity function with a narrow ridge running 

along the Doppler axis at 𝜏 0, allowing multiple objects located at similar distances 

from the radar to be discernible as separate, distinct targets. The range radar ambiguity 

template used for this work is shown on the left side of Figure 2.5. 

 Given a template of the desired ambiguity function 𝑀 𝜏,𝑢  and required spectral 

mask 𝑆 𝑓 , the process described in [33] can be used to produce a signal meeting both 

conditions. This approach projects the current signal iteration onto signals that meet the 

given ambiguity template and signals that meet the spectral mask in an alternating 

fashion. These projections are performed respectively via the following: 

  𝜒 , 𝜏,𝑢
𝜒 , 𝜏,𝑢 ,

, ,
, 𝜒 , 𝜏,𝑢 𝑀 𝜏,𝑢

𝜒 , 𝜏,𝑢 ,                  𝜒 , 𝜏,𝑢 𝑀 𝜏,𝑢
 (2.7) 

  𝑋 𝑓
𝑆 𝑓 ,    𝑋 𝑓 𝑆 𝑓
𝑋 𝑓 ,   𝑋 𝑓 𝑆 𝑓

 (2.8) 
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Figure 2.5. Ambiguity function template for range radar (left) and realized ambiguity 
function (right). © 2018, IEEE. 
 
 
 In order to use these projections, the signal must be converted to and from the 

different domains dictated by the respective constraint sets. For the first projection, 

inversion of the current 2D ambiguity function iteration 𝜒 , 𝜏,𝑢  to a corresponding 1D 

time-domain waveform 𝑥 𝑡  is performed via an approach using weighted combinations 

of 1D projections of 𝜒 , 𝜏,𝑢 , described in [33]. For the second projection, the time-

domain waveform 𝑥 𝑡  and its spectrum 𝑋 𝑓  are Fourier transform pairs, 𝑥 𝑡 ⟺

𝑋 𝑓 . 

 Repeated iterations of these projections will eventually converge to a fixed signal 

(in the event both constraints are able to be met simultaneously), or a cycle between two 
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signals that meet one constraint, but not the other (referred to as a limit cycle). In this 

scenario, the ambiguity template projection is treated as a goal, while the spectral mask is 

treated as a requirement. Because of this, the chosen waveform will always be selected 

immediately after a spectral mask projection to ensure spectral compliance, possibly 

sacrificing some performance with respect to the ambiguity template. 

 
2.5.4 Results - Ideal Antenna 
 
 An ideal, steerable transmission antenna that radiates coherently within an 

adjustable beam width in the azimuthal plane is considered. The gain of this antenna is 

  𝐺 𝜙 | |
,𝜙 𝜙 𝜙

0,         otherwise
 (2.9) 

where 𝜙  and 𝜙  are the angular edges of the steerable transmission beam in radians. For 

this experiment, the antenna beamwidth is chosen to be 30°, and the transmission 

direction is swept over the environment of Figure 2.3. 

 Figure 2.6 shows the results of the waveform optimization when the antenna 

beam is centered at 60°. Figure 2.7 shows the generated spectral mask and the 

corresponding synthesized signal spectral power density. These figures indicate the 

optimization can achieve the desired ambiguity function while avoiding interference with 

any of the surrounding devices in the environment.  

 As the beam is steered, devices will enter and exit the beam path, which changes 

the permitted interference power per bandwidth at each transmission frequency and 

reshapes the spectral mask. If the radar waveform optimization is run continuously, the 

waveform can be updated as the beam is steered to different directions. 
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Figure 2.6. Ambiguity function minimization template (left) and resulting ambiguity 
function (right) for the optimized waveform for a uniform beam centered at 60° with a 
beamwidth of 30°. © 2018, IEEE. 
 
 

 
 

Figure 2.7. Spectral mask and resulting optimized waveform centered at 3.47 GHz for a 
uniform beam centered at 60° with a beamwidth of 30°. © 2018, IEEE. 
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 Figure 2.8 shows the range radar minimization template, along with the optimized 

ambiguity function for a beam centered at 0° and a beamwidth of 30°. Figure 2.9 shows 

the resulting optimized waveform’s spectrum with the new spectral mask. The waveform 

optimization compensates to still create a waveform with the widest possible bandwidth, 

while meeting the interference-imposed requirements on the transmit spectrum. 

 Other ambiguity minimization templates may also be used with the generated 

mask. Figures 2.10 and 2.11 show the optimization results for an arbitrary “depressions” 

ambiguity template (named for the circular depressions imposed on the template) with the 

transmission beam steered to 135°. 

 

 
 
Figure 2.8. Ambiguity function minimization template (left) and resulting ambiguity 
function for the second range radar optimization, centered at 0°. © 2018, IEEE. 
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Figure 2.9. Spectral mask and resulting optimized waveform centered at 3.52 GHz for a 
beam centered at 0° with a beamwidth of 30°. © 2018, IEEE. 
 
 
2.5.5 Results - Helix Antenna 
 
 A more realistic, simulated helix antenna is considered, in lieu of the ideal beam 

of the previous section. The simulated antenna gain is shown in Figure 2.12 with 

maximum transmission gain of 13.2 dBi. This antenna is used for additional range radar 

optimizations, with the results shown in Figures 2.13 and 2.14. 
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Figure 2.10. Depressions ambiguity function minimization template (left) and resulting 
ambiguity function for the alternating- projections optimization, centered at 135°. 
© 2018, IEEE. 
 
 

 
 
Figure 2.11. Spectral mask and resulting optimized depressions waveform centered at 
3.53 GHz for a beam centered at 135° with a beamwidth of 30°. © 2018, IEEE. 
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Figure 2.12. Simulated helix antenna gain pattern in azimuth plane (direction measured in 
degrees), with maximum gain of 13.2 dBi. © 2018, IEEE. 
 
 
 In this case, the fixed helix antenna pattern results in too strict of an environment 

to properly generate a range radar. This is exacerbated by choosing the widest constraint 

gap for the center frequency as it results in a large center peak, which results in a rather 

narrow-band waveform that is more optimized for Doppler resolution. Choosing a center 

frequency that allows for a more uniform distribution of bandwidth would improve the 

range performance of the algorithm. Additionally, if fewer constraining devices are in the 

surrounding area, or if the transmission pattern is adjusted to mitigate the effect on closer 

or more sensitive receivers, a more acceptable ambiguity result can be achieved. Results 

with only 300 receiver devices are shown in Figures 2.15 and 2.16. This optimization 

provides outcomes more similar to those achieved by the uniform beam. 
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Figure 2.13. Range radar ambiguity function minimization template (left) and resulting 
ambiguity function for the alternating projections optimization with the helix antenna 
pattern turned to face 45°. © 2018, IEEE. 
 
 

 
 
Figure 2.14. Spectral mask and resulting optimized range radar waveform centered at 
3.57 GHz for the helix antenna pattern centered at 45°. © 2018, IEEE. 
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Figure 2.15. Range radar ambiguity function minimization template (left) and resulting 
ambiguity function for the alternating- projections optimization in a 300 receiver 
environment with the helix antenna pattern turned to face 45°. © 2018, IEEE. 
 
 

 
 

Figure 2.16. Spectral mask and resulting optimized range radar waveform at 3.48 GHz 
for the helix antenna pattern aimed at 45° in a 300 receiver environment. © 2018, IEEE. 
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CHAPTER THREE 
 

Real-Time RF Device Performance Evaluation using Software-Defined Radios 
 

The work presented in this chapter has been published in: [34] A. Egbert, B. H. Kirk, C. 
Baylis, A. Martone and R. J. Marks, "Fast Software-Defined Radio-based System 
Performance Evaluation for Real-time Adaptive RF Systems," 2020 95th ARFTG 

Microwave Measurement Conference (ARFTG), 2020, pp. 1-4, doi: 
10.1109/ARFTG47271.2020.9241369. © 2020, IEEE. 

 
 

3.1 Motivation 
 
 By their nature, adaptive RF systems require some type of performance feedback 

loop in order to obtain the optimal performance. While a system could be 

precharacterized to determine the optimal configuration in advance for a variety of 

scenarios, such an approach severely limits the degree of adaptation that is possible. As 

an example, it would be extremely impractical to attempt to precharacterize all the 

possible solutions to the scenario presented in Chapter Two, as there is tremendous 

freedom in the degree of severity and location of the constraints alone. 

 Since precharacterization is not feasible, the optimal configuration must be found 

through some type of search process, necessitating the use of live performance feedback. 

The time required to determine the current performance of a system is one of the primary 

limiting factors on how fast and responsive an adaptive system can be; other factors 

include the component reconfiguration latency (e.g., how quickly can an impedance tuner 

adjust its impedance) and the computational requirements of the optimization algorithm. 

The objective of this chapter is to provide fast evaluation of an amplifier’s performance 

for use in real-time circuit optimization. 
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3.2 Review of the State-of-the Art 
 
 Traditional RF test benches using standard bench-top measurement equipment 

(signal generators, power meters, spectrum analyzers, and load-pull systems, both passive 

and active) can provide excellent accuracy when evaluating the performance of an RF 

system, but they are either too slow, too large, or otherwise ill-suited for use in a real-

time adaptive system. While active load-pull systems in particular are able to achieve fast 

measurement speeds (with Roblin demonstrating full load-pulls in 10 ms [27]), they are 

an inappropriate choice for deployed systems (especially high-power systems) as they 

rely on the injection of specific active signals to modulate the presented impedance. Such 

injected signals must be on the order of the amplified signal to evaluate the full range of 

impedances, and the required excitation signals conflict with the need to transmit a 

desired signal through the system. Passive load-pull systems do not share this issue, but 

they are much too slow when used with traditional equipment, as demonstrated later in 

this chapter. 

 Meanwhile, many cognitive and adaptive radio and radar platforms are controlled 

by a software-defined radio (SDR), including the Software-Defined Radar (SDRadar) 

system, which is described in detail in Chapter Four. Performing measurements directly 

with an SDR platform that is likely already a major component of a system can reduce 

cost and size, thereby eliminating the need for additional measurement equipment. 

 The use of SDR technology for evaluating the performance of an RF system has 

been demonstrated for some metrics. For instance, Tendürüs has demonstrated the use of 

SDRs for evaluating an RF device’s adjacent channel power ratio (ACPR, a measure of 

spectral spreading commonly used to evaluate device linearity) when transmitting 
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orthogonal frequency division multiplexing (OFDM) signals [28]. Though not evaluating 

a device under test (DUT), Jordbru has demonstrated the use of SDRs for environmental 

RF energy detection using both off-the-shelf and custom SDR designs [29]. Additionally, 

Andrich has analyzed the accuracy of SDR measurements for evaluating the performance 

of high precision clocks [35]. 

 This chapter goes beyond the existing work in SDR measurements by 

demonstrating the accuracy and speed of two additional performance metrics (microwave 

transmit power and spectral mask compliance) using the Ettus X310 SDR, including a 

technique for calibrating the signal processing and propagation delays in the 

measurement chain, permitting reliable measurement of pulsed waveforms. Combined 

with high-speed impedance tuners, the new measurement processes demonstrate 

significant speed improvements over passive load-pull systems, reducing the per-

impedance evaluation time for transmit power by 97% and providing a measurement 

framework capable of real-time evaluation of a transmit-chain reconfigurable amplifier. 

 
3.3 SDR-based RF Performance Measurements 

 
 When using this SDR for measurement purposes, the process begins by acquiring 

the raw in-phase and quadrature (IQ) voltage samples of the complex baseband signal for 

evaluation. These samples are passed through the SDR’s on-board field-programmable 

gate array (FPGA) in a streaming fashion for additional processing, with the specific 

processing dependent on the type of measurement being performed. Note that multiple, 

parallel measurement processing pipelines can parse the incoming data simultaneously, 

allowing for fast, efficient calculation of multiple performance metrics. Additionally, 
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processing the signal on the FPGA reduces the communication overhead required to 

transfer the data to the host computer, as only the final result must be transferred. 

 
3.3.1 RF Power 
 
 Using this raw IQ data, the average RF output power of a 50 Ω system can be 

determined by computing the average of the root-mean square voltages of each IQ 

sample as discussed in [36]: 

𝑃
1
𝑁

𝐼 𝑈 𝑄 𝑈
2 50

, 3.1  

where 𝑃  is the measured average RF power over 𝑁 samples at the SDR’s loopback 

measurement port in watts, 𝐼  and 𝑄  are the instantaneous IQ samples in raw analog-to-

digital converter (ADC) units, 𝑈 is the conversion factor between ADC units and volts, 

and 50 represents the system reference impedance of 50 Ω. 

 When performing this calculation using the SDR, the ADC conversion factor 𝑈, 

dependent on the exact system configuration (including front-end amplifier gains and 

ADC settings), may not be readily known. This conversion factor can be factored out of 

the calculation of 𝑃  on the FPGA and applied later if desired, which is the approach 

taken in this chapter with the demonstrated system. In this case, the simplest calculation 

(in units-squared) sufficient to determine relative performance of different configurations 

of a real-time adaptive system performance is 

𝑃
1
𝑁

𝐼 𝑄 . 3.2  

If exact knowledge of the system’s performance is desired, this intermediate calculation 

can be transferred to the host computer and converted to peak volts-squared: 
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𝑃 𝑈 𝑃 . 3.3  

Conversion to watts can be obtained by also dividing by twice the system reference 

impedance, returning to the form of (3.1). Further conversion to dBm and reference plane 

de-embedding can also be computed using regular methods. This process is illustrated in 

Figure 3.1 for the custom load-pull system presented in this chapter, with an intermediate 

LabVIEW driver handling communication between the SDR and a custom MATLAB 

load-pull bench control engine. 

 

 

Figure 3.1. Flowchart for calculation of average RF output power over 𝑁 samples for a 
custom load-pull system. © 2020, IEEE. 
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 For high-accuracy power measurements, the reported values can be calibrated by 

measuring a known reference signal at various power levels with both a traditional, 

calibrated RF power meter and the SDR prior to system deployment. A correction table is 

created from these measurements, based on the difference between the measured value 

and the known reference value. This correction table can be applied to provide an 

accurate value for each SDR power measurement. 

 
3.3.2 Spectral Mask Compliance 
 
 Spectral mask compliance can be determined by comparing a normalized received 

signal’s spectrum to a predefined mask using the 𝑆  metric of Fellows [37]: 

𝑆 𝑚𝑎𝑥 𝑆 𝑓 𝑀 𝑓 , 3.4  

where 𝑆 𝑓  and 𝑀 𝑓  are the normalized amplitude of the signal spectrum and the 

predefined spectral mask, both measured in dB, and 𝑓  indicates all frequencies outside 

the main transmit band. As performed in regulatory measurements, the maximum in-band 

power is fixed at 0 dBc, and the mask is applied relative to the maximum in-band power. 

Here, values of 𝑆  less than 0 dB indicate compliance with the spectral mask, while 

values of 𝑆  greater than 0 dB indicate a violation of the spectral mask (transmission 

exceeding the allowed mask power outside of the permitted transmit band). 

 Because of the computational complexity of logarithms and exponentials on an 

FPGA, it is more efficient to use linear units (rather than dB) during the FPGA 

calculations, with conversion to dB performed later on the host computer if desired. As 

with power measurements, it is also beneficial to use raw ADC values during the 

calculations. Additionally, rather than normalizing the measured spectrum by dividing 

each sample by the maximum spectrum value, it is best to scale the normalized mask 
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definition up to match the maximum value of the waveform spectrum because of the 

lower computational complexity and latency of multiplication compared to division on 

FPGAs. 

 Multiple 𝑆  measurements are often needed to achieve consistent measurements 

due to measurement noise, even with standard bench-top equipment [38]. Rather than 

averaging multiple spectrum measurements for each 𝑆  calculation, resource usage on 

the FPGA can be minimized by calculating 𝑆  for each spectrum measurement and 

averaging multiple 𝑆  results. Accuracy of each spectrum measurement using an SDR 

can be ensured through the application of IQ imbalance corrections [39]. This approach is 

illustrated in Figure 3.2.  

 

 

Figure 3.2. Flowchart for calculation of spectral mask compliance over 𝑁 samples and 𝑀 
acquisitions for a custom load-pull system. © 2020, IEEE. 
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3.4 Pulsed Waveform TX/RX Synchronization 
 
 To apply the power and spectrum measurement techniques of this chapter to a 

real-time adaptive pulsed RF system (such as the radar transmitter in Chapter Four), the 

measurement period must consistently align with the transmission period, accounting for 

latency between transmission and signal observation due to signal processing and 

propagation (TX/RX latency). This latency may vary according to changes in the signal 

path due to varying test environments (cables, adapters, etc.) or system parameters that 

affect the rate of signal processing (sample rate, on-board FPGA clock speed, etc.). 

 Continuously monitoring the received signal and triggering measurements when a 

specified power threshold is exceeded is not sufficient, as variations in output waveform 

amplitude levels resulting from reconfiguring the load impedance can result in 

inconsistent latency measurements. Instead, the system’s TX/RX latency can be 

evaluated on the first transmission cycle and applied as a delay to each transmission 

cycle. The latency should be determined using an initial system configuration with a 

known receive power threshold. This process is illustrated in Figure 3.3. 

 
3.5 Load-Pull Demonstration 

 
 These measurement techniques have been tested in a load-pull context, where 

multiple load impedances are presented to a DUT to characterize the effect of load 

impedance on performance. A state-of-the-art system using Maury Microwave’s 

Automated Tuner System software with standard RF bench-top equipment (Keysight 

Technologies signal generator and power meter/sensor) and a Maury Microwave passive 

automated load-pull tuner serves as a baseline for comparison. The novel SDR-based 

system utilizes an Ettus X310 SDR with UBX-160 RF daughtercards and the second-
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generation 90 W evanescent-mode cavity-based impedance tuner of Semnani [26], shown 

in Figure 3.4. All load-pull measurements were performed with a 60 MHz linear 

frequency modulated (LFM) chirp waveform centered at 3.3 GHz transmitted through a 

Skyworks 65017-70LF InGaP packaged amplifier with an input power of 3 dBm and an 

amplifier bias voltage of 7 V. 

 

 

Figure 3.3. Flowchart for latency calibration in pulsed measurement systems. © 2020, 
IEEE. 
 
 
 Load-pull contours of the resulting RF output power measurements using both 

systems are presented in Figure 3.5. Table 3.1 compares the number of evaluated 

impedances and the time required for each system to complete the load-pull, as well as 

the maximum performance and corresponding load impedance according to each system. 

Comparison of the resulting contours and optimum impedances reveals good agreement 

between the two platforms. Furthermore, the SDR system evaluates each impedance in 

roughly 3% of the time needed for the traditional system due to significantly faster tuning 

times (roughly 30-100 ms vs 3-5 s) and reduced equipment communication overhead. 
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Figure 3.4. Second-generation evanescent-mode cavity tuner of [26]. Impedance 
adjustments are performed by raising and lowering the discs connected to the linear 
actuators. The extension lengths of the actuators are described by the parameters 𝑛  and 
𝑛 . 
 
 
 Although the Maury load-pull system does not provide built-in support for 

spectral mask compliance measurements, a load-pull of 𝑆  using the cavity tuner and 

SDR is included in Figure 3.6 to demonstrate the SDR platform’s capabilities. The time 

required for this load-pull was 38.3 s for 246 evaluated points, or 156 ms per point. 
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Figure 3.5. Load-pull of RF output power using the baseline system (top) and the SDR-
based system (bottom). Contours have 1 dB spacing ranging from 4-18 dBm (top) and 7-
18 dBm (bottom). © 2020, IEEE. 
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Table 3.1. Comparison of Standard and SDR-Based Load-Pull Systems for RF Output 
Power Evaluation 

 
Load-Pull System Points Measured Time Elapsed (s) Max Pout (dBm) Γ  at Max Pout 
Standard 160 759.9 18.19 0.1881∠ 9.28° 
SDR-Based 246 38.4 18.42 0.2393∠ 10.84° 

 
 

 

Figure 3.6. Load-pull of spectral mask compliance using an SDR-based RF load-pull 
system. Contours for 𝑆  = -10 dB to +6 dB are shown with 2 dB spacing. © 2020, IEEE. 
 

 This real-time SDR measurement platform enables the use of live performance 

evaluation in a deployed, adaptive RF system. The approaches shown in this chapter 

provide the measurement foundation for the adaptive cognitive radar transmit amplifier 

presented in Chapter Four. 
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CHAPTER FOUR 
 

Real-Time Independent Optimization of Cognitive Radar Transmit Amplifier 
 

Portions of the work presented in this chapter have been published in: [40] A. Egbert, A. 
Goad, C. Baylis, R. J. Marks and A. Martone, "Detecting Potential Performance 

Improvements in Cognitive Radar Systems," 2021 IEEE Radar Conference 
(RadarConf21), 2021, pp. 1-5, doi: 10.1109/RadarConf2147009.2021.9455339. © 2021, 

IEEE. 
The remainder has been accepted for publication in: [41] A. Egbert et al., “Continuous 
Real-Time Circuit Reconfiguration to Maximize Average Output Power in Cognitive 

Radar Transmitters,” accepted for publication in IEEE Transactions on Aerospace and 
Electronic Systems, July 2021. 

 
 

4.1 Cognitive Radar Overview and Problem Description 
 
 To further relieve the spectral congestion described in Chapter One, the United 

States has begun to open certain bands for spectrum-sharing. Under spectrum sharing, 

multiple categories of users are permitted to operate in a given portion of the spectrum, 

typically with one group being designated as the primary user. For example, 100 MHz of 

mid-band spectrum from 3450-3550 MHz, previously allocated to radar, has been re-

allocated for sharing with 5G wireless communications as the primary user through 

America’s Mid-Band Initiative [42], with some restrictions to protect remaining 

incumbent federal users [15]. The increasingly congested, spectrum-sharing environment 

in which modern radar systems must operate requires radars that can change operating 

frequencies quickly over significant bandwidth while maintaining good performance. The 

challenges posed by such a dynamic spectral environment can be intelligently navigated 

by cognitive radars. 
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 According to Martone, Haykin, and Griffiths, a cognitive radar, by definition, 

must contain intelligent signal processing, information feedback, and the capability to 

adapt its waveform [43-45]. One such radar is the Software Defined Radar (SDRadar) 

platform presented by Kirk [46-48]. In cognitive radars, the perception-action cycle 

(PAC) is often used to form the decision processes. The radar senses the spectrum and the 

frequencies of interferer operation (perception), then modifies its transmission to achieve 

coexistence with other radio-frequency devices (action) [30, 47-51]. As part of its 

perception, a cognitive radar may also employ spectral prediction to determine spectrum 

usage by potentially interfering devices, allowing the radar to anticipate and respond to 

upcoming changes rather than merely react after the fact [52-53]. 

 In the radar’s transmit power amplifier (PA), the output power is dependent on the 

load impedance provided to the active device [54] as well as the radar’s transmit 

configuration (center frequency, bandwidth, and waveform) [55]. To maximize the 

radar’s detectable range, impedance tuning can be performed on the PA in real-time. 

Tuning of a narrow-band matching network provides the potential for higher gain 

compared to a fixed, broadband matching network due to the theoretical gain-bandwidth 

tradeoff described by the Bode-Fano Criterion [56-58]. Many approaches for impedance 

optimization have been explored in the literature, including: locating constant power 

contours and proceeding towards increased performance [59], fitting measured data to an 

equation and solving for the optimal value [60], genetic algorithms controlling a hybrid 

varactor/MEMS switch tuner [61], and alternatively searching for optimal reflection 

phase and gradually increasing reflection magnitude [62]. However, Barkate has 
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demonstrated that gradient-based methods perform well for real-time circuit optimization 

when compared with other typical algorithms [63]. 

 Previously, Dockendorf and Alcala-Medel have used the first- and second-

generation high-power evanescent-mode cavity tuners of Semnani [25-26] to demonstrate 

a fast gradient-based search algorithm for maximizing the PA’s PAE while meeting 

spectral compliance, and they have shown that a software-defined radio can be used to 

control impedance tuning in similar applications using earlier versions of the techniques 

of Chapter Three [24, 64-65]. These works have demonstrated optimization times on the 

order of 1-10 s. However, although the measurement process has been significantly 

streamlined using the processes and techniques of Chapter Three, the fastest tuning times 

for the cavity tuner of [26] are between 30 and 50 ms for one tuning operation, which is 

much longer than the pulse repetition interval (PRI) of most radars (often less than 1 ms). 

As such, within the time required to perform even a single impedance tuning operation, a 

cognitive radar is likely to alter its transmit configuration multiple times. To allow the 

radar to adapt freely from pulse to pulse, an approach must be devised that will allow 

optimization while the underlying system is modifying its configuration independently of 

the impedance tuning process. Note that faster components and measurements alone are 

not sufficient to overcome these issues, as discussed later in Section 4.3.1 and Chapter 

Seven. 

 To independently optimize a time-varying system (such as a cognitive radar), 

several complications must be addressed. Because the optimal circuit configuration will 

necessarily change over time, continual monitoring and re-optimization is required. 

While gradient algorithms have been adapted to perform continuous tracking of time-



43 
 

varying optima [66-67], they require that the system remains time-invariant during 

individual gradient evaluations, which would limit the adaptation rate of the cognitive 

radar. To overcome this limitation, multiple transmit configurations must be considered 

simultaneously and optimized in aggregate. An earlier version of the algorithm discussed 

in this chapter uses a method that evaluates the gradient of several configurations 

simultaneously [68], but this method does not directly optimize average system 

performance. Alternatively, the scalarization technique of Miettinen [69] provides a 

useful framework that can be adapted to evaluate the average performance of the time-

varying system, which is used in this chapter. However, the length of time required to 

accurately evaluate system performance must be addressed in both of these approaches, 

as recognized by McBride [70]. 

 To address the problems facing impedance tuning within a cognitive radar context 

as described in this section, this chapter presents a modified gradient search algorithm 

that maximizes the cognitive radar PA’s average output power and corresponding 

maximum detectable range over a dynamic measurement period during active spectral 

adaptation as performed by the SDRadar platform. This algorithm consists of four 

individual algorithms: the primary average performance gradient search (Section 4.4.1) 

and supplementary algorithms that optimize search parameters controlling the averaging 

period (Section 4.4.2), search step size and convergence (Section 4.4.3), and search 

activation in response to changes in the cognitive radar’s behavior (Section 4.4.4). 

 
4.2 Software-Defined Radar (SDRadar) Overview 

 
 While the techniques presented in this work can be adapted to many cognitive 

radar systems, this chapter demonstrates its approach using an extended version of the 
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Software-Defined Radar (SDRadar) platform of Kirk [30, 47-48]. As alluded to in 

Chapter Three, the SDRadar platform is built using an Ettus X310 SDR with two UBX-

160 RF daughterboards in conjunction with a host computer system. As used in this 

chapter, the SDRadar monitors its current 100 MHz operating band and reacts to 

interference in its band by selecting the largest unoccupied portion of the spectrum to use 

for radar operations. This adaptation occurs for each transmitted radar pulse. A block 

diagram of this system outlining the separation between SDR and host computer 

functionality is shown in Figure 4.1; modifications made as part of the work in this 

chapter are outlined in green and discussed throughout this section. 

 While the original SDRadar system was designed to operate for a finite period of 

time (up to a few seconds) with all collected data being stored for additional evaluation 

and processing offline, this work necessitated adjusting the system to operate indefinitely 

by streamlining the data processing, migrating much of the cell-averaging constant false-

alarm rate (CA-CFAR) processing to the graphics processing unit (GPU), and discarding 

older collected data over time. 

 Additionally, band-hopping capability has been introduced to the SDRadar for use 

in instances where the current 100 MHz band does not provide sufficient open spectrum 

for operation. If the SDRadar detects that the largest unoccupied portion of its current 

band is narrower than a specified threshold, it will randomly switch to one of its other 

permitted 100 MHz bands, sampled without replacement until the list is exhausted. 

 To perform real-time PA optimization, an external transistor with an adjustable 

load impedance tuner (labeled as 𝑍  in Figure 4.1) and a coupled loopback connection to 

a separate SDRadar receive channel has also been included. This loopback connection 
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enables evaluation of the output power of the amplified SDRadar system using the pulsed 

waveform power measurement process described in Chapter Three. The hardware block 

diagram for a deployable SDRadar system is shown in Figure 4.2. 

 Unless otherwise noted, all tests in this chapter are performed on live hardware 

using the configuration of Figure 4.3 with a Microwave Technologies MWT-173 field-

effect transistor (FET) as the amplifier with 𝑉 4.5 V, 𝑉 1.4 V, and 𝑃

14 dBm. The load impedance presented to the transistor is controlled using the second-

generation evanescent-mode cavity tuner of Semnani [26]. The SDRadar is configured to 

operate with a PRI of 409.6 µs and pulse length of 10.24 µs (2048 samples at a sample 

clock rate of 200 MSa/s), with allowed operation bands of 100 MHz centered at 3.1, 3.2, 

3.3, 3.4, and 3.5 GHz and a band hopping threshold of less than 10 MHz of contiguous 

unoccupied spectrum. For test purposes, a congested spectral environment is simulated 

using several sets of pre-generated radio-frequency interference (RFI) loaded onto the 

SDR and played back using the second transmit channel of the device. RFI transmission 

is disabled whenever RF power measurements are active to avoid interference from 

signal coupling in internal components. 
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Figure 4.1. SDRadar system architecture using an SDR, host computer, and adaptive 
transmit amplifier (denoted 𝑍 ). Modifications to the SDRadar architecture of [30] are 
outlined in green. Figure adapted from [30] with permission. Useful acronyms: fast 
spectral sensing (FSS) [71], matched filter (MF), look-up table (LUT), direct digital 
synthesis (DDS), digital upconversion (DUC), fast Fourier transform (FFT), samples per 
cycle (SPC), cell-averaging constant false alarm rate (CA-CFAR). 



47 
 

 

Figure 4.2. Hardware block diagram for a deployed SDRadar system with SDR, host 
computer, adaptive transmit amplifier, and transmit and receive antennas. SDRadar 
transmit signal travels along the blue path, while target responses and interference are 
received through the purple path. Figure adapted from [47] with permission. The coupler 
connected to RF B Rx2 should be selected such that the loopback power does not exceed 
the maximum SDR input power of -15 dBm. 
 
 

 

Figure 4.3. Hardware block diagram for SDRadar system testbed with SDR, host 
computer, and adaptive transmit amplifier. This hardware configuration is used for all 
tests discussed in this chapter. Synthesized RFI travels along the red path (RF B Tx/Rx to 
RF A Rx2), while SDRadar transmit signals travel along the blue path (RF A Tx/Rx to 
RF B Rx2). Figure adapted from [47] with permission. 
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4.3 Adapting Gradient Methods to Cognitive Radar 
 
 Existing approaches for real-time circuit optimization using gradient-based 

algorithms can optimize an uncharacterized system within a few seconds [24, 65]. 

However, one common assumption shared by these approaches is that any system 

parameters outside the control of the optimization algorithm are held static for the 

duration of the optimization. While some consideration has been given to later system 

changes after optimization [64], the behavior of a truly adaptive transmitter, which can 

adjust its transmit configuration on the order of microseconds in response to changes in 

the spectral environment, has not been addressed. These rapid changes lead to two 

primary difficulties that must be overcome to apply gradient-based algorithms to truly 

adaptive systems: acquiring meaningful estimates of the desired system performance 

metric’s gradient and handling instances where the optimal circuit configuration varies 

over time. 

 
4.3.1 Acquiring Meaningful Gradient Estimates 
 
 The success of a gradient search strongly depends on the quality of its gradient 

estimations. Reliable estimates of the gradient for a given system performance metric can 

be obtained by evaluating the metric (dependent variable) at various values of load 

reflection coefficient or load impedance (independent variable). To obtain valid gradient 

estimations while tuning the impedance, all system parameters (aside from impedance) 

must be held constant during the set of measurements used to compute the gradient; 

otherwise, the gradient will not reflect the impact of impedance on performance. This 

requirement conflicts with the adaptive nature of a cognitive radar, since the radar may 

vary other system parameters (such as the transmit frequency, bandwidth, and signal 
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content) during a single gradient estimate, all of which impact the evaluated performance 

metric and corrupt the observed relationship between performance and impedance. Note 

that this effect may not necessarily manifest as a change in the optimal impedance. Even 

in cases where the performance of various signals with respect to impedance differs only 

by some constant offset (sharing the same optimal impedance, but different performance 

at that optimum), this constant performance offset can be enough to skew the gradient in 

the direction that was evaluated while the better performing configuration was active. 

 The simplest approach to integrate spectral adaptation and circuit optimization is 

to throttle the rate of spectral adaptation such that the transmit configuration is held 

constant throughout each gradient evaluation, ensuring performance differences can be 

attributed solely to changes in impedance. However, such an approach would result in an 

unacceptable decline in the radar’s ability to quickly respond to changes in the available 

spectrum, as it is no longer permitted to adapt the radar’s transmission during 

measurements for a gradient estimation, even if the chosen pulse is no longer ideal for the 

current spectral environment. 

 Alternatively, given a PRI that is substantially longer than the transmission 

duration and a sufficiently fast impedance tuner, one might attempt to optimize the 

transmit circuity for each pulse in loopback. By using a switch, the transmit antenna 

would be disconnected during the interval in which the receiver is gathering and 

assessing the radar returns, allowing a full optimization utilizing multiple performance 

evaluations of the next pulse to be performed prior to transmission. Unfortunately, 

impedance tuning technology capable of handling the high power required of a radar 

transmitter that can also adjust multiple times over the course of a single PRI is not yet 
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available. Additionally, optimizing in loopback during the “off” times of the radar 

negatively affects the power efficiency of the system, as the power used during 

optimization must be dissipated through non-transmissive means. Finally, this non-

transmissive “dummy load” must itself be an adaptive component capable of emulating 

the antenna’s impedance; if not, then the impacts of the antenna on system performance 

are absent during the optimization process, defeating the purpose of the optimization. 

Without this adaptive dummy load, a tuner able to adapt once per PRI could be used in 

conjunction with a system that manages multiple simultaneous individual optimizations, 

each intended for a specific, unique transmit configuration, updating the optimization’s 

status when each configuration is utilized and subsequently evaluated. 

 Given the state-of-the-art high-power impedance tuner used for the experiments in 

this paper, a single impedance tuning operation requires approximately 30 ms. Assuming 

the PRI of 409.6 µs used in this work and permitting the radar to adapt on a pulse-to-

pulse basis, over 70 changes in transmit configuration can occur during a single 

impedance tuning operation, with many more changes over the course of a full 

optimization (which requires multiple tuning operations). 

 Instead, each gradient estimation must be performed while accounting for the 

impacts of other changes to the system, isolating the relationship between impedance and 

performance. By evaluating the performance metric multiple times at each sampled 

impedance and tracking when each transmit configuration was used for transmission, the 

search can account for the performance impacts of each configuration and estimate the 

relationship between impedance and performance for the current set of transmit 
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configurations. Throughout this chapter, the number of performance evaluations per 

impedance is referred to as the measurement window. 

 An existing approach using this philosophy computes independent gradients for 

each available transmit configuration and combines the direction of these gradients in a 

weighted fashion based on the relative occurrences of the configurations, with 

configurations that are used more frequently having more influence on the result [77]. 

Unfortunately, this (average gradient) method ignores the relative magnitude and slope of 

each configuration’s performance contours, producing an optimization result that 

minimizes the weighted distance from the optimum impedances of the various transmit 

configurations, rather than maximizing the overall average performance, as illustrated in 

Figure 4.4. Given this difference, it is recommended to optimize the average performance 

directly, as demonstrated in Section 4.4.1. 

 In order to evaluate average performance, it is necessary to establish what period 

of time should be considered during each iteration, which was not addressed by [77]. This 

requires careful consideration of how the chosen measurement window for averaging will 

impact the performance of the search algorithm, especially as the cognitive radar’s 

adaptation (and thus optimal averaging window) varies for different environments. If the 

measurement window is too small, it will not be possible to establish consistent 

performance weights for each configuration across each impedance. If the measurement 

window is too large, the search will be slower and less responsive to changes in the 

cognitive radar’s behavior. These impacts and an approach for selecting the optimal 

measurement window mid-optimization are evaluated later in Section 4.4.2. 
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Figure 4.4 Performance contours associated with three hypothetical cognitive radar 
transmit configurations (top) and their average performance contours assuming equal 
probability of evaluating each configuration (bottom). Contours are drawn in 1dB 
increments, and the same scale is used for all contours. The maximum performance for 
each configuration, as well as the maximums attainable by the average gradient [77] and 
average performance approaches are indicated. 
 
 
4.3.2 Time-Varying Optimal Circuit Configuration 
 
 While very rapid, frequently recurring transmit adaptations are handled by the 

proposed averaging approach, more infrequent variations that result in significant shifts 

in the optimal circuit configuration can impact the search algorithm over longer time 

periods. Gradient searches typically operate to convergence; that is, the algorithm has 

some step size that is decremented over time until the search attempts to decrease its step 

size below the specified lower limit. When the step size reaches this limit, a final 
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optimum value is selected, as implemented in many existing circuit optimization 

algorithms [24, 55, 64-65, 68, 72]. These algorithms lack a method for initiating 

additional optimization in response to changes to the optimal circuit configuration. 

 Alternate approaches for gradient-based optimization addressing time-varying 

performance contours exist under the umbrella of online optimization, such as the works 

of Mokhtari [66] and Dixon [67]. In those approaches, the gradient algorithm attempts to 

track a time-varying optimal solution with the least amount of error possible. Like other 

gradient algorithms, those assume each individual gradient evaluation is performed on a 

fixed set of performance contours and, if adapted to use the averaging technique of this 

chapter, could be applied to a cognitive radar. 

 However, those methods have some disadvantages when applied to cognitive 

radars. Generally, these algorithms are most effective if changes in the optimal solution 

are relatively continuous or smooth. For a cognitive radar, it is expected that the optimal 

solution following a change in operating band will often be uncorrelated to the previous 

optimal solution, as these changes will be driven by the external spectral environment. 

Additionally, in situations where the optimal configuration temporarily becomes static, 

(such as in the absence of interfering devices), gradient calculations would continue to be 

performed unnecessarily. In a physical system, this requires adjusting the system away 

from the optimal impedance, resulting in an undesirable loss of performance during the 

gradient measurement period. 

 Instead, when possible, it is preferable to converge to a fixed solution and wait for 

any changes to the cognitive radar’s behavior that would suggest a need to resume the 

optimization process. To determine when a previous optimum configuration is no longer 
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applicable to the current environment, some portion of the cognitive radar’s configuration 

or performance must be monitored for variation over time. While the radar’s output 

power could be monitored for changes in performance, the radar may transition to a state 

where the current output power remains the same, but additional power could be obtained 

by reoptimizing for the new configuration. Instead, the technique of this chapter monitors 

the frequencies utilized by the cognitive radar, as this directly represents the current 

configuration. 

 For behavior monitoring purposes, the current utilized transmit frequencies are 

represented as a one-dimensional histogram, where bin height represents how often each 

frequency was utilized by recently transmitted waveforms. For consistency across 

varying bandwidths, this histogram is translated into a probability mass function (PMF) 

by dividing the weight of each element by the L1 norm of the distribution. Metrics for 

comparing such functions are common, including the Kullback-Leibler (KL) divergence 

[73], root-mean-square deviation (RMSD) [74], and earth mover’s distance (EMD) [75]. 

The selected metric can then be correlated with potential power improvement, and a 

threshold can be used to specify when the radar should be reoptimized. 

 KL divergence, as defined by (4.1), is widely used in information theory to 

measure the relative entropy between two distributions [73]. However, this is not a true 

metric; that is, 𝐷 𝑃||𝑄  is not necessarily equal to 𝐷 𝑄||𝑃 . Additionally, it can be 

non-finite when the two distributions contain different zero-valued entries, such as when 

the distributions do not overlap, as is often the case for utilized transmit frequencies 

distributions (especially following large shifts in frequency utilization). 

𝐷 𝑃||𝑄 𝑃 ∗ log
𝑃
𝑄

4.1  
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 The RMSD metric, as defined by (4.2), does provide a true metric. However, it 

too is not ideal for this application, as it also is not able to provide information about non-

overlapping distributions. 

𝑅𝑀𝑆𝐷 𝑃||𝑄
∑ 𝑃 𝑄

𝑁
4.2  

 The EMD is a useful metric for comparing utilized frequency distributions. 

Originally proposed by Rubner [75] as a metric for determining the similarity of images, 

the EMD is analogous to the minimum amount of physical work required to transform 

one distribution into the other, and it provides a true metric when applied to normalized 

distributions. Given one-dimensional histograms with uniform bin width, the EMD can 

be computed as the sum of the absolute value of the cumulative sum of the differences 

between the distributions. For ease of thresholding in this application, knowledge of the 

possible transmit frequency range is used to normalize the EMD with respect to the max 

possible EMD, resulting in the final computation: 

𝐸𝑀𝐷 𝑃,𝑄
1

𝑁 1
𝑃 𝑄 , 4.3  

where 𝑃 and 𝑄 are one-dimensional PMFs of 𝑁 bins. Unlike KL divergence and RMSD, 

EMD can represent the absolute distance between non-overlapping distributions. This 

ability is a requirement for any metric that is used, as this separation reflects the 

magnitude of a given frequency shift, which is the feature of interest for this work. 

Specific details of how this distance metric is utilized during optimization is discussed 

later in Section 4.4.4. 

 However, monitoring for changes after convergence does not address the 

difficulties that arise if the optimal configuration changes while the gradient-based 
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algorithm is still active. Consider a scenario where the algorithm has nearly converged to 

a solution, but the optimal solution suddenly moves to the other side of the search space. 

In this situation, the algorithm’s current small step size will cause the algorithm to 

progress very slowly to the new solution, resulting in poor responsiveness to the change 

in radar transmission. To mitigate the impact of this situation, the algorithm can be 

permitted to reconsider its decision to decrease its step size, and instead increase the step 

size if it determines it is no longer near the current optimal solution. Specifics of this 

approach are discussed later in Section 4.4.3. 

 
4.4 Algorithm Description 

 
 

4.4.1 Average Performance Gradient Search 
 
 A gradient search is performed to maximize the output power of the amplifier, 

where estimates of the performance gradient with respect to the independent variables are 

used to guide the search process. In this work, the independent variables are the positions, 

labeled 𝑛  and 𝑛 , of the movable discs atop two resonant cavities in the second-

generation evanescent-mode cavity tuner of Semnani [26] depicted in Figure 3.4. The 

values of 𝑛  and 𝑛  are specified in 0.5 µm increments from the highest position. 

 The gradient search is similar to the search approach presented by Baylis [72], 

with two differences: (1) the search is applied in the 𝑛 ,𝑛  plane, adjusting the 

fundamental control elements of the tuner, rather than a characterized optimization of 

load reflection coefficient Γ , and (2) the performance metric is the average output power 

over recent transmit configurations weighted based on the relative frequency of 
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occurrence of each configuration, rather than the measured output power of a single 

transmit configuration. 

First, the tuner is set to its initial candidate 𝑛 ,𝑛  value, and the output power is 

evaluated 𝑁 times, dictated by the current measurement window. This set of 

measurements typically includes multiple transmit configurations. Next, the tuner is 

moved to the nearest neighbor to the right, located at 𝑛 𝐷 ,𝑛 , where 𝐷  is the 

candidate-neighbor distance. (The values of gradient search algorithm parameters used in 

this work, including 𝐷 , are included in Table 4.1.) The output power is evaluated again 

using the same process as at the candidate impedance. This is repeated for the neighbor 

above the candidate point at 𝑛 ,𝑛 𝐷 , as shown in Figure 4.5(a). Any measurements 

from transmit configurations that were not encountered at each of the three points are not 

usable and are discarded; they cannot be used with the averaging method described 

below. 

 Using the power values measured at the candidate and the two nearest neighbors, 

the average power of the 𝐾 usable configurations can be evaluated at each point as: 

𝑃 𝑖 𝑤
1
𝑀 ,

𝑃 𝑘,𝑚, 𝑖
,

, 4.4  

where 𝑃 𝑘,𝑚, 𝑖  is the 𝑚  observed power (in watts) at the 𝑖  gradient estimation point 

(candidate, first/second neighbor) of the 𝑘  usable transmit configuration, 𝑀 ,  is the 

number of times configuration 𝑘 was encountered at the 𝑖  point, and 𝑤  is the average 

performance weight assigned to configuration 𝑘, as defined by: 

𝑤
∑ 𝑀 ,

∑ 𝑀 ,
,

,

. 4.5  
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 This process ensures that the average power evaluation for each point can be 

compared coherently across the three gradient estimation points, as the weighting 

assigned to each configuration is the same for all three points. Note that the simpler 

approach of naively averaging the performance obtained at each impedance would 

incorrectly assume that each configuration is used the same number of times at each 

impedance. Failure to account for this variance results in a gradient that does not 

accurately reflect the impact of impedance tuning alone. For instance, if the highest 

performing configuration was encountered unusually often at the upper neighboring 

point, the resulting gradient would be skewed upward. Additionally, it is clear from (4.4) 

that any configurations that are not observed at each impedance must be discarded, as the 

value of 𝑀 ,  would be zero for at least one value of 𝑖, resulting in an undefined average 

power. Following this technique, the gradient of the average power can then be estimated 

as follows: 

∇𝑃 𝑛
𝑃 2 𝑃 1

𝐷
𝑛
𝑃 3 𝑃 1

𝐷
, 4.6  

where 𝑛  and 𝑛  are the unit basis vectors defining the 𝑛 ,𝑛  search space. The unit 

vector in the direction of the average power gradient, ∇𝑃, gives the direction of steepest 

ascent for average power: 

𝑃
∇𝑃

‖∇𝑃‖
. 4.7  

Following this estimation of the performance gradient, the search proceeds one step 

distance 𝐷  in the direction of 𝑃, and the average power value is measured at this new 

candidate during a complete observation window. This step is shown in Figure 4.5(b). If 

the average power for the new candidate is higher than for the previous candidate 
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(computed using new values of 𝑤  that only consider the two candidate points), the 

process is repeated beginning at the new candidate. If the average power for the new 

candidate is lower than for the previous candidate, 𝐷  is divided by two, a candidate in 

the direction of 𝑃 at the new distance 𝐷  is evaluated, and the search continues with a 

new gradient estimate. The process continues until 𝐷 𝐷 , the resolution distance. 

 
Table 4.1. Gradient Search Parameters 

 
Parameter Symbol Value 
Candidate-Neighbor Distance 𝐷  5 
Initial Step Size 𝐷 0  50 

 

 If the optimum location changes after 𝐷  is reduced, this reduction may need to be 

reversed to ensure responsive optimization. Supplementary algorithms for controlling the 

search size and other parameters are discussed in the next sections. 

 

 
 
Figure 4.5 (a) Evaluation of neighboring 𝑛 ,𝑛  points, (b) location of the next 
candidate 𝑛 ,𝑛  point. 
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4.4.2 Dynamic Measurement Window 
 
 
 4.4.2.1 Impact of measurement window on search performance.  As discussed in 

Section 4.4.1, the average performance gradient search relies on a measurement window 

parameter 𝑁 that dictates the number of measurements that are performed at each tested 

impedance. This parameter impacts the speed at which the algorithm can converge to any 

result, as well as how consistently the algorithm can converge to the same result. 

Additionally, the optimal measurement window is influenced by the current RFI 

environment and cannot be predetermined. 

 To investigate the effects of 𝑁 on the search’s behavior, multiple searches were 

performed under various RFI scenarios at 3.3 GHz for multiple values of 𝑁. For each 

combination of scenario and measurement window, 100 searches were run with starting 

locations uniformly distributed in a grid throughout the 𝑛 ,𝑛  plane. 

 For the first RFI scenario, the SDRadar is operating in the presence of a tone 

stepping through a 60 MHz range centered at 3.3 GHz. A spectrogram of this RFI pattern 

and resulting SDRadar transmit waveforms are shown in Figure 4.6. A load-pull of the 

average performance using a large measurement window (𝑁 300) is shown as the 

contours in Figure 4.7. The low values of output power near the top right of the plot are 

due to the high reflectivity of the impedance tuner in this 𝑛 ,𝑛  region. 

 Search results for this scenario using measurement windows of 15 and 40, as well 

as a traditional gradient search that does not account for the varying SDRadar center 

frequency and bandwidth (“Classic Search (𝑁 1)”) are shown in Figures 4.7-4.9. 

Figure 4.8 presents a histogram depicting how many searches obtain final average power 

values within the bins along the horizontal axis. This plot shows that the standard 
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gradient search (which is not built to account for the change in transmit frequencies) fails 

to achieve large power values on multiple occasions, and it even fails to converge to a 

consistent, poorly performing impedance. Meanwhile, the average search consistently 

converges near the optimal impedance. 

 

 

Figure 4.6. Waterfall plot displaying the encountered RFI (stepped tone) and selected 
SDRadar transmit waveforms (horizontal chirp pulses) over time (vertical axis) and 
frequency (horizontal axis). 
 

 This variation in convergence consistency is also evident in Figure 4.7, which 

shows the final impedance obtained by each search. Clearly, consistency of the final 

location is improved by the averaging technique, with the classic search’s final 

impedances widely distributed throughout the search space. The inability of the classic 
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search to navigate towards the optimum is attributed to the gradient estimation errors 

introduced by the radar’s varying transmit configuration, as previously discussed. 

 

 

Figure 4.7. Final positions selected by the search algorithm with different measurement 
windows, shown with average power contours based on the transmit configurations used 
in Figure 4.6 and 𝑁 300 for comparison. The maximum load-pulled average 
performance (without interpolation) is 19.38 dBm at 𝑛 ,𝑛 3850, 4180 . The 
classic search is unable to consistently navigate the power contours, resulting in 
unreliable convergence across the search space. 
 
 
 Figure 4.9 compares the search durations of the classic search and the 𝑁 15 and 

𝑁 40 average performance searches. In addition to gradient estimation errors, the 

classic search also demonstrates early convergence due to the aggressive step size 

reductions that occur any time a new candidate impedance is evaluated at a transmit 
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configuration that provides worse performance than the configuration of the preceding 

candidate. 

 

 

Figure 4.8. Final achieved average RF output power for the classic gradient search, 
average performance search with 𝑁 15, and average performance search with 𝑁 40 
for the scenario of Figure 4.6. The classic approach is unable to reliably find the optimum 
performance, with the search convergence criteria quickly being triggered by 
inconsistencies during candidate point comparisons. 
 
 
 Meanwhile, the average search with 𝑁 15 was found to require long 

convergence times in many cases. This is because the small value of 𝑁 does not permit 

successful gradient calculations at many transmit configurations, which in turn results in 

repeated re-measurements of gradient points to obtain enough information for an average 
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performance gradient calculation. Additionally, even when a gradient estimate is 

completed, the underlying average power measurements may not be representative of the 

true average performance, as transmit configurations that were not observed at all of the 

required impedances cannot be included in the averaging process, as mentioned during 

the discussion of (4.4) and (4.5). This can cause the search to step away from the true 

optimum or traverse the search space in a scattered, inconsistent manner. 

 

 

Figure 4.9. Search duration for the classic gradient search, average performance search 
with 𝑁 15, and average performance search with 𝑁 40 for the scenario of Figure 
4.6. Using a measurement window 𝑁 that is too small to capture the full selection of 
transmit configurations results in extremely large measurement times, as the search must 
repeatedly attempt to gather enough information for each gradient estimate. 
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 These observations suggest the existence of a measurement window “sweet spot,” 

below which the search time increases dramatically while the convergence consistency 

declines, and above which the search time increases gradually with diminishing returns 

on convergence consistency. Once the measurement window is large enough to 

consistently encapsulate the typical cognitive radar behavior over subsequent 

measurement intervals, there is nothing to gain from increasing the measurement 

window. 

 This measurement window sweet spot can be located by correlating the search 

time with the number of discarded measurements for each gradient estimate (i.e., 

measurements associated with configurations that satisfy 𝑀 , 0 for some 𝑖). Figure 

4.10 shows that the search convergence time is minimized for the RFI scenario of Figure 

4.6 when the percentage of measurements utilized by the gradient calculations reaches its 

peak. This ratio is defined by the equation: 

𝑈
1

3𝑁
𝑀 ,

,

,
, 4.8  

where 3𝑁 is the total number of measurements, 𝐾 is the number of usable configurations, 

and the summation provides the number of usable measurements. According to Figure 

4.10, the search is most efficient for the scenario if Figure 4.6 when the minimum 

measurement utilization ratio over 100 trials reaches 95% at a measurement window near 

𝑁 20. This trend indicates that the percentage of measurements utilized by the gradient 

calculations can be used as a metric to adapt the measurement window in real-time during 

the search process. 
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Figure 4.10. Correlation of measurement utilization ratio with search convergence time 
for the RFI scenario of Figure 4.6. The optimal measurement window for this RFI 
scenario is around 20, as the minimum utilization ratio begins to saturate around 95%. 
 

 Furthermore, additional trials show that the optimal measurement window varies 

with RFI. To demonstrate, consider the RFI scenario of Figure 4.11. In this situation, the 

optimal measurement window providing a minimum utilization ratio of 95% is near 𝑁

40, with a corresponding minimization in search convergence time, as shown in Figure 

4.12. It appears from these two examples that a utilization ratio of 95% is useful to 

provide convergence as efficiently and consistently as possible. 
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Figure 4.11. Waterfall plot displaying a second RFI scenario and selected SDRadar 
transmit waveforms over time (vertical axis) and frequency (horizontal axis). This RFI 
scenario is the scenario of Figure 4.6 with an additional tone hopping between two 
channels. 
 

 

Figure 4.12. Correlation of measurement utilization ratio with search convergence time 
for the RFI scenario of Figure 4.11. The optimal measurement window for this RFI 
scenario is around 40, as the minimum utilization ratio begins to saturate near 95%. 
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 4.4.2.2 Iterative optimization of dynamic measurement window.  Given the 

variation in measurement utilization ratio for any fixed measurement window for 

different RFI scenarios, it is necessary to determine and adjust the measurement window 

over the course of the optimization process. For best results, the algorithm should seek to 

maintain a utilization ratio, 𝑈, between 93% and 97%. Preference is given to 

overshooting the optimal measurement window, rather than undershooting, as the 

increase in search time attributed to undershooting the optimal window is significantly 

higher than overshooting. As such, this chapter presents a measurement window selection 

algorithm inspired by the additive increase/multiplicative decrease approach of the 

Transmission Communication Protocol’s (TCP) method of avoiding network congestion 

by adjusting its congestion window [76], which also incurs asymmetric costs on either 

side of the optimal window value [77]. 

 The dynamic measurement window selection algorithm utilizes several 

parameters: the initial window size, the maximum iterative window increase, the target 

utilization ratio range, and thresholds placed on the number of allowed consecutive 

iterations that the utilization ratio is allowed to be outside of the target range before 

adjustments are made. If 𝑈 is above the target range for more than the allowed period, 𝑁 

is decremented by one until the target utilization ratio is met. This gradual decrement 

helps to avoid severe performance costs associated with undershooting the target 

utilization ratio range. If 𝑈 is below the target range for more than the allowed period, 𝑁 

is incremented at a faster rate, controlled by how far 𝑈 is below 1 (100 percent), up to the 

maximum allowed increase. In the case, the new measurement window is described by 

the following equation: 
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𝑁 𝑛 1 𝑁 𝑛 𝐼 1 𝑈 𝑛 , 4.9  

where 𝑁 𝑛  is the measurement window at iteration 𝑛, 𝐼  is the maximum allowed 

window increase, and 𝑈 𝑛  is the utilization ratio at iteration 𝑛, where 0 𝑈 𝑛 1, 

with 0 indicating all measurements were discarded and 1 indicating that no measurements 

were discarded. This fast increase allows quick attainment of a range where the 

optimization can make meaningful decisions about the system’s performance. 

 It is required that the utilization ratio fall outside of the range for multiple 

consecutive iterations to filter out unnecessary adjustments that would be triggered by 

anomalies in the utilization ratio. An example of unnecessary adjustments would be 

adjustments caused by the sudden introduction of a new interferer mid-window whose 

effects on the cognitive radar’s behavior would still be well described by the current 

window size had the interferer been present for the entire window. 

 A flowchart of the dynamic measurement window algorithm is included in Figure 

4.13, and Table 4.2 describes the algorithm parameters. 

 
Table 4.2. Dynamic Measurement Window Parameters 

 
Parameter Symbol Value 
Initial Window 𝑁  10 
Maximum Iterative Window Increase 𝐼  30 
Desired Measurement Utilization Range -- [0.93, 0.97] 
Allowed Consecutive Below-Range Iterations 𝐶  3 
Allowed Consecutive Above-Range Iterations 𝐶  3 
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Figure 4.13. Flowchart of the dynamic measurement window selection process. 

 
4.4.3 Step Size Convergence 
 
 In typical gradient algorithms, including the ancestors of the method of Section 

4.4.1 [24, 55, 64-65, 68, 72], instances where a performance reduction is observed after 

stepping to the next candidate point cause the step size parameter 𝐷  to be decreased. The 

assumption underlying this action is that the search has stepped over a point with 

improved performance; therefore, the optimum lies somewhere between the previous and 

current candidate points. The remainder of the algorithm functions similar to a binary 

search, narrowing in on the actual optimal point until the step size falls below a preset 
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convergence threshold: the resolution distance parameter 𝐷 . This assumption results in 

desired behavior if the optimal impedance is stationary over time. 

 However, this stationarity assumption may be violated while optimizing 

impedance of a cognitive radar transmitter that is quickly changing its transmit 

configuration. For instance, the radar’s configuration may change after the search 

algorithm has begun to decrement its step size, resulting in a different optimal impedance 

not necessarily near the current, active impedance. In this situation, the algorithm must 

increase its step size to quickly reach the new optimum. While momentum-based 

methods such as classical momentum [78] and Nesterov acceleration [79] are often used 

in gradient applications for similar effect [80], their benefit for time-varying 

environments is less certain [81]. 

 Instead, instances where the optimal impedance may have moved can be detected 

by monitoring how many consecutive steps with improved performance are made after a 

step size reduction. This trend provides a sense of performance momentum, rather than 

the trajectory momentum of other approaches. Assuming halved step sizes, if more than 

two consecutive steps observe improved performance, then it is expected that the optimal 

point no longer lies in a region that has been overstepped. In this case, the step size can 

be doubled. For quick recovery, this doubling action can be repeated until a decrease in 

performance is observed (indicating overstep and a need to halve the step size) or the 

maximum allowed step size is reached. To determine search convergence and end the 

search, the existing minimum step-size threshold technique of [24, 55, 64-65, 68, 72] is 

used. Parameters related to step size convergence are included in Table 4.3. 
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Table 4.3. Step Size Convergence Parameters 
 

Parameter Symbol Value 
Resolution Distance 𝐷  5 
Maximum Step Size -- 100 
Allowed Consecutive Performance 
Improvements 

-- 2 

Allowed Consecutive Performance Declines -- 0 

 

 Note that comparing the average performance between candidate points has the 

same transmit configuration observation requirements as gradient estimations. That is, at 

least one transmit configuration must have been observed at both candidate points in 

order to make a valid comparison. In instances where no valid comparison can be made, 

the record of consecutive performance improvements and the current step size from the 

previous step are maintained. 

 
4.4.4 Cognitive Radar Behavior Transition Detection 
 
 Once the search algorithm converges, it is necessary to continue monitoring the 

cognitive radar’s behavior for any changes (such as a change in utilized transmit 

frequency bands) that may appreciably impact the potential performance, warranting re-

optimization of the load impedance. As discussed earlier in Section 4.3.2, the EMD is 

used to quantify the amount of change in the cognitive radar’s chosen transmit 

frequencies over time by producing transmit frequency probability distributions from the 

transmitted waveforms and evaluating the distance between these distributions. 

 For demonstration in this chapter, it is desired that an optimization will always be 

performed when more than 0.5 dB of additional output power is available. Changes in 

RFI that result in the current impedance obtaining an output power of no worse than 

0.5 dB less than the new (unknown) optimum may or may not be subject to optimization. 
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To determine the EMD threshold that produces this behavior, a selection of 17 SDRadar 

waveforms distributions (listed in Table 4.4) were optimized, with each chosen to provide 

a representative sample of the possible SDRadar transmit waveforms. The optimum 

power and corresponding impedance for each waveform was then determined, and the 

performance of each waveform’s optimal impedance was evaluated for all other 

waveforms. In addition, the EMD between each pairing of waveforms was calculated. 

 
Table 4.4. SDRadar EMD Test Waveform Characteristics 

 
Center Frequency (GHz) Bandwidth (MHz) 

3.2105 21 
3.2175 35 
3.2225 45 
3.28 31 
3.285 45 
3.286 22 
3.29 55 
3.3 50 
3.3 35 
3.3 25 
3.1 55 

3.14 22 
3.315 45 
3.32 31 
3.375 50 

3.3825 35 
3.3895 21 

 

 The footprint of a histogram relating EMD to differences in the performance of 

optimal impedances is shown in Figure 4.14. Based on the results of Figure 4.14, an 

EMD threshold of 0.1 ensures that opportunities to obtain more than 0.5 dB of 

improvement in output power are never ignored (false negative rate of 0). Detailed 

detection characteristics for this threshold are listed in Table 4.5. 
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Figure 4.14. Relationship between the EMD of two waveforms and the output power 
improvement obtained by reoptimizing after a transition between two waveforms. © 
2021, IEEE. 
 
 

Table 4.5. 0.1 EMD Threshold Characteristics (289 Pairings) 
 

Characteristic Occurrences 
False Negatives (Missed >0.5 dB Improvements) 0 
False Positives (Utilized <0.5 dB Improvements) 138 
True Negatives (Missed <0.5 dB Improvements) 67 
True Positives (Utilized >0.5 dB Improvements) 84 

 

 Once the search converges, the transmit frequency distribution that was observed 

during the final measurement window of the search is used to represent the current 

“optimized” configuration. Afterwards, additional transmit frequency distributions are 

continually evaluated using the same measurement window, and the normalized EMD 
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between the current distribution and the optimized configuration is determined. If the 

current and optimized configurations have a normalized EMD greater than 0.1, then the 

search algorithm is reactivated to handle the new behavior. Unlike when starting the 

initial search process, the re-activated search begins with 𝐷  that is one-fourth of the 

allowed maximum. However, the search can immediately increase the step size if needed. 

This approach allows the search to more quickly converge if the needed adjustment is 

small, or to quickly scale up the step size if it is evident that a larger adjustment is 

needed. 

 
4.5 Experimental Results 

 
 

4.5.1 Test Configuration 
 
 To demonstrate this optimization system, a randomly varying RFI environment 

was generated and presented to the cognitive radar. The possible RFI patterns were 

selected to produce a wide variety of distinct SDRadar transmissions (narrow/wideband, 

with varying offsets from the band center frequency) and optimal measurement windows 

within a 100 MHz bandwidth. The chosen RFI pattern was switched at random time 

intervals ranging from 0.5 to 4.5 s, according to the distribution of Figure 4.15. 

Additionally, the SDRadar operating band hopped across five different operating bands 

within the United States radar S-band allocation, triggered at randomly varying intervals 

uniformly distributed from 2 to 25 seconds. 
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Figure 4.15. Probability distribution of the time interval between RFI pattern transitions, 
excluding transitions that result in an operating band change. This distribution arises from 
evaluating if the RFI pattern should be changed every 0.5 s, with the likelihood of a 
change occurring increasing each time the RFI pattern is not changed. The probability of 
an RFI change occurring begins at 10% and increases by 10 percentage points each time 
the RFI pattern is not adjusted, returning to 10% once a change occurs. 
 

 Prior to beginning the test, the optimal impedance was predetermined for each of 

the possible SDRadar operation bands with no RFI present and the radar utilizing the 

entire 100 MHz band. This was used to define a baseline performance metric: 

𝑃 𝑡 𝑃 𝑍 , 𝑡 , 𝑡 , 4.10  

where 𝑃 𝑍, 𝑡  is the radar output power obtained at time 𝑡 using load impedance 𝑍 and 

𝑍 , 𝑡  is the pre-determined optimal impedance for the previous SDRadar 
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operation band when no RFI is present. This baseline metric reflects the output power 

that would be obtained using a fixed transmit amplifier optimized for the previous band. 

Note that all pre-determined information is used solely for evaluation purposes and is not 

available to the algorithm under test. The percent improvement in maximum detectable 

radar range over the baseline performance is computed as: 

𝑅 𝑡
𝑃 𝑡

𝑃 𝑡
. 4.11  

The optimal impedance was also predetermined for each of the allowed RFI patterns at 

each operation band. This information was used for post-assessment of algorithm 

performance through comparison with algorithm results. 

 
4.5.2 Measurement Results 
 
 Figure 4.16 shows the SDRadar’s chosen transmissions over the course of an 

experimental period lasting six minutes. These transmissions are represented as a 

frequency utilization percentage for each measurement window processed during the 

experiment; that is, frequencies that were used in every transmitted chirp within the 

algorithm’s current measurement window are marked as 100% and frequencies that were 

never used in any chirp within the window are marked as 0%. This provides an indication 

of the frequencies that were being evaluated at each search operation (performance or 

EMD measurement). 
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Figure 4.16. SDRadar transmit frequency utilization in response to time-varying RFI. 
Large jumps correspond to SDRadar operating band changes triggered by insufficient 
available transmit bandwidth, while smaller variations correspond to minor adaptations to 
RFI changes within the current operating band. 
 

 Figure 4.17 shows the improvement in maximum detectable radar range obtained 

by the algorithm in comparison to the baseline metric of (4.10), as calculated in (4.11), 

the maximum improvement that could be obtained, and time periods when the 

optimization algorithm was active or idle, using the EMD method discussed in Section 

4.3.2 and 4.4.4. The EMD values found during the experiment (used to determine when 

the optimization should become active) are shown in Figure 4.18. 

 These measurements show that the algorithm is consistently able to find the 

optimal performance, with some time delay as the algorithm responds to RFI changes, 

resulting in an average realized performance improvement of 3.29% over the baseline, 

compared to the optimal improvement of 3.77% on average. The largest possible 

improvements are associated with transitions from an operating band of 3.5 GHz to 

3.1 GHz, where an amplifier optimized for 3.5 GHz would perform quite poorly at 

3.1 GHz. 
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Figure 4.17. Percent increase in maximum detectable radar range obtained by the 
algorithm (blue) compared to the ideal result (orange). Regions shaded in green indicate 
periods when the average performance gradient search algorithm was active, while 
unshaded regions indicate periods when the search converged to a final impedance tuner 
setting and the optimization is waiting for a significant shift in the utilized frequencies 
before resuming the gradient search algorithm. 
 
 

 

Figure 4.18. Normalized EMD between transmit frequency utilization at previous search 
convergence and current utilization. Instances where the distance crosses the threshold of 
0.1 cause the average performance gradient search algorithm to resume from the current 
impedance. 
 
 
 In some instances, the algorithm appears to outperform the expected optimal 

performance, such as at 187 s. However, in these cases the output power observed by the 
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algorithm differs from the premeasured optimum performance by less than the margin of 

error that is observed when returning to a certain configuration (< 0.1 dB variation). 

These variations are due to changes in temperature and minor inconsistencies in SDR 

performance when adapting to various frequent bands. 

 In other instances, the algorithm obtains performance below the expected baseline 

performance. The lesser deficits are also attributed to small power differences below the 

margin of error. Larger deficits are due to the impedance being optimized for the specific 

circumstances prior to the band hop, while the baseline metric assumes no RFI. In these 

cases, it is possible for the more specific optimized impedance to perform worse at the 

new operating band than the baseline impedance. 

 Finally, the measurement window used by the algorithm throughout the 

experiment is shown in Figure 4.19. These results demonstrate that the dynamic window 

algorithm correctly chooses sudden, significant window increases when necessary, along 

with gradual decreases when it is clear that the window can be reduced without degrading 

the search algorithm’s performance.
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Figure 4.19. Dynamic measurement window versus time. The window adjusts throughout 
the experiment period in response to changes in RFI and the resulting behavior of the 
cognitive radar. Instances where the radar behavior transmits more consecutive unique 
pulses without repeat require larger measurement windows to accurately sample the 
radar’s performance for optimization. 
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CHAPTER FIVE 
 

Partial Load-Pull Extrapolation via Deep Image Completion 
 

The work presented in this chapter on simulated linear devices has been published in: 
[82] A. Egbert, A. Martone, C. Baylis, and R. J. Marks, "Partial Load-Pull Extrapolation 

Using Deep Image Completion," 2020 IEEE Texas Symposium on Wireless and 
Microwave Circuits and Systems (WMCS), 2020, pp. 1-5, doi: 

10.1109/WMCS49442.2020.9172302. © 2020, IEEE. 
 
 

5.1 Motivation 
 
 As discussed in Chapter Four, the average performance circuit optimization 

technique requires that a transmit configuration be observed at least once per impedance 

per iteration to be considered within the optimization step. In highly variable or complex 

spectral situations, the measurement window required to satisfy this requirement may be 

quite large. However, many transmit configurations have very similar performance 

contours with respect to impedance, such that they could be used interchangeably during 

the search process with negligible impact on the search’s ability to converge to the 

optimal impedance. 

 In order to substitute configuration measurements during a search, enough data 

must first be obtained for the transmit configurations in question at similar impedances to 

determine if they are interchangeable. The comparison certainty required is relatively 

high, as false equivalences can severely impact the search’s performance. This results in 

a similar data collection burden as needed for the search process itself and may not 

provide useful information for a long time while also requiring significant storage 
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resources to build up the comparison database. This database may also take a 

considerable amount of time to search, further slowing the optimization process. 

 Enabling comparison of transmit configurations across dissimilar impedances 

would greatly improve the benefit of configuration grouping, as the amount of data 

required to make similarity conclusions during system operation is greatly relaxed. 

Comparisons using data from disparate impedances necessitates extrapolating the 

performance of each configuration to the unknown impedances, establishing a common 

impedance set that can be compared. This operation is analogous to extrapolating a full 

set of load-pull contours from an incomplete dataset, as illustrated in Figure 5.1. 

 

 

Figure 5.1. Illustration of partial load-pull extrapolation objective. Given the partial set of 
load-pull measurements (left), it is desired to produce the complete set of contours (right) 
without additional measurement. 
 

 If possible, the extra information provided by such an extrapolation has many 

other applications, including the selection of starting locations for search processes or 

regions of interest for dense load-pulls. For dense load-pulls, a common technique is used 

where consecutive load-pulls with increasing density are performed, utilizing the sparse 

understanding generated by previous iterations to select a region of focus for the next 

iteration [83]. For real-time circuit optimization techniques, the conjugate of the DUT’s 
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output reflection coefficient is considered a good starting location [60]. Unless a priori 

knowledge of the DUT is available, all possible locations should be considered as equally 

likely to be the optimum, so beginning at the center of the Smith Chart minimizes the 

average expected distance to the device optimum. For search spaces where convexity, 

and by extension convergence, is not guaranteed, “Sarvin’s Method” of [24] has 

demonstrated the ability to select a good starting location by testing a few locations 

spread throughout the load tuner search space and choosing the best performing location, 

with the intention that the best performing point will be close enough to the optimum to 

ensure the search is able to converge. In all of these cases, load-pull extrapolation has 

potential to greatly reduce the number of impedances that must be evaluated, or greatly 

increase the quantity of information gained from the evaluated impedances. 

 Furthermore, load-pull extrapolation can be used as the primary circuit 

optimization mechanism without the need for an additional search process. In this 

approach, the predicted optimal impedances can guide the search, alternating between 

selecting regions of interest via extrapolation and acquiring new measurements in the 

region of interest. For efficient implementation, the specifics of this alternating process 

depend on the component reconfiguration period and the computational requirements of 

the adaptation algorithm. 

 This chapter introduces deep learning image completion as a mechanism for 

achieving the load-pull extrapolation goals of Figure 5.1. Image completion techniques in 

general have been previously demonstrated using more complicated datasets, including 

full-color photographs [84] and partial electron microscopy [85]. Additionally, the ability 

of neural networks to learn and extrapolate performance of an individual large-signal 
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microwave device has been previously demonstrated [86, 87], though [86] trains an 

individual network per device on partial load-pull data. This chapter builds upon these 

previously demonstrated capabilities and provides a method to extrapolate performance 

for microwave amplifiers in general from partial load-pull data without the need to retrain 

the underlying neural networks. 

 
5.2 Extrapolation Method 

 
 To achieve the partial load-pull extrapolation goal of Figure 5.1, a gradient-based 

image completion technique is applied to a generative adversarial network (GAN) trained 

on known amplifier load-pull contours. The source of this data can be obtained from 

multiple sources, including linear and non-linear measurements or simulations; this work 

specifically uses only simulated, linear amplifiers for training (see Section 5.2.2 for more 

detail). GANs consist of two adversarial neural networks trained with opposing goals 

[88]. The first network (discriminator) is trained to classify instances of data as either 

belonging to some defined dataset or not belonging to the dataset. The second network 

(generator) is trained to utilize random input values to produce instances of data that are 

misclassified by the discriminator. These networks are trained in an alternating fashion to 

allow each to adapt to weaknesses in the other’s behavior. More specifically, in this work 

the discriminator is trained to recognize if a given image depicts load-pull contours from 

the training set or from the generator network, being careful to not overfit the training 

data. Meanwhile, the generator is trained to produce images that the discriminator will 

classify as a valid set of load-pull contours. As both networks improve their performance 

over the training process, these objectives lead to a discriminator that can evaluate the 

validity of arbitrary load-pull contours and a generator that can produce valid load-pull 
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contours beyond those of the initial training dataset. The operation of these networks is 

illustrated in Figure 5.2. 

 

 

Figure 5.2. Illustration of the function of the generator and discriminator networks 
utilized within the generative adversarial network architecture used in this chapter. 
 
 
 Given a functional GAN, image completion can be performed by searching for an 

input to the generator that produces a result that closely agrees with the known portion of 

the image being completed. As the GAN is pre-trained prior to image completion, this 

approach provides a good basis for quickly evaluating an unknown device. This search 

process is illustrated in Figure 5.3 and discussed in more detail in Section 5.2.3. 

 

 

Figure 5.3. Illustration of the image completion search process used in this work. The 
input to the generator network is revised over time to produce load-pull contours that 
have good agreement with the known performance contours and present the appearance 
of a real load-pull dataset. 
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5.2.1 Implemented GAN Architecture 
 
 This chapter uses a variation of the traditional GAN architecture known as 

Wasserstein GAN (WGAN) [89]. The WGAN architecture uses the Wasserstein distance 

(equivalent to the Earth Mover Distance discussed in Section 4.3.2) as the loss metric 

when training the generator and critic (WGAN discriminator) networks. This distance 

method avoids the metric saturation that can occur when one of the networks performs 

too well (such as if the critic is never wrong, similar to the issues faced in Section 4.3.2 

with significantly different frequency utilization distributions). Avoiding this saturation 

greatly improves the stability and robustness of the network training process by ensuring 

that the gradient calculations used to update the generator network do not vanish if the 

critic becomes too performant, and it helps prevent the generator network from only 

learning a few specific images capable of fooling the critic (mode collapse). The WGAN 

system used in this work is trained according to the approach presented by [84] utilizing 

gradient penalties (WGAN-GP) as opposed to the weight clipping methods of the initial 

WGAN architecture [89]. The implementation (including network layer topology) has 

been adapted from [90] for use with load-pull contour data. Figures 5.4 and 5.5 show 

illustrations of the resulting network structure for the generator and critic networks. 

 
5.2.2 Training Data Generation and Measurement Preprocessing 
 
 The data used for this project is generated in MATLAB by simulating the output 

power contours for 100,000 randomly generated sets of amplifier S-Parameters. As such, 

these contours represent linear device performance. This approach is used in lieu of large-

signal device behavior because of the need for a large dataset during training and the 

relative ease of generating S-Parameters compared to simulating non-linear models. 
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Datasets for large-signal operation could be produced by performing load-pull 

simulations using existing nonlinear device models across a variety of settings 

(frequency, bias conditions, input power, etc.); however, such an approach may not be 

necessary given the quality of the non-linear results shown in Section 5.4.2. 

 

 

 

Figure 5.4. WGAN-GP network topology for load-pull critic network. This network 
operates on a 32x32 pixel greyscale load-pull image and produces a single value 
estimating how far the input image is from the learned set of valid load-pull images. 
Illustration synthesized using [91]. 
 
 

 

 
 
Figure 5.5. WGAN-GP network topology for load-pull generator network. This network 
operates on a 128-element initialization vector and produces a synthesized 32x32 pixel 
greyscale load-pull image. A hyperbolic tangent activation layer provides the final 
scaling of the network output. Illustration synthesized using [91]. 
 
 
 Given a set of amplifier S-Parameters and source and load impedances, the linear 

amplifier output power can be calculated using the methods of Gonzalez [92]. The 

magnitude bounds for the randomly generated amplifier S-Parameters are included in 

Table 5.1. These bounds were selected to avoid generating potentially unstable 
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amplifiers. Only unconditionally stable amplifiers (as determined by the stability 

conditions 𝐾 1 and |Δ| 1 defined in [92]) are used for training and evaluation to 

avoid unbounded performance values. 

 
Table 5.1. Dataset S-Parameter Generation Bounds 

 
S-Parameter Bound (Linear Magnitude) 

𝑆  [0, 0.8] 
𝑆  [0.0001, 0.001] 
𝑆  [2, 20] 
𝑆  [0, 0.8] 

 

 The source impedance was fixed at 50 Ω, and the load reflection coefficient’s real 

and imaginary parts were varied over [-1, 1] with 28 points each and uniform spacing, 

discarding values with |Γ | 1. 

 The resulting dataset was pre-processed by standardizing to zero mean and unit 

variance and applying sigmoidal normalization with a hyperbolic tangent function as 

recommended by [93], such that 

𝑃 𝑛
1 𝑒
1 𝑒

tanh
𝑃 𝑛

2
5.1  

𝑃 𝑛
𝑃 𝑛 𝑃

𝜎
, 5.2  

where 𝑃′ 𝑛  are the normalized power samples and 𝑃 𝑛  are the power samples 

standardized from the mean 𝑃 and variance 𝜎  of the original samples 𝑃 𝑛 , represented 

in watts. Neglecting to apply the sigmoidal normalization results in the networks failing 

to predict optimized powers far from the mean observed power. This preprocessing can 

be inverted to recover predicted powers as 

𝑃 𝑛 2 tanh 𝑃 𝑛 ∗ 𝜎 𝑃. 5.3  
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 For computational efficiency, each load-pull was rendered as 32 32 pixel 

greyscale images for use in the load-pull extrapolation system, matching the size of the 

input and output of the critic and generator networks. 

 
5.2.3 Image Completion Process 
 
 The trained WGAN system is then leveraged for image completion using the 

techniques of Amos [94]. Although [94] utilizes a Deep Convolution GAN (DCGAN) 

architecture, the general image completion process readily translates to other GAN 

architectures, such as WGAN. 

 The goal of image completion is to find an input �̂� to the generator network 𝐺  

that produces an image 𝐺 �̂�  that is similar to the known partial image 𝑥 and fits the 

overall target dataset. To complete an image, a mask 𝑀 is first specified that encodes 

what portion of the full image is provided by 𝑥. The mask is specified as 

𝑀 𝑛
1, 𝑥 𝑛  𝑖𝑠 𝑣𝑎𝑙𝑖𝑑

0, 𝑥 𝑛  𝑖𝑠 𝑖𝑛𝑣𝑎𝑙𝑖𝑑
5.4  

where 𝑛 specifies pixels within the image. This mask is used in (5.5) to determine which 

portions of the generated image should be used when comparing the quality of the 

generated image to the provided partial image. 

 Two loss metrics are used to determine the quality of 𝐺 �̂� : contextual loss and 

perceptual loss. Contextual loss describes how similar the generated and partial images 

are to each other, and is defined as: 

𝐿 �̂� ‖𝑀 ∗ 𝐺 �̂� 𝑀 ∗ 𝑥‖ . 5.5  

 Perceptual loss describes how closely the generated image resembles members of 

the trained dataset according to the critic network 𝐶 , and is defined as: 
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𝐿 �̂� log 1 𝐶 𝐺 �̂� . 5.6  

 These two losses are combined with a hyperparameter 𝜆 that weights the relative 

importance of the two metrics. (Amos [94] recommends 𝜆 0.1; this chapter instead 

uses 𝜆 1.) The final loss is then: 

𝐿 �̂� 𝐿 �̂� 𝜆𝐿 �̂� 5.7  

with the optimization goal to find some �̂� that minimizes 𝐿 �̂� . The solution is found 

using the Adam optimization technique [95], with learning rate 0.01, 𝛽 0.9, 𝛽

0.999, and 𝜖 10 . For the results of Section 5.3, each extrapolated load-pull contour 

set is the result of 1000 iterations of the Adam algorithm. Section 5.4 uses an early 

converge technique that looks for a minimum in the loss equation of (5.7) during the 

completion process, significantly reducing the time necessary for each extrapolation. 

 Note that the method of [94] combines the generated and partial images, utilizing 

the mask to remove part of the generated image and replace it with the original partial 

image. This chapter forgoes this step, using only the generated image as the final output. 

 
5.3 Simulated Linear Load-Pull Extrapolation 

 
 The load-pull extrapolation system has been tested by presenting incomplete 

linear load-pulls of various sizes, generated with the same methodology as Section 5.2.2. 

Three sizes of incomplete data were selected such that known values were available for 

regions of the Smith Chart where |Re Γ , Im Γ | 0.5, 0.3, 0.1 , rounded down to the 

nearest pixel index. These are referred to as “0.5 Mask,” “0.3 Mask,” and “0.1 Mask” and 

correspond to partial load-pulls of 256, 81, and 9 values, respectively. Example 

extrapolated load-pulls are shown in Figures 5.6-8 along with the known data used as a 

basis for prediction and the true load-pull contours. 
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 Each mask size was then tested with 100 different simulated amplifier load-pulls. 

The prediction performance for each set is summarized in Table 5.2. 

 
 

 

Figure 5.6. Original and predicted load-pull contours based on the 0.5 mask. Actual 
maximum gain is 40.28 dBm at Γ 0.59∠112.4°. Predicted maximum gain is 40.65 
dBm at Γ 0.68∠115.3°. 
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Figure 5.7. Original and predicted load-pull contours based on the 0.3 mask. Actual 
maximum power is 42.27 dBm at Γ 0.82∠ 25.6°. Predicted maximum power is 
41.68 dBm at Γ 0.70∠ 20.2°. 
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Figure 5.8. Original and predicted load-pull contours based on the 0.1 mask. Actual 
maximum power is 37.92 dBm at Γ 0.62∠171.0°. Predicted maximum power is 37.70 
dBm at Γ 0.55∠176.6°. 
 
 

Table 5.2. Linear Load-Pull Extrapolation Performance – Predicted Peak Statistics 
 

Type of Peak Error Statistic 0.5 Mask 0.3 Mask 0.1 Mask 
Power Error (Mean) 0.162 dB 0.453 dB 0.584 dB 
Power Error (Median) 0.092 dB 0.240 dB 0.401 dB 
Optimal Γ  Error (Mean) 0.074 0.114 0.186 
Optimal Γ  Error (Median) 0.065 0.091 0.144 
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 As expected, the extrapolation system performs better on average when given a 

larger initial load-pull sample (0.5 Mask). However, it still performs remarkably well 

even when given only nine measurements (0.1 Mask) as a prediction basis. Performance 

of optimum Γ  predictions appears to encounter diminishing returns with increased 

sample size. This is likely an effect of confining Γ  to the discrete 32 32 measurement 

grid used for evaluation as opposed to interpolating to a more precise maximum location 

with a finer grid. 

 
5.4 Measured Non-Linear Device Load-Pull Extrapolation 

 
 The load-pull extrapolation technique of Section 5.2 has also been tested and 

demonstrated under measurement using the Skyworks 65017-70LF InGaP packaged 

amplifier with a bias voltage of 7 V. For each frequency under test, the Skyworks 

amplifier was power swept with a 50 Ω load impedance to find the 3 dB compression 

input power; these 3 dB compression powers are used for all the results in this section. 

For this device, it is necessary to offset the measured powers by 20 dB to place them in 

the expected range for the image completion networks. In the event this offset is 

unknown for a device, it can be learned on the fly as part of the measurement process, 

offsetting the measured powers to lie within the expected range. All image completions in 

this section are run using a computer with an NVIDIA GeForce RTX 2070 Super GPU, 

AMD Ryzen 3700X CPU, and 32 GB of DDR4-3200 RAM, with an average image 

completion time of 1.1 seconds. Section 5.4.1 presents a circuit optimization technique 

that can be used in place of a traditional gradient peak-search algorithm, such as [72]. 

Section 5.4.2 presents a detailed look at the quality of the load-pull extrapolations 

performed as part of the optimizations shown in Section 5.4.1. 
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5.4.1 Circuit Optimization via Load-Pull Extrapolation 
 
 
 5.4.1.1 Iterative Extrapolation Algorithm.  The general process flow for a circuit 

optimization algorithm using only load-pull extrapolation to drive exploration of the 

search space is shown in Figure 5.9. For each of the given steps in the algorithm, 

different variations are possible. 

 

 

Figure 5.9. Generic process for circuit optimization using load-pull extrapolation. 
Variations on the algorithm are possible by changing how the initial and subsequent 
measurement points are selected based on extrapolation results and by changing the 
convergence criteria. 
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 The primary algorithm used in this chapter is built on a simple “maximum 

addition” technique, where the best predicted impedance from the previous load-pull 

extrapolation is chosen for measurement and its performance added to the dataset used 

for the next extrapolation. The initial point is chosen at random from one of the four 

pixels closest to 50 Ω, and the search converges when the most recently predicted best 

impedance has already been evaluated during a previous iteration. If applied to a 

frequency hopping context, the current system impedance could be used as the initial 

point instead of tuning near 50 Ω. 

 This maximum addition technique is well suited for systems where the time cost 

of performing a load-pull extrapolation is low relative to the time required to tune to and 

evaluate some impedance. However, if this situation is reversed (i.e., it is faster to tune 

and measure than perform extrapolations), it may be beneficial to evaluate multiple 

impedances per extrapolation. For example, the eight pixels surrounding a predicted 

optimal impedance could also be evaluated in addition to the optimal impedance. This 

also permits a more sophisticated convergence check that looks for the presence of some 

local maximum performance; given the convex nature of output power contours on the 

Smith Chart, any local maximum is guaranteed to provide the best performance and no 

additional search is required. 

 
 5.4.1.2 Optimization Results.  This circuit optimization technique has been tested 

with the traditional load-pull system of Section 3.5 at 21 frequencies between 2 and 

4 GHz, spaced at 100 MHz intervals. 50 searches were performed at each frequency (total 

of 1050 searches). The results from several example searches at various frequencies are 

shown in Figures 5.10 through 5.12.
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Figure 5.10. Results for a single run of the load-pull extrapolation circuit optimization 
algorithm at 2 GHz. This search evaluated 7 impedances in 63 seconds, converging to an 
impedance 1 pixel up and to the left of the true optimal impedance, with an associated 
performance loss of 0.09 dB. 
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Figure 5.11. Results for a single run of the load-pull extrapolation circuit optimization 
algorithm at 2.7 GHz. This search evaluated 7 impedances in 67 seconds, converging to 
an impedance 1 pixel to the left of the true optimal impedance, with an associated 
performance loss of 0.05 dB. 
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Figure 5.12. Results for a single run of the load-pull extrapolation circuit optimization 
algorithm at 4 GHz. This search evaluated 8 impedances in 73 seconds, converging to the 
true optimal impedance.
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 An overview of the achieved performance (compared to load-pull maximum) and 

elapsed time for each trial is shown in Figure 5.13. To accurately compare the search 

performance against the maximum power reported by the load-pull for each frequency, 

the load-pull performance for the final search impedance is used in place of the power 

reported at the end of the search. This eliminates the impact of small variations in 

measured power that occur over the significant time needed to run all 1050 trials. 

 

 

Figure 5.13. Overview of search results for circuit optimization with load-pull 
extrapolation using the traditional load-pull system of Section 3.5. Results are shown for 
1050 searches ran across 21 frequencies from 2 to 4 GHz. Power loss is the difference in 
performance for the optimal load-pull impedance and the final search impedance. 
 
 
 The search algorithm is generally successful, converging to within 0.5 dB of the 

optimal performance 95% of the time (1001 out of 1050 trials). Of these trials, the search 
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converges within 60.5 s on average, with 95% of these searches converging within 84 s. 

Additionally, more than half the searches obtain performance within 0.1 dB of the true 

optimum (547 out of 1050 trials). Instances that miss the optimal impedance by a 

significant margin generally obtained an early repeated maximum predicated impedance, 

leading to early search convergence, such as the result shown in Figure 5.14. This can be 

mitigated by requiring a minimum number of measured points prior to convergence and 

selecting additional impedances to evaluate by some other means when an early repeat 

does occur. However, imposing a minimum number of measurements also imposes a 

floor on how quickly the search is allowed to converge. 

 Compared to a gradient search such as the one implemented in [72], this 

algorithm is able to converge much faster. Histograms of the elapsed times for the 

gradient search of [72] and extrapolation search are shown in Figure 5.15. While [72] 

does not report elapsed times for each search, an estimate can be performed by applying 

the average tuning and measurement time for the traditional load-pull system to the 

number of performance queries reported in [72] (assuming the computation time required 

for the gradient search is negligible). By this standard, the 14 searches performed in [72] 

converge in an average time of 166.7 s – nearly double the 95th percentile time for the 

extrapolation searches achieving within 0.5 dB of the optimal performance. This faster 

convergence comes at a cost of performance consistency: the total variation in final 

impedance for the gradient search is reported to be on the order of half a single pixel in 

the load-pull extrapolation search (each pixel is roughly 0.06 units wide on the Smith 

Chart). Note that it may be possible to improve the accuracy of the load-pull 
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extrapolation algorithm by training on a collection of non-linear data, as opposed to the 

simulated, linear data used in this chapter. 

 

 

Figure 5.14. Results for a sub-optimal run of the load-pull extrapolation circuit 
optimization algorithm at 2.8 GHz. This search converged early after evaluating 4 
impedances in 39 seconds, missing the true optimum by a significant margin. 
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Figure 5.15. Comparison of elapsed times for the load-pull extrapolation search and the 
gradient algorithm of [72]. 
 
 
5.4.2 Load-Pull Extrapolation Analysis 
 
 Following up on the results of Section 5.3 for linear devices, this section 

considers the quality of the load-pull extrapolations performed as part of the searches in 

Section 5.4.1. Over the course of those searches, extrapolations were performed using 

anywhere from 1 to 14 measurements. However, only 1 extrapolation each was run for 13 

and 14 measurements, and only 5 were run for 12 measurements. Figures 5.16 and 5.17 

show statistics for the error in the predicted power and optimal impedance for all 

extrapolations with at least ten extrapolations per input dataset size. Table 5.3 provides a 
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numeric summary of these results for comparison with the simulated, linear results of 

Table 5.2. 

 

 

Figure 5.16. Power error statistics for the extrapolations performed in Section 5.4.1. Here, 
error is the difference between the measured load-pull maximum performance and the 
maximum power reported by the extrapolated load-pull. 
 
 
 Comparing the results of Tables 5.2 and 5.3, it appears that the extrapolations 

based on at least 7 measurements perform comparably to the linear results using the 

0.3 mask with 81 measurements. This finding suggests that the load-pull extrapolation 

benefits greatly from having a collection of points scattered throughout the Smith Chart, 

as opposed to a group of points near a single area. This finding may be useful for other 



106 
 

microwave device modeling applications, such as the results of [86], which used 

measurements from a uniform grid in a single area of the Smith Chart. Additionally, the 

extrapolation method continues to perform quite well on non-linear measurements, 

despite having only been trained on simulated, linear devices. 

 

 
 
Figure 5.17. Load impedance error statistics for the extrapolations performed in Section 
5.4.1. Here, error is the distance between the measured load-pull optimal reflection 
coefficient and the optimal reflection coefficient reported by the extrapolated load-pull. 
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Table 5.3. Non-Linear Load-Pull Extrapolation Performance – Predicted Peak Statistics 
 

Number of Measured 
Impedances 

Sample 
Size 

Mean Power 
Error (dB) 

Median Power 
Error (dB) 

Mean Γ  
Error 

Median Γ  
Error 

1 1050 2.13 2.03 0.612 0.595 
2 1050 3.36 3.51 0.655 0.609 
3 1049 2.90 2.99 0.564 0.551 
4 1047 1.04 0.477 0.275 0.204 
5 1013 0.618 0.330 0.203 0.144 
6 747 0.338 0.238 0.146 0.129 
7 416 0.359 0.193 0.135 0.091 
8 197 0.371 0.199 0.129 0.091 
9 81 0.293 0.172 0.132 0.091 

10 34 0.425 0.156 0.128 0.091 
11 12 0.179 0.171 0.107 0.078 



108 
 

 
 
 

CHAPTER SIX 
 

Effects of Impedance Tuning on Range-Doppler Processing 
 

The work presented in this chapter has been published in: [96] A. Egbert et al., "The 
Effect of Real-Time Radar Transmitter Amplifier Impedance Tuning on Range and 

Doppler Detection Accuracy," 2019 IEEE Texas Symposium on Wireless and Microwave 
Circuits and Systems (WMCS), Waco, TX, USA, 2019, pp. 1-4, doi: 

10.1109/WMCaS.2019.8732549. © 2019, IEEE. 
 
 

6.1 Background 
 
 One disadvantage associated with applying cognitive radar techniques on a pulse-

to-pulse basis is the disruption to normal radar signal processing and target detection. 

Common processing approaches, such as matched filtering and range-Doppler 

processing, rely on the transmitted radar signal remaining unchanged from its initial 

synthesis throughout the processing time interval. These techniques estimate the range 

and velocity away from the radar system of various targets by evaluating the round-trip 

time delay and observed Doppler shift between the radar’s transmitter and receiver. 

Range-Doppler processing specifically requires coherency over multiple pulse 

transmissions to accurately extract the required Doppler shift estimation. The period of 

time associated with the set of pulses used to generate a single range-Doppler image is 

the coherent processing interval (CPI). 

 Kirk has examined the significant effects of altering the radar waveform used for 

detection during a CPI, such as through rapidly alternating between channels according to 

a cognitive dynamic spectrum access strategy [30]. These variations result in distortions 

to a target’s range-Doppler signature. By determining the response for a point target with 
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zero range and velocity using the variable signal set, the expected distortion of targets can 

be isolated. The range-Doppler image can then be processed as normal, followed by 

Richardson-Lucy deconvolution with the distorted point target response to reduce the 

distortions caused by the non-constant signal [97]. 

 Variations within the reconfigurable transmit hardware can also cause distortions 

in target detection as the signal content is altered. If transmit hardware adaptations can be 

limited to the listening period of the radar between CPIs, then no impact is realized. 

However, as discussed Chapter Four, the reconfiguration times of available high-power 

impedance tuners is much greater than the listening time between radar pulses. As such, 

mitigation techniques should be employed to minimize the impact of distortions caused 

by impedance tuners during transmission to avoid disruptions in radar data availability. 

This chapter specifically examines the effects of signal phase shifts caused by 

reconfigurable hardware components in a radar transmitter. 

 Reconfigurable devices have previously been investigated for phase-shift related 

operations such as beamforming using micro-electrical mechanical systems (MEMS) 

tunable phase shifters [98]. As an example of possible negative effects associated with 

tunable hardware, unwanted Doppler shifts have been observed in acousto-optic filter 

designs, as presented by Boyd [99]. Here, Boyd corrects for the Doppler shifts by 

predistorting the input signal to offset the shifts caused by the tunable component. To 

address another potential effect of such adaptive components, Zeidan presents an 

approach to detect and correct transient phase shifts in RF receiver chains used for 

communications [100]. The presented method is able to detect a change in the gain state 

of the receive amplifier (impacting both the signal amplitude and phase offset) and 
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synthesize corrected data. However, this approach is not well suited to radar transmit 

systems, as it works to isolate and account for hardware distortions generated in the 

receive hardware, which is possible as all the received data will be affected at the single 

time instance when the receiver performed an adaptation. Distortions from the transmit 

hardware differ as they will first interact with the environment and radar targets, arriving 

at the radar receiver at several different times, requiring the receiver to apply the time-

domain correction to each reflected instance of the signal obtained by the receiver. 

 
6.2 Proposed Theory of Adaptive Component Doppler Shifts 

 
 While the objective of impedance tuning is to alter the impedance presented to the 

amplifying device, the tuners of [25-26] also alter the magnitude of the signal (by 

modulating the gain of the amplifier or the tuner’s own power loss characteristic) as well 

as the phase shift applied to the signal as it propagates through the tuner. Together, these 

effects are considered as the complex-valued transmission S-Parameter, 𝑆 . Assuming 

𝑆  remains constant during transmission, no impact to the quality of radar processing 

occurs, aside from the intended impact on amplifier gain as well as the incidental 

transmission coefficient magnitude influencing the maximum detectable range. However, 

while transitioning between two impedances, a tuner causes a time-varying phase shift 

through the transmit chain. This variable phase offset can be equated to an apparent false 

Doppler frequency shift in the target responses using the instantaneous definition of 

frequency: 

𝑓
1

2𝜋
𝑑𝜙 𝑡
𝑑𝑡

, 6.1  
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where 𝑓  is the apparent shift in Hertz and 𝜙 𝑡  is transmitted signal phase at time 𝑡 at 

the impedance tuner output reference plane. 

 
6.3 Range-Doppler Processing During Impedance Tuning 

 
 In this section, range-Doppler analysis of a simulated target is performed while 

transitioning between different impedances with the tuner of [25] (shown in Figure 6.1). 

This tuner, controlled based on cavity position numbers 𝑛  and 𝑛 , is used to control the 

load impedance for a Microwave Technologies MWT-173 FET during range-Doppler 

measurements of a simulated radar target. For context, a load-pull of the amplifier’s 

power added efficiency (PAE) using the tuner is shown in Figure 6.2. 

 In the first experiment, the tuner was set to a position of 𝑛 ,𝑛  = 6000, 6000 , 

and the range and Doppler of a simulated target were measured. Four CPIs, each 

consisting of 500 acquisitions of 8192 samples, were collected at 10 MS/s using a 

Hamming windowed chirp waveform with 3 MHz bandwidth centered at 3.55 GHz with 

a 50% duty cycle. The simulated target is located approximately 49.8 km downrange and 

exhibits a Doppler shift of 49 Hz. Figure 6.3 shows range-Doppler detections from 

repeating this experiment for four different tuning scenarios, with each scenario tested 

four times with a CPI of 500 acquisitions: (1) tuner stationary at (6000, 6000), (2) tuner 

stationary at (7200, 7200), (3) tuner moving from (6000, 6000) to (7200, 7200), and (4) 

tuner moving from (7200, 7200) to (6000, 6000). These tuner positions are chosen to 

demonstrate the most significant transition based on Figure 6.2. 

 For the two stationary settings (1) and (2), the detected range and Doppler are the 

same and correspond to the actual range and Doppler of the target. However, in setting 

(3), when the tuner is moving from (6000, 6000) to (7200, 7200), an apparent Doppler 
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shift of -0.29 Hz is visible relative to the detected Doppler under stationary tuner 

conditions, indicated by the left shift in the upper portion of Figure 6.3. Additionally, 

when the tuner is moved from (7200, 7200) to (6000, 6000) in setting (4), an apparent 

relative Doppler shift of +0.29 Hz (right shift) is observed. In settings (3) and (4), the 

changing phase of the tuner’s 𝑆  causes the artificial Doppler shift based on the speed of 

the tuner movement from equation (1). This 0.29 Hz error translates to approximately 

3 cm/s of velocity error under the radar configuration presented here. 

 

 
 

Figure 6.1. First-generation evanescent-mode cavity tuner with piezo actuators developed 
by Purdue University [25]. © 2019, IEEE. 
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Figure 6.2. MWT-173 FET power-added efficiency (PAE) contours for variations of 
cavity position numbers (𝑛 , 𝑛 ) at 3.55 GHz. © 2019, IEEE. 
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Figure 6.3. Doppler and range detection results from measurements with simulated radar 
target: (1) tuner stationary at (6000, 6000), (2) tuner stationary at (7200, 7200), (3) tuner 
moving from (6000, 6000) to (7200, 7200), and (4) tuner moving from (7200, 7200) to 
(6000, 6000). © 2019, IEEE. 
 
 

6.4 Direct Measurements of Impedance Tuning Doppler Shift 
 
 Building on the results of the previous section, measurements of the tuner’s 𝑆  

were measured using a vector network analyzer (VNA) during tuning operations across 

the path between 𝑛 ,𝑛  = (6000, 6000) to (7500, 7500) and vice versa. The 

transmission coefficient phase during these operations is shown in Figure 6.4. Over the 

transition period, the transmitted signal experiences nearly a 180° phase shift realized at a 

non-linear rate (i.e., the applied frequency shift is itself time-varying). The expected 

instantaneous frequency shift at sample 𝑛 can be calculated using 
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∆𝑓 𝑛
𝜙 𝑛 1 𝜙 𝑛

∆𝑡

1

360°
, 6.2  

where ∅ 𝑛  and ∅ 𝑛 1  are the phase values, in degrees, at the 𝑛  and 𝑛 1  

samples respectively, and ∆𝑡 is the time between samples. Based on this approach, the 

expected instantaneous detected Doppler shifts are plotted versus time in Figure 6.5. 

 

 

Figure 6.4. Tuner transmission coefficient (𝑆 ) phase versus time in tuning from 
𝑛 ,𝑛  = (6000, 6000) to (7500, 7500) (top) and from (7500, 7500) to (6000, 6000) 

(bottom). © 2019, IEEE. 
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Figure 6.5. Calculated estimated Doppler frequency shift versus time in tuning from 
𝑛 ,𝑛  = (6000, 6000) to (7500, 7500) (top) and from (7500, 7500) to (6000, 6000) 

(bottom). © 2019, IEEE. 
 
 
 The initially large-amplitude activity observed in the interval 0.4 s < 𝑡 < 0.6 s of 

Figure 6.5 is attributed to the sudden start of tuner movement. During the interval 

0.5 s < 𝑡 < 2 s the tuner performs its movement (for the down cycle case), and the 

expected Doppler frequency shift ranges from 0 < 𝑓 < 4.5 Hz. The maximum value of 

this shift is much larger than the 0.29 Hz observed in Figure 6.3. This discrepancy 

suggests that the range-Doppler processing in some way averages the measured 

instantaneous frequency shift over the entire CPI, or otherwise in some way does not 

experience the worst-case Doppler shift. (A closer look at this behavior is included later 
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in this chapter.) For these measurements, the CPI acquisition period roughly overlaps the 

0.5 s < 𝑡 < 1.75 s interval of Figure 6.4, resulting in an observed phase shift of nearly 

130 degrees over 1.25 s. This would correspond with a uniform Doppler shift of 

approximately 0.36 cycles/1.25 s = 0.288 Hz, agreeing with the 0.29 Hz shift of Figure 

6.3. 

 To confirm the VNA measurement results, a second experiment was performed 

using two equal-frequency tones fed through a mixer, with one tone passing through the 

tuner and an oscilloscope measuring the mixer’s output. Here, the mixer uses the 

unmodified tone to down-convert the tuner-modulated signal to baseband. A block 

diagram of this setup is shown in Figure 6.6. 

 

 
 
Figure 6.6. Down-conversion measurement setup for tuner frequency shift. © 2019, 
IEEE. 
 
 
 When the tuner is moved, the 𝑆  phase change causes the waveform to change 

phase by 180 degrees over the tuning time, and a partial sinusoid (generated by the 

varying relative phase of the mixer inputs and corresponding to the artificial Doppler 

shift) will appear at the output of the mixer until the tuner has settled at its new state. At 



118 
 

this point, the mixer output takes on a new amplitude based on the new relative phase of 

the mixer inputs. Figure 6.7 shows the mixer output during tuner movements in both 

directions: from (6000, 6000) to (7500, 7500) and then reversed. The calculation of the 

instantaneous frequency at the 𝑛th sample, 𝑓 𝑛 , can be approximated from the recovered 

signal phase 

𝑦 𝑛 𝐴 cos 𝜙 𝑛 ↔ 𝜙 𝑛 cos
1
𝐴
𝑦 𝑛  6.3  

with a forward difference similar to (6.2) as follows: 

𝑓 𝑛
1

2𝜋

cos 1
𝐴𝑦 𝑛 1 cos 1

𝐴𝑦 𝑛

∆𝑡
, 6.4  

where 𝑦 𝑛  is the 𝑛  sample of the measured mixer output, 𝐴 is the amplitude of the 

assumed cosine waveform, and ∆𝑡 is the time between samples. Figure 6.8 shows good 

correspondence between instantaneous frequency shift estimations from this down-

conversion setup and VNA measurements. 
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Figure 6.7. Oscilloscope-measured signal for tuner transitions from (6000, 6000) to 
(7500, 7500) and reversed from (7500, 7500) to (6000, 6000). © 2019, IEEE. 
 
 

 
 
Figure 6.8. Instantaneous frequency shift measurements from the VNA (red) and down-
conversion (blue) measurement setups. 
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6.5 Distortion Analysis and Correction Process 
 
 

6.5.1 Matched Filtering Distortion – Range Errors 
 
 As range-Doppler processing is built upon matched filter detection, it is important 

to understand the impacts of frequency shifts on matched filtering operations. Matched 

filtering operates by correlating the received radar data with the transmit waveform, 

looking for peaks in the correlation response that indicate the presence of a target’s 

returned signal. For a transmitted signal 𝑆 𝑡 , the target response 𝑆 𝑡  via matched 

filtering is given by the signal’s autocorrelation: 

𝑆 𝑡 𝑆 𝜏 𝑆∗ 𝜏 𝑡 𝑑𝜏 , 6.5  

where 𝑆∗ 𝑡  represents the complex conjugate of the input signal. 

 To evaluate how a signal performs given a moving target’s imposed Doppler shift 

(radial velocity), this correlation process can be performed with frequency-shifted 

versions of the transmit waveform. The set of all possible matched filter responses for a 

single point target is provided by the ambiguity function 𝜒 𝑓 , 𝑡 : 

𝜒 𝑓 , 𝑡 𝑆∗ 𝜏 𝑡 𝑆 𝜏 𝑒 𝑑𝜏 , 6.6  

where 𝑒  applies a frequency shift of 𝑓 . For the common linear frequency 

modulated (LFM) chirp radar waveform with period 𝑇, carrier frequency 𝑓,̅ and 

frequency modulation slope 𝑘 

𝑆 𝑡 Π
𝑡
𝑇

𝑒 ̅ 𝑒 , 6.7  

the ambiguity function is: 



121 
 

𝜒 𝑓 , 𝑡 Π
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𝜒 𝑓 , 𝑡

⎩
⎪
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⎪
⎧𝑒 ̅ 𝑒 𝑒  𝑒  

sin 𝜋 𝑘𝑡 𝑓 𝑡 𝑇
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sin 𝜋 𝑘𝑡 𝑓 𝑇 𝑡

𝜋 𝑘𝑡 𝑓
, 0 𝑡 𝑇

 

𝑒 ̅ 𝑒
sin 𝜋 𝑘𝑡 𝑓 𝑇 |𝑡|

𝜋 𝑘𝑡 𝑓
, 𝑇 𝑡 𝑇 

𝑒 ̅ 𝑒 𝑇 |𝑡|
sin 𝜋 𝑘𝑡 𝑓 𝑇 |𝑡|
𝜋 𝑘𝑡 𝑓 𝑇 |𝑡|

, 𝑇 𝑡 𝑇 

𝜒 𝑓 , 𝑡 𝑒 ̅ 𝑒 𝑇 |𝑡| sinc 𝜋 𝑓 𝑘𝑡 𝑇 |𝑡| , 𝑇 𝑡 𝑇, 6.8  

where Π  is the rectangle function with width 𝑇. This result leads to the “tilted sinc” 

target response pattern common to LFM radar signals, with a propagation delay (range) 

error due to target Doppler shifting of 

𝑡
𝑓
𝑘

, 6.9  

as reported in [101]. Returning to the idea of unintentional phase shifts from tunable 

components, an example of the matched filter target responses for various per-pulse 

phase shifts is shown in Figure 6.9. In each case, the listed phase change occurs linearly 

during the period of a single LFM pulse with a bandwidth of 5 MHz and period of 

819.2 µs (𝑘 6.1 GHz/s); the right-most shift of 1080° corresponds to a frequency shift 

of 3.662 kHz (3 cycles/819.2 µs). 

 Note that this expected range error is not apparent in the experimental results 

shown in Figure 6.3. This is because the actual phase shifts exhibited by the tuner of [25] 

are much smaller than those shown in Figure 6.9. Assuming the maximum shift of 

4.5 Hz, a propagation delay error of 0.61 ns is expected—much lower than the sample 



123 
 

period of 10 ns used in Figure 6.9. As such, no correction for phase shifts using this tuner 

is required for range detection with matched filtering with these radar waveforms. 

 
6.5.2 Range-Doppler Distortion – Velocity Errors 
 
 To acquire a range-Doppler image, multiple pulses within a CPI are processed via 

matched filtering, and the resulting range bins are Fourier transformed. Given the 

discussion in the previous section, one might assume that the tuner of [25] should not 

degrade range-Doppler results as the impact on the matched filter output magnitude is 

negligible due to the slow rate of phase change compared to the waveform period. 

However, range-Doppler processing utilizes the complex-valued matched filter 

response—not only the response magnitude. In practice, each matched filter output 

𝑆 𝑡  experiences a nearly constant phase offset during each transmission 

𝑆 𝑡 𝑆 𝜏 𝑆∗ 𝜏 𝑡 𝑒 𝑑𝜏 𝑒 𝑆 𝜏 𝑆∗ 𝜏 𝑡 𝑑𝜏 , 6.10  

where 𝜙 𝑡  is the tuner phase shift at time 𝑡. Over the course of an entire CPI, each pulse 

(and by extension, each matched filter output) will express a different phase offset 

𝑆 𝑡 𝑛 𝑒 𝑆 𝜏 𝑆∗ 𝜏 𝑡 𝑑𝜏 , 6.11  

where 𝑆 𝑡 𝑛  indicates the 𝑛  pulse response within a CPI and 𝜙 𝑛  is the current 

tuner phase shift during the 𝑛  pulse. Figure 6.10 shows the magnitude and phase of the 

matched filter output for constant phase offsets of 0°, 50°, and 100°. 

 This per-pulse constant phase offset assumption of (6.10) and (6.11) is valid for 

the measurement data in Figure 6.4. To confirm, a CPI of LFM waveforms was generated 

with the CPI equal to the measurement period of the tuner phase data, and each sample 

within the CPI was given an additional phase offset equal to the tuner phase offset at that 
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time. Each pulse was then match filtered against the first pulse in the CPI. The resulting 

per-pulse matched filter phase response at each range peak is shown in Figure 6.11, along 

with the applied tuner phase profile. Note that the tuner’s phase pattern is directly 

transferred to the matched filter output as expected according to (6.11) and Figure 6.10. 

 

 

Figure 6.9. Propagation error incurred by tunable component phase shifts from 0 to 1080° 
during an LFM pulse with a bandwidth of 5 MHz and period of 8192.6 µs. 
 
 
 Assuming a stationary target and ideal processing, the matched filter response for 

all pulses within a CPI will be constant. After applying the Fourier transform to each 

range bin, no frequency variation will be observed, leading to a zero-Doppler target 

response (Doppler bin peak at 0 Hz and zero elsewhere). However, given the matched 
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filter response phase variations of Figure 6.11, the target Doppler response will instead 

take the shape of the Fourier transform of the observed change in the matched filtered 

output. For a stationary target and slow time-varying adaptive component, the distorted 

target Doppler response will then be determined by the Fourier transform of the phase 

variations of the adaptive component. This is illustrated in Figure 6.12 for the phase 

response of Figure 6.11. Note that the tuner’s phase response has caused the target’s 

Doppler response to incorrectly shift away from the 0 Hz Doppler bin, indicated by the 

vertical line in Figure 6.12. Combined with windowing, this mechanism explains the 

small Doppler errors encountered in the measurement results of Figure 6.3. 

 

 

Figure 6.10. Matched filter response for an example LFM pulse with varying constant 
phase offsets applied to the filtered pulse. 
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6.5.3 Correction Methods 
 
 One approach that can correct for the effects presented in this chapter is the 

predistortion method of Boyd described in the introduction to this chapter [99]. However, 

this approach requires advance knowledge of the phase response the tuner will exhibit. 

Precharacterizing all possible impedance transitions is not feasible because of the vast 

number of possible transitions (on the order of 10  for the tuners of [25] and [26]). 

Generating a transition model based on some subset of the possible transitions is also 

difficult, as the transitions are also affected by the tuner’s internal mechanisms, such as 

the rate of speed of the tuner’s internal actuation mechanisms (possibly subject to 

temperature, orientation, and external environmental forces). 

 Instead, the impact of these slow phase changes can be mitigated in post-

processing after transmission completes. It is possible to generate a per-pulse matched 

filter definition for each pulse within the CPI using copies of the transmit waveform at 

the output of the impedance tuner. As this copy is already acquired as part of the 

performance evaluation required of a cognitive radar in the previous chapters, very few 

system modifications are necessary. Generating per-pulse matched filters eliminates the 

effect by incorporating the slow phase transition from impedance tuning in the matched 

filter definition, removing the offset from the matched filter output. As shown in Figure 

6.13, this phase drift vanishes using per-pulse matched filtering, which eliminates the 

negative impact on range-Doppler processing of impedance tuning, as evidenced by the 

agreement between the ideal, non-distorted range-Doppler result (blue line) and the 

distorted CPI processed with per-pulse matched filtering (orange, dashed line). 
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 Note that this technique can result in a time-varying pulse within a given CPI. In 

practice, the adjustment is minimal to the point of no observable error in the resulting 

range-Doppler image. However, in more extreme cases, some distortion due to the non-

constant CPI may occur. Under this condition, the deconvolution technique applied by 

Kirk [97] is well suited to correct for this variance in addition to the more significant 

variations caused by intentional waveform variations arising from dynamic spectrum 

access. 

  

Figure 6.11. Matched filter responses for simulated CPI with measured tuner phase data 
applied to each waveform sample. 
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Figure 6.12. Fourier transform of the tuner phase response of Figure 6.11 (top) and the 
distorted target Doppler response along the peak target range bin (bottom). The 0 Hz 
Doppler bin is indicated by the vertical line at bin 1832. 
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Figure 6.13. Range-Doppler target response (range response on top, Doppler response on 
bottom) for both an ideal, non-distorted CPI (no tuning) using the regular matched 
filtering technique (solid blue) and a distorted CPI (mid-tuning) using the per-pulse 
matched filtering technique of this section (dashed).
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CHAPTER SEVEN 
 

Conclusions and Future Work 
 
 
 As the spectral environment continues to become more crowded with the 

introduction of new technologies, the need for adaptive spectrum usage will only become 

more critical. While more advanced methods of spectrum allocation and management 

have arisen to address the increasing congestion, including the FCC’s Citizen’s Band 

Radio Service (CBRS) and accompanying Spectrum Access System (SAS), additional 

degrees of freedom in Drozd’s transmission hypercube [32] remain underutilized. 

Chapter Two has demonstrated how spectral and spatial freedoms can be determined 

based on knowledge of existing users in the band and location of interest, as well as how 

to apply these freedoms to adaptively generated radar waveforms given a fixed 

transmission pattern. Rodriguez-Garcia has built upon the foundation presented in 

Chapter Two and demonstrated the parallel case of generating a dynamic transmission 

pattern given a fixed radar waveform, as well as utilizing a dynamic spectral mask to 

avoid users positioned in directions of interest that cannot otherwise be avoided by spatial 

adaptation [102]. However, a fully integrated technique that can operate directly upon the 

spatial-spectral constraint map and jointly optimize the spatial and spectral transmission 

content remains an open research question. Some variation of the alternating technique of 

Latham’s joint circuit and waveform optimization [103] may prove useful in fully 

leveraging the information provided by the spatial-spectral constraint map. 
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 Regardless of the method of determining transmission content, adaptive spectrum 

users operating with high-power transmissions greatly benefit from (if not require) 

adaptive hardware components to obtain the necessary performance over wide bands of 

potential operation. The SDR-based measurement techniques of Chapter Three have 

enabled the use of circuit optimization techniques in real-time applications. Combined 

with the average performance developments of Chapter Four, real-time circuit 

optimization of a highly adaptive cognitive radar transmitter has been demonstrated. 

However, the techniques of Chapter Four can still be improved through the development 

of a technique that permits grouping similar transmit configurations into interchangeable 

sets, reducing the number of measurements required per iteration of the optimization 

algorithm. 

 Additionally, the introduction of faster tuners, capable of tuning for each 

individual radar pulse, can enable faster, more direct optimization of each transmit 

configuration than has been demonstrated in this dissertation. For instance, Calabrese has 

demonstrated the use of a binary stub tuner capable of optimizing a single transmit 

configuration in under 35 µs [104]. However, it is important to note that faster tuning 

alone is not sufficient to address the complications of optimizing adaptive systems 

described in Chapter Four. As mentioned in Section 4.3.1, optimization requires multiple 

evaluations of a given transmit configuration; for radar purposes, this requires either 

optimizing over the course of several PRIs or using an adaptive dummy load to emulate 

the antenna while optimizing for the next pulse during the radar’s dwell time. Unless true 

per-pulse optimization is a hard requirement, the former option is likely preferred, as it 

avoids the power inefficiencies of multiple, high-power pseudo-transmissions that are not 
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actually broadcast. If a tuner is able to tune within the period when the next transmission 

is determined and when it is transmitted, then it is possible to run multiple optimizations 

in an interleaved fashion rather than averaging the performance of multiple 

configurations under one optimization. Given the extremely short, sub-PRI time window 

available, both the tuning latency and the optimization look-up latency are critical for 

maintaining responsive adaptive systems. How best to effectively manage the 

optimization look-up latency for interleaved optimizations is under investigation. 

 Given the multi-PRI nature of optimization, improving the rate of optimization 

will eventually rely less on faster tuners and more on reducing the number of 

performance evaluations, lowering the number of PRIs required for optimization 

convergence. The load-pull extrapolation technique of Chapter Five presents an 

incredibly efficient method of performing circuit optimization, frequently converging in 

seven or fewer pulses. By comparison, this same period permits only two full iterations of 

a two-dimensional gradient search or a single iteration of the stub tuner algorithm in 

[104]. 

 However, the existing implementation of the extrapolation optimization still has 

room for possible improvement. Currently, the load-pull extrapolation technique relies on 

Smith Chart contours, necessitating the need for tuner characterization. Whether or not 

image completion can be usefully applied to performance contours in the tuner’s 

fundamental element space (such as the (𝑛 , 𝑛 ) space) remains an unexplored question. 

If so, the algorithm is ripe for application to configuration grouping in the algorithm of 

Chapter Four. Meanwhile, the current time required for each image completion remains 

too great for per-PRI application. In the future, additional algorithm optimization and 
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alternative hardware platforms designed for accelerating neural network computation 

could provide significant reductions in processing time to permit extremely fast 

completions. 

 Finally, unless operating in the circuit optimization paradigm of evaluating for 

each pulse with a dummy load, the radar system processing must be able to cope with the 

effects of the adaptive transmit hardware on the transmission waveforms. While the 

techniques of Kirk discussed in Section 6.1 work quite well at accounting for intentional 

changes to transmission by the cognitive radar, the adaptive hardware imparts additional, 

unanticipated changes on each transmission as the transmission magnitude and phase are 

altered pulse-to-pulse or mid-pulse. As such, it is highly recommended to use the 

loopback matched filter definition technique shown in Section 6.5.3 to account for the 

effects of the transmit hardware. Combined with Kirk’s deconvolution method, this 

permits the use of the adaptation methodologies presented in this dissertation to improve 

the radar’s transmit ability and obtain greater detection range with minimal negligible 

impact on the radar detection quality. 

 In summary, this dissertation has presented significant contributions to the state-

of-the-art in real-time cognitive radar transmitter optimization. These contributions have 

significantly lowered the time required to evaluate the performance of a transmit 

amplifier and have demonstrated the real-time optimization of a cognitive radar 

transmitter during spectrum sharing operations for the first time. Additionally, this work 

has addressed how adaptive transmitters can be deployed for practical application by 

establishing a framework for considering spatial transmission constraints and correcting 

for distortions encountered in range-Doppler processing as a result of live impedance 
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tuning. Finally, a basis for future time improvements in real-time circuit optimization has 

been demonstrated with the load-pull extrapolation technique, which can further reduce 

the required number of performance evaluations and lower the time required for 

optimization convergence.
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