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Search for Anomalous Production of Photon + Jets + Missing Transverse Energy
in pp̄ Collisions at

√
s = 1.96 TeV Using the CDF II Detector

Samantha K. Hewamanage, Ph.D.

Advisor: Jay R. Dittmann, Ph.D.

A model-independent signature-based search for physics beyond the Standard

Model is performed in the photon + jets + missing transverse energy channel in

pp̄ collisions at a center of mass energy of 1.96 TeV using the CDF II detector.

Events with a photon + jets are predicted by the Standard Model and also by many

theoretical models beyond the Standard Model. In the Standard Model, the main

mechanisms for photon + jets production include quark-antiquark annihilation and

quark-gluon scattering. No intrinsic missing transverse energy is present in any of

these Standard Model processes. In this search, photon + ≥1 jet and photon + ≥2

jet events are analyzed with and without a minimum requirement on the missing

transverse energy. Numerous mass distributions and kinematic distributions are

studied and no significant excess over the background prediction is found. All results

indicate good agreement with expectations of the Standard Model.
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CHAPTER ONE

Introduction

Physics has been the ultimate driving force behind all of the technological

advances mankind has accomplished. There have always been unanswered questions

that force physicists to search for answers. One example of these questions has to

do with mass: what is mass, and via what mechanism is it generated? In order to

answer these questions, one needs to understand the fundamental constituents of

the universe and their interactions.

The nature of matter began as a philosophical concept in ancient Greece.

Elementary particle physics has roots dating back to 450 BC when Empedocles

imagined the fundamental elements to be fire, earth, air, and water. The forces

of attraction and repulsion allowed these elements to interact. Modern particle

physics started to evolve in the early 19th century with the discovery of pure chemical

elements, and this led to the resurgence of the concept of the atom. The concept of

the atom was first proposed by early Greeks and Indian philosophers as the smallest

indivisible particle. In the late 19th and early 20th centuries, the discoveries of

radioactivity by Henri Becquerel and the nucleus in Rutherford’s famous gold foil

experiment showed that actual atoms have substructure and are more complex than

initially anticipated. Experimental evidence suggested that the atom is made out

of simpler particles: electrons (e−), protons (p+), and neutrons (n0), where protons

and neutrons form the nucleus and the electrons hover around it.

Over time, more questions started to arise like “What is the mechanism of

radioactivity?” and “How do positively charged protons stay so closely packed inside

the nucleus?” In 1932, Carl Anderson discovered the first antiparticle of the electron,

the positron (e+), proposed by Paul Dirac in 1927. Several years later, while studying
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cosmic rays, a much heavier version of the electron, the muon (µ), was discovered

by Anderson together with Seth Neddermeyer. These discoveries, which were so

incongruous and surprising at that time, laid the foundation for a new category of

fundamental particles called leptons.

In the middle of the 20th century, another flurry of tiny particles called hadrons

were discovered in experimental laboratories. These particles were explained by

Murray Gell-Mann and Kazuhiko Nishijima by the introduction of a new set of

fundamental particles called quarks. Their quark model suggested that quarks have

fractional charges and that there are many types of quarks with different electric

charges and different quantum numbers. The quark model was able to categorize

and explain this “zoo” of hadrons, but was not able to explain the more fundamental

questions such as what gives particles their mass.

The present theory of particle physics is known as the Standard Model (SM).

At the heart of the SM are the matter particles: six quarks and six leptons. For each

of these particles there is an antiparticle with an identical mass but with opposite

quantum numbers such as electric charge. The quarks and leptons make up all the

visible matter. In addition, there are four force-mediating particles that govern the

interactions of the aforementioned particles and antiparticles (see Fig. 1.1).

The quarks are arranged in three generations. The 2nd and 3rd generations are

heavier copies of the 1st generation. The same is true with the leptons.

� 1st generation — The up quark (u) and down quark (d) form the first gen-
eration. Almost all visible and stable matter is composed of these two light
quarks. Their antiparticles are the ū (u-bar) and d̄ (d-bar).

� 2nd generation — The charmed quark (c) and strange (s) quark and their
antiparticles, c̄ and s̄, form the 2nd generation.

� 3rd generation — The top (t) and bottom (b) quarks and their antiparticles,
t̄ and b̄, form the 3rd generation. The top quark is the heaviest of all quarks
with a mass of 173.3 ± 1.1 GeV/c2 according to the latest measurements [1].
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Figure 1.1: The building blocks of the Standard Model: six types of quarks, six
types of leptons, and four force-mediating bosons. Each quark and lepton has an
antiparticle with identical mass but opposite electric charge. The final piece of the
puzzle, the Higgs particle, has yet to be seen.

The six types of quarks are called flavors. Each flavor of quark has one of three

values of color charge. The color charge can be red, blue, and green for particles,

and antired, antiblue, and antigreen for antiparticles.

There are six leptons: three charged and three neutral (see Fig. 1.1). The

leptons are assumed to be point-like particles and so far there is no evidence of any

internal structure. The muon (µ−) and tau (τ−) are heavier replicas of the lightest

lepton, the electron (e−). Electrons are the most abundant of the three and are

found in ordinary matter. There are three corresponding neutrinos (ν): the electron

neutrino (νe), muon neutrino (νµ), and tau neutrino (ντ ). Neutrinos are assumed to

be massless point-like particles in the SM. However, recent experimental evidence

suggests they may have tiny mass [2]. The SM assumes quarks and leptons to be
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spin-1/2 particles. Particles with half-integer spin are termed fermions, which follow

Fermi–Dirac statistics. Fermions obey the Pauli Exclusion Principle, which states

that no two identical fermions may occupy the same quantum state simultaneously.

Particles with integer spin are termed bosons and follow Bose–Einstein statistics.

Bosons, unlike fermions, are not required to obey the Pauli Exclusion Principle.

As mentioned earlier, hadrons are formed by combining quarks and antiquarks. In

forming such combinations, one has to conserve quantum numbers such as baryon

number, lepton number, color charge, and electric charge.

Interactions among fundamental particles can be classified in many ways. His-

torically this was done on the basis of their strengths. This leads to four types of

interactions: strong, electromagnetic, weak, and gravitational.

The Standard Model has proposed four force-mediating particles. The photon

(γ), a massless particle with no electric charge, mediates electromagnetic interactions

as described by Quantum Electrodynamics (QED). The gluon is a massless particle

that engages in strong interactions between color-carrying particles. Lastly, the W±

and Z bosons are believed to facilitate the weak interactions. These are massive

particles that can change the flavor of quarks and thereby the quark composition of

particles. Figure 1.2 illustrates these interactions. Finally, the gravitational force is

assumed to be mediated by the graviton, but the SM does not account for gravity in

its formulation, as it is very weak. The details of these interactions will be discussed

in the next chapter. Table 1.1 summarizes these forces and their behavior.

The electromagnetic and gravitational interactions have been known for a long

time, as they are a part of our daily life in the macroscopic world. This is because

they are long range interactions (compared to the size of the nucleus, which is

∼10−12 cm). This long range behavior was explained by the introduction of the

concept of a field, which is assumed to have an independent existence and most

importantly, contains energy. It was James Maxwell in 1864 who took this idea
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Figure 1.2: Diagram illustrating the possible interactions between elementary parti-
cles in the Standard Model. Vertices (darkened circles) represent types of particles,
and the blue arcs connecting them represent possible interactions. The top row of
vertices (leptons and quarks) are the matter particles; the second row of vertices
(photon, W , Z, and gluon) are the force-mediating particles; the bottom row is the
Higgs boson [3].

Table 1.1: Summary of the four fundamental forces with their relative strengths
and range. The relative strength is given with respect to the strength of the

graviton. This table should only be used to understand the concepts involved, as
the exact numbers are under constant scrutiny.

Interaction Strong Electromagnetic Weak Gravitation

Theory QCD QED
Electroweak General

Theory Relativity

Mediators gluon (g) photon (γ) W± and Z bosons graviton

Relative
1038 1036 1025 1

Strength

Long Distance
1 1

r2
1
r
e−mW,Zr 1

r2Behavior

Range 10−15 ∞ 10−18 ∞

and explained light as a propagating electromagnetic field. With the development

of quantum mechanics, the field concept became more profound and explicit. In

quantum mechanics, particles may have a dual particle-like and wave-like behavior
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as explained by Schrödinger in 1926. Furthermore, this wave-like behavior implied

that a particle’s behavior cannot be predicted definitely; one can only determine

probabilities of possible outcomes.

A charged object is assumed to constantly emit and absorb photons. For

example, an electron passing by a proton might intercept such a photon, absorbing

its momentum and thus changing course. The existence of these photons about a

charged particle is possible due to Heisenberg’s uncertainty principle, which says

that position and momenta cannot be simultaneously measured to arbitrarily high

precision. This led to the energy-time uncertainty ∆E∆t & h, where h = 4.1 ×

10−15 eV·s is the Planck constant, which allows particles to exist for extremely short

times without being required to abide by the law of conservation of energy. They are

known as virtual particles. Essentially, virtual particles are an artifact of quantum

field theory (QFT), in which the interactions between real particles are formulated

by the exchange of virtual particles.

The Standard Model has no clear answers to some of the questions like why

there are two extra families of leptons and quarks or why there are only three families

altogether, why gravity is so weak, and why there is no prediction of the masses of

quarks and leptons. Hence, a further understanding of these fundamental particles

and their interactions is needed. But this is no easy task, as these particles do not

exist in normal circumstances. In order to study them, they need to be produced

artificially. In 1905, Einstein pointed out the mass-energy equivalence, E = mc2,

where E is the energy, m is the mass, and c is the speed of light in a vacuum. This

relationship implies that in order to create a particle at rest with a mass m, one

needs an equivalent amount of energy given by E = mc2. This brought the era of

collider experiments. In collider experiments, two beams of particles are collided at

high energies to produce these fundamental particles for closer observation. These
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collisions are studied using state-of-the-art detectors like the Collider Detector at

Fermilab (CDF).

In order to answer some of the questions mentioned so far, an emerging tech-

nique known as a signature-based search is used to find new physics beyond what is

predicted by the SM. This thesis is arranged as described below.

In the next chapter, the SM is further discussed to provide an overview of the

present understanding of particle physics. It also explains the shortcomings of the

SM. Then, a competing theory that extends the Standard Model, Gauge Mediated

Supersymmetry Breaking (GSMB), is explained. This chapter also describe the

underlying concepts of signature-based searches. Furthermore, it explains the photon

+ jets signature in both the SM and GSMB.

In Chapter 3, the experimental apparatus, the CDF detector, is explained in

detail. The “Monte Carlo Event Simulation” chapter (Chapter 4) describes how

a hard collision between two hadrons is understood and how such collisions are

simulated. Chapter 5, titled “Object Reconstruction and Identification,” explains

how final-state particles or “objects” such as electrons, positrons, photons, and jets

are reconstructed in the detector. It also describes how additional physics quantities

like missing transverse energy are derived from the reconstructed particles. In the

“Datasets and Event Selection” chapter (Chapter 6), the data used in this analysis,

including when and how they were collected, are described. Furthermore, it explains

the selection criteria of photon + jets events for this analysis. The “Background

Modeling” chapter (Chapter 7) explains processes in which a photon and jets are

produced. The processes that produce real photons and fake photons in association

with jets are elaborated upon. It also explains two methods of background modeling.

The following chapter (Chapter 8) lists and explains possible systematic uncertainties

and how they are quantified.
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In the “Results” chapter (Chapter 9), the findings of this analysis and the

implications of the results are discussed in detail. All measured physics quantities

are shown with associated systematic uncertainties. In the last chapter (Chapter 10),

the conclusion of this search for new physics is presented.
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CHAPTER TWO

Theory

In this chapter, the benchmark theory of elementary particle physics, the Stan-

dard Model (SM), is further described with the focus on different interactions. Then,

some limitations of the SM are described. A prominent theory model, Supersymme-

try (SUSY), which attempts to supersede the SM, is introduced as a motivation for

this study. Next, the philosophy of signature-based searches and their advantages

are described, and this leads to a motivation for the study of the photon + jets

signature. Finally, photon + jets production under the SM and SUSY is explained.

2.1 Fundamental Interactions

2.1.1 Electromagnetic Interaction

It should be evident now that the electromagnetic (EM) interaction occurs via

the exchange of photons. Particles with charge, positive or negative, may interact

with other charged particles by exchanging photons. Particles with the same charge

tend to repel each other, whereas particles with opposite charge tend to attract.

The photon is massless and travels at the speed of light. Quantum Electrodynamics

(QED), an abelian gauge theory with the symmetry group U(1), successfully de-

scribes all phenomena involving charged particle interactions via the exchange of

photons. The electromagnetic coupling, or the strength of the interaction, is given

by αem = e2

4πε0~c = 1
137

, where e is the electric charge of the electron, ε0 is the per-

mitivity of free space, ~ is the reduced Planck constant, and c is the speed of light.

Figure 2.1 shows the interaction of an electron with a photon, where the photon is

absorbed or emitted and the electron’s momentum is changed. QED is one of the

few complete and most accurate theories to date.

9



Figure 2.1: Electron-photon interaction.

2.1.2 Strong Interaction

As mentioned in the previous chapter, a fundamental question of the early

explorers of the nucleus was how nuclei can stay stable with so many positively

charged protons packed within a distance of a few femtometers (1 fm = 10−15 m).

The answer was a force much stronger than the electromagnetic interaction, but with

a very short range confined to the nuclear scale. This force is called the strong force.

The strong force carriers, gluons, mediate the interactions between the quarks. The

color charge of quarks, in addition to their electric charge, allow them to participate

in strong interactions. Both gluons and quarks carry the color charge. Gluons are the

quanta of the color field that bind quarks in nucleons and also nucleons into nuclei.

Strong interactions preserve the color charge and are mathematically explained by

the non-abelian SU(3) gauge symmetry under Quantum Chromodynamics (QCD).

At the strong interaction scale of Λ ∼ 200 MeV, the hadrons are composed of quarks

and gluons. The strong coupling, which defines the strength of the strong interaction,

is energy scale dependent, i.e. at higher energies the coupling decreases as in Eq. 2.1.

This is termed asymptotic freedom (see Fig. 2.2).

Asymptotic freedom allows the study of QCD processes using perturbation

theory at high energies (see Section 4.1.1). The coupling parameter of QCD interac-

tions (αs) is a running constant (energy dependent) and to lowest order is described

by Eq. 2.1. Here, Nf is the number of quark flavors, Λ is the QCD scale parameter,

and Q2 is the momentum transfer (energy) scale.

10



Figure 2.2: A recent DØ measurement of the strong coupling constant, αs, as a
function of pT (top) and at the mass of the Z boson, MZ (bottom). Measurements
from the HERA experiment are overlaid for comparison. The error bars indicate
combined statistical + systematic uncertainties [4].
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αs(Q
2) =

12π

(33− 2Nf ) log(Q2/Λ2)
(2.1)

Quarks are not observed individually, but are always bound with other quarks

or antiquarks in composite particles. If one attempts to separate quarks that are close

to each other, they form color-neutral particles: mesons or baryons. This property

of quarks and antiquarks to combine to form color-neutral particles is known as color

confinement.

g

q̄

q

(a)

g

g

g

(b)

g

g

g g

g

(c)

Figure 2.3: Quark and gluon interaction vertices under QCD.

As shown in Fig. 2.3, the gluons (g) can couple only to quarks or other gluons.

The QCD Lagrangian is defined by

LQCD = −1

4
F µν
a Faµν + Ψ̄j(iγµD

µ
jk −Mjδjk)Ψk (2.2)

where Dµ
jk is the covariant derivative given by

Dµ
jk = δjk∂

µ + ig(Ta)jkG
µ
a (2.3)

and F µν
a is the gluon field tensor, Ψk represents the quark fields, M represents the

quark mass matrices, g is the strong coupling constant, Gµ
a represents the gluon

fields, and the T are SU(3) generators. They follow the commutation relationship

[Ti, Tj] = ifijkTk. (2.4)
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Here, the fijk are the QCD structure constants. The gamma matrices (γ) are defined

in the Dirac representation as:

γ0 =

 I 0

0 −I

 , γi =

 0 σi

−σi 0

 , γ5 =

 0 I

I 0

 ,

where I is the 2× 2 identity matrix and σi are the Pauli matrices,

σ1 =

 0 1

1 0

 , σ2 =

 0 −i

i 0

 , σ3 =

 1 0

0 −1

 .

2.1.3 Electroweak Interaction

The electromagnetic and strong forces were enough to understand and explain

many aspects of nature. However, the proposal of the weak force by Enrico Fermi

solved the mystery of beta decay,1 which baffled scientists for a long time. The weak

force allows a quark to change its flavor by exchanging a virtual boson (a W or a Z

boson). The weak interactions of the first generation of leptons are shown in Fig. 2.4.

One of the major achievements of the SM is that the electromagnetic and the weak

interaction are described by a single theory, the electroweak theory. The discovery

of the W± and Z intermediate vector bosons at CERN gave tremendous support

to the theory. The electroweak interaction is implemented by a gauge theory based

on the SU(2)L × U(1)Y group (where the L indicates that the weak force couples

only to the left-handed particles). A particle is right-handed if the direction of its

spin is the same as the direction of its motion (see Fig. 2.5). It is left-handed if the

directions of spin and motion are opposite.

The weak interaction is due to the exchange of the heavy W± and Z bosons.

For example, beta decay is possible only via the weak interaction. In reality, a down

quark in a neutron (udd) decays into an up quark, converting it to a proton (uud) via

an exchange of W− boson. The W− boson subsequently decays into a electron (e−)

1 Spontaneous emission of an electron or a positron by a nucleon in the atomic nucleus
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(a) (b) (c)

Figure 2.4: Weak interaction vertices of the first generation leptons.

Figure 2.5: A particle is left-handed or right-handed based on the alignment of its
spin (S) and momentum (p).

and an electron antineutrino (ν̄e). The weak interaction allows a quark to change

its flavor by emission or absorption of a vector boson (W±). A lepton or a quark

can readily absorb or emit a Z boson without changing its flavor.

2.1.4 Gravity

Gravity is described here only for the completeness of the discussion. Gravity

is by far the weakest of all the forces (see Table 1.1). As a result, it has no mea-

surable effect on a subatomic scale. So far, the SM has not been able to extend

its Lagrangian to incorporate gravity. In addition, the force-mediating particle of

gravity, the graviton, has yet to be discovered.
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2.1.5 Unification of Forces

Similar to the unification of the electromagnetic and weak interactions into

the electroweak theory, Grand Unification Theories (GUTs) [5] predict that the SM

fundamental interactions (electromagnetic, weak, and strong) unite at an extremely

high energy scale (see Fig. 2.6). Unifying gravity with the other three interactions

forms a Theory of Everything (TOE) [6].

2.1.6 Higgs Mechanism

The SM proposes that the mass of the observed particles arises from the in-

teraction (coupling) of particles with the Higgs field, which has a non-zero vacuum

expectation value (VEV). A naive picture is that the Higgs field exerts some amount

of resistance as the particles traverse the field, and hence the field gives rise to the

inertial mass that is observed. The resistance is different for different particles. Of

course, other kinds of interactions like the strong interaction can contribute to the

resulting measured mass.

The Higgs mechanism was incorporated into the SM to generate masses for

the heavy vector bosons and eventually the lighter fermions. This was achieved by

breaking the electroweak symmetry via Higgs mechanism. As a result a new scalar

particle (spin-0) called the Higgs boson is predicted.

The Higgs boson (H) is the only particle predicted by the SM that has yet

to be observed experimentally. Like all other particles, the Higgs boson acquires

its mass by interacting with the Higgs field. Direct searches at the Tevatron and

LEP (Large Electron-Positron Collider at CERN) have shown the mass of the H

to be greater than 114 GeV/c2. Recent Tevatron data have excluded a Higgs mass

between 158 < MH < 175 GeV/c2 at the 95% confidence level [7].
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Figure 2.6: A theoretical prediction of the unification of the fundamental forces at
extremely high energies. The energy limit of current particle accelerators is about
1012 eV, making it impossible to test such theories.
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2.2 Limitations of the Standard Model

The SM has been tested extensively by experimental data. So far, no evidence

contradicting SM predictions has been observed. Yet, there are many questions that

are not addressed or verified by the SM. If one compares the strength of the four

fundamental forces (see Table 1.1), it is evident there are two widely separated scales.

The gravitational force is proportional to the inverse of the distance squared, yet its

interaction is associated with a huge mass scale called the Planck scale (∼1019 GeV),

which makes the interactions very weak. On the other hand, the electroweak scale

(∼246 GeV) sets the masses forW and Z bosons to be∼80 GeV/c2 and∼91 GeV/c2,

respectively. This, in its simplest manifestation, is known as the hierarchy problem.

(a)

(b)

Figure 2.7: (a) The most significant quadratically divergent contributions to the
Higgs mass in the Standard Model and (b) the fine tuning required to obtain an
acceptable Higgs mass in the Standard Model with cut-off 10 TeV.
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Another manifestation of the hierarchy problem is the undesirable large loop

corrections to the Higgs mass as shown in Fig. 2.7. Furthermore, although there

is plenty of evidence for electroweak symmetry breaking, the exact mechanism is

not confirmed and the Higgs boson’s existence has not been verified. In addition to

these, there are other questions that need to be answered. Below are some of those

questions.

(1) It provides no prediction of the masses of the fundamental particles: the
quarks and leptons.

(2) It does not explain the existence of two extra families of leptons and quarks,
nor why there are only three families.

(3) It does not explain why gravity is so weak, and it is not able to describe its
effects at the quantum level.

(4) The neutrinos were assumed to be massless. Yet recent experimental results
show evidence of neutrino oscillations, which indicate that neutrinos may
have a tiny but non-zero mass.

(5) There is no natural candidate for dark matter. Cosmology and astronomy
suggests that 70% of the universe is dark energy and another 25% is made
of dark matter, meaning only 5% of visible matter is explained by the SM.

There are numerous new theory models attempting to address these shortcom-

ings, like Supersymmetry (SUSY) and Technicolor [8]. Since the production of a

photon in association with jets is so fundamental, it is present in almost all such

theory models. Among those theory models, SUSY has become a leading candidate

and is being extensively studied by physicists.

2.3 Supersymmetry (SUSY)

Supersymmetry is one of the promising theory models attempting to supersede

the SM. It is described in detail in the literature [9, 10]. It assumes there is another

physical symmetry beyond those included in the SM. By the introduction of heavier

partners for all SM particles, SUSY is able to cancel the unphysical large loop
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corrections to the Higgs mass. It also provides an answer for why the weak force is

far stronger than gravity (the hierarchy problem) (see Table 1.1). Furthermore, by

unifying three of the SM gauge interactions (the weak interaction, strong interaction,

and electromagnetic interaction) and having natural candidates for the dark matter,

it is appealing to study.

2.3.1 SUSY Particles

The theory proposes the existence of supersymmetric particles (superpart-

ners) for all the Standard Model particles. For each type of Standard Model boson,

there is a fermionic superpartner and vice versa as shown in Fig. 2.8. The bosonic

counterparts to the SM fermions get an “s” prefix (lepton →“slepton”, “quark” →

“squark”) and the fermionic counterparts to SM gauge bosons get an “ino” suffix

(“gauge boson” → “gaugino”).

Figure 2.8: Supersymmetry partners (right) of the Standard Model particles (left).

In the minimal supersymmetric extension of the Standard Model (MSSM)

there can only be one such supermultiplet, but it has 105 unknown parameters

(mass, angle, and phase parameters). The MSSM Lagrangian includes all possible
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Table 2.1: The particles (fields) in the MSSM and their quantum numbers. Only
one generation of quarks and leptons are shown. For each lepton, quark, and Higgs
supermultiplet, there is a corresponding antiparticle multiplet of charge-conjugated

fermions and their associated scalar partners [2].

Super- Boson Fermionic
Multiplets Fields Partners SU(3) SU(2) U(1)

gluon/gluino g g̃ 8 1 0

gauge boson/ W±, W 0 W̃±, W̃ 0 1 3 0

gaugino B B̃ 1 1 0

slepton/ (ν̃, ẽ−)L (ν, e−)L 1 2 –1
lepton ẽ−R e−R 1 1 –2

squark/ (ũL, d̃L) (u, d)L 3 2 1/3
quark ũR uR 3 1 4/3

d̃R dR 3 1 –2/3

Higgs/ (H0
d , H

−
d ) (H̃0

d , H̃
−
d ) 1 2 –1

higgsino (H+
u , H

0
u) (H̃+

u , H̃
0
u) 1 2 1

supersymmetric interaction terms that satisfy SU(3) × SU(2) × U(1) gauge invari-

ance and B − L conservation, where B is the baryon number and L is the lepton

number. The electric charge is defined by Q = T3 + 1
2
Y where T3 is the third com-

ponent of the weak isospin and Y is the hypercharge. The gauge supermultiplets

consist of the gluons and their gluino fermionic superpartners and the gauge bosons

and their gaugino fermionic superpartners. The extended Higgs sector of the MSSM

is needed to guarantee cancellation of anomalies and to generate the desired quark

masses. The corresponding field content of the MSSM and gauge quantum numbers

are shown in Table 2.1.

2.3.2 R-Parity

Every SUSY particle is assigned a new quantum number called R-parity :

R = (−1)3(B−L)+2S (2.5)
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where B (L) is its baryon (lepton) number and S is the spin. The SM and the

SUSY particles differ by this quantum number and all SM particles have R = 1

while SUSY particles have R = −1. There are many extensions to SUSY based

on conservation of or violation of R-parity. It is generally believed that R-parity

is conserved as otherwise it can lead to an unacceptable fast proton decay. As a

consequence, SUSY particles are produced in pairs, and a SUSY particle decays into

SM particles accompanied by the lightest SUSY particle (LSP), which is proposed

to be stable. Furthermore, cosmological constraints require that the LSP be neutral

and colorless.

2.3.3 Charginos and Neutralinos

The mixing of the charged gauginos (W̃±) and the charged higgsinos (H+
u

and H−d ) is described by a complex 2× 2 mass matrix (at tree-level) [11, 12]. This

gives rise to non-negative chargino masses denoted by χ̃±1 and χ̃±2 . These are linear

combinations of the charged gaugino and higgsino states.

The mixing of the neutral gauginos (B̃ and W̃ 0) and neutral higgsinos H̃0
u and

H̃0
d is described by a complex symmetric 4×4 mass matrix (at tree level) [11, 13, 14].

This gives rise to four physical neutralino states denoted by χ̃0
i (i = 1, ..., 4), where

the states are ordered by increasing mass, Mχ̃0
1
≤ Mχ̃0

2
≤ Mχ̃0

3
≤ Mχ̃0

4
. The χ̃0

i are

the linear combinations of the neutral gaugino and higgsino states.

2.3.4 Breaking of SUSY

There are many theory models that attempt to explain how the supersymme-

try is broken so the expected masses and the interactions of the superpartners are

acceptable. One of the leading candidates is the Gauge Mediated Supersymmetry

Breaking (GMSB) method [9, 15]. In GMSB, SUSY is broken at very high ener-

gies, in a hidden sector that introduces SUSY-breaking interactions to the visible

gauginos and scalars. Then, all SUSY counterparts are either heavier than their SM
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counterparts or are too weakly interacting. In GMSB, the LSP is fixed to be the

gravitino (G̃). The G̃ mass is typically in the eV range. The G̃ is also considered as

a potential dark matter candidate in the recent literature [16].

So far there has been no experimental evidence of superpartners. This could

possibly be due to the inaccessibility of high masses with current particle accel-

erators. The Large Hadron Collider (LHC) at CERN has the potential of such

discoveries as it reaches the design center of mass energy of 14 TeV over the next

few years.

2.4 The Signature-Based Search

Given the large number of theoretical models proposed with many free param-

eters, it is virtually impossible to test all of them explicitly. A signature-based search

is one way to search for new physics beyond the present theoretical understanding,

which is currently described by the Standard Model. A signature is defined by the

final-state particles — those particles that we can measure in the detector. In a

signature-based search, a certain decay process and decay products are studied by

measuring the final-state particles. Starting with a certain level of understanding of

the kinematics of the process, one examines kinematic distributions of the final-state

particles for an anomalous behavior of observed data.

The selection of a signature has strong theoretical motivations. Incompleteness

of the SM provides a tremendous motivation for a search like this. The selection of

a signature is based on several factors. One deciding factor is the amount of data

available with the required final-state particles. This will directly affect the precision

of the final measurements and also the sensitivity. The detector’s ability to identify

and reconstruct particular particles will contribute. Another motivation for studying

a particular signature might be inconclusive results of a previous study. For example,

the recent inclusive photon + jet + X (anything) cross section measurement has
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shown differences between data and theory [17]. Authors were unable to explain the

dependence of the cross section on pγT over the whole measurement range.

There are many advantages to doing a signature-based search. Instead of

optimizing the data analysis for a particular theoretical model and searching only a

narrow region of phase space, one instead searches the entire phase space accessible

via the data. By doing so, a global sensitivity to any anomaly, not just an anomaly

associated with a particular theoretical model, can be achieved. Because the final

measurement presents the behavior of the data as it is, the measurement never

becomes obsolete and future models can even be tested using the data (provided

there is complete information such as the efficiency and acceptance for measured

objects). An added bonus of a signature-based search is that it can easily spawn

new searches. A search can be easily expanded by requiring additional final-state

objects. For example, a search for photon + jets can be extended to photon +

electron + jet or photon + b-quark jet.

There are some downsides to a signature-based search. Not optimizing for any

particular model could mean less sensitivity to observing evidence for it. There is

no measure of efficiency or the acceptance for objects associated with a decay mode.

Hence, the final results may be less precise and less valuable to theorists.

2.5 Photon + Jets Signature

This thesis studies the physics of pp̄ collisions that produce a photon and jets

as final-state particles. Section 2.5.1 describes the production of a photon in the SM,

which can lead to a photon + jets signature in the detector. During the initial parton

interaction, a photon is radiated by the incoming or outgoing quark (antiquark). A

photon produced directly from the incoming or outgoing quark (antiquark) is known

as a prompt photon. The outgoing partons (quarks or gluons) will be observed as

jets in the detector. Furthermore, it is possible for the incoming or outgoing partons
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to radiate extra gluons or photons, and those will be measured as additional jets and

photons in the detector. However, such emissions are suppressed by the coupling

strengths.

In the leading-order 2→ 2 SM process, the photon and jet are produced back-

to-back in the center of mass frame of the incoming partons, as seen in Fig. 2.9.

Because the incoming partons only have momentum along the z axis, the momenta

of the photon and jet must be balanced in the transverse plane.2 The presence

of extra jets or photons will change this back-to-back topology. Also, it should be

noted that SM γ + jet processes show no undetectable particles that can produce

an energy imbalance in the transverse plane.

(a) (b)

Figure 2.9: Topology of a γ + jet event. (a) The γ and jet are produced back-to-back
in the center of mass frame of the incoming partons. (b) The γ and jet are boosted
(along the z axis into lab frame).

The study of prompt photons has several advantages. Prompt photons emerge

directly from the hard scattering process without undergoing fragmentation. Hence,

by studying these photons, it is possible to extract parent parton information. Since

2 The transverse plane is chosen for convenience of measurements. This eliminates the difficulty
of measuring the longitudinal momentum of the incoming partons.
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the photon is a well understood elementary particle that interacts via the electro-

magnetic force, its energy can be measured with high accuracy to avoid a large

systematic uncertainty associated with jet identification. Furthermore, photons are

easier to identify using the detector’s trigger system, and photon reconstruction is

relatively simple.

By studying data events with a photon and jets, the presence of a new decay

process or a new heavy particle may become evident by a sudden increase in the

number of observed events in a narrow region of a distribution or distributions. A

weakly interacting particle, like the hypothesized G̃ in the decay of χ̃0
1 → γG̃ in

GMSB, is likely to produce an excess of data events with a large energy imbalance

in the transverse plane.

2.5.1 Photon + Jets Production in the SM

The SM production of photons (γ) is a radiative process in which a photon

is emitted either from an initial-state parton or from a final-state parton. This can

happen only through a quark, which is electrically charged and can couple to a pho-

ton via the electromagnetic interaction (QED). The partons (quarks and/or gluons)

will proceed to interact via the strong force. This prompt photon production can

be divided into two components, a direct component (Fig. 2.10(a) and Fig. 2.10(b))

and bremsstrahlung (Fig. 2.10(c)). To lowest order, at large photon momentum, the

inclusive cross section is dominated by the following two subprocesses:

Compton : q(q̄) + g → γ + q(q̄) (2.6)

Annihilation : q + q̄ → γ + g (2.7)

To lowest order, the invariant cross section for the subprocess

a+ b→ c+ γ (2.8)
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Figure 2.10: Leading-order and next-to-leading-order Feynman diagrams for Stan-
dard Model prompt photon production. Next-to-leading-order production will have
extra gluon radiation and/or gluon exchanges.
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can be written as

Eγ
dσ̂

d3pγ
=
ŝ

π

dσ

dt̂
δ(ŝ+ t̂+ û) (2.9)

where ŝ, t̂, and û are the Mandelstam variables [18] for the subprocess. The elemen-

tary cross sections for the leading-order processes (O(αs)) are

dσ

dt̂
(q + g → γ + q) = −πααs

3ŝ2
e2
q

û2 + ŝ2

ûŝ
(2.10)

dσ

dt̂
(q + q̄ → γ + g) = −8πααs

9ŝ2
e2
q

û2 + t̂2

ût̂
(2.11)

where eq is the charge of the interacting quark. Although the two components are

topologically distinct, interference effects make them inseparable. Still, one can gain

insight into these processes by measuring the separation between the objects and

the softness of their energies.

Isolated photons from photon + jets production come largely unaltered from

the hard scattering process. Hence, they can be used to directly probe the hard

scattering dynamics. At low transverse momentum of the photon, the Compton

scattering process qg → qγ dominates. This process probes the gluon density of the

colliding hadrons at low momenta where gluons carry the bulk of the momentum.

At higher transverse momenta, quark and antiquark annihilation qq̄ → gγ becomes

the dominant process.

Final-state quarks and gluons will hadronize to form stable particles, and will

be observed as a collimated spray of particles called a jet. At the detector level, these

events would be reconstructed as a photon plus one or more jets. The initial-state

and final-state partons can radiate additional gluons to produce more jets.

The emission of a γ is due to a point-like QED coupling that provides a unique

opportunity to study the partons more closely, specifically the gluon content of the

protons and antiprotons.

It is important to note that there is no intrinsic missing energy present in

these processes. Any measured missing energy would be most likely due to mismea-
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surements. But a significant number of events with large missing energy could also

indicate new physics.

Figure 2.11: Differential cross section of pp̄ → γ + jet + X measured as a function
of the transverse energy of the photon pγT . X represents any other physics object(s)
not identified in the event. The photon is required to have pT > 30.0 GeV/c and
|η| ≤ 1.0, and the jet is required to have pT > 15.0 GeV/c and |η| ≤ 2.5. Cross
sections are measured in four regions of rapidity y. For presentation purposes, some
distributions are scaled by the factors shown along the side of each curve. The black
lines correspond to the theoretical predictions [17].

Figure 2.11 describes a recent measurement of the photon + jets cross section

as a function of the transverse energy of the photon. It is worth comparing the scale

of the photon + jets cross section to the cross section for jet production shown in

Fig. 2.12. Figure 2.12 shows the cross sections of some of the physics processes at

different center of mass energies. These probabilities depend on the luminosity as
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demarcated on the right hand axis. This example shows the overwhelmingly large

number of physics processes and the difficulty of isolating rare processes.

Figure 2.12: Cross sections for some physics processes at the Large Hadron Collider
(LHC) at CERN [19] and the Tevatron at Fermilab [20]. The dotted lines show the
energies of the two hadron colliders: 14 TeV at the LHC at 14 TeV and 1.96 TeV
at the Tevatron [21]. Discontinuities seen for certain processes are due to the differ-
ence in colliding beams. At the LHC proton-proton beams are collided, whereas at
the Tevatron proton-antiproton beams are collided. Processes dominated by gluon
interactions are not changed, but the processes dominated by quarks do change, as
seen by the discontinuities.
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2.5.2 Photon + Jets Production in Gauge Mediated Supersymmetry Breaking

The Feynman diagrams shown in Fig. 2.13 show GMSB processes in which a

photon and a jet(s) are produced in the final state. The SUSY particles decay into

SM particles via a cascade decay. This decay will be observed as follows. A photon

will be produced by χ̃0
1 → γG̃ and the G̃ will escape detection, producing a large

energy imbalance. One or more of the other decay products (τ) will be identified as

jet(s). Using these decay products it is possible to measure the mass of the SUSY

particles.

(a) (b)

Figure 2.13: Predicted tree-level production mechanisms of GMSB theory.
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CHAPTER THREE

The Experiment

This study is performed at the world’s highest energy proton-antiproton col-

lider, the Tevatron, which operates at the Fermi National Accelerator Laboratory

(Fermilab) located just west of the city of Chicago. The 4-mile-long accelerator ring

accelerates protons and antiprotons close to the speed of light and collides them in

order to unravel mysteries of the subatomic world. An overview of the Tevatron ac-

celerator and the Collider Detector at Fermilab (CDF) experiment, where the data

are collected, is described in this chapter. Different subdetectors of the CDF detec-

tor are described together with their purpose for this analysis. In addition, some of

the contributions of the author to the operation of the CDF detector subsystems is

described. Finally, the method of extracting interesting physics events from hadron

collisions is explained.

3.1 The Tevatron

The Tevatron is the largest of the Fermilab accelerators (see Fig. 3.1). It

is a synchrotron (circular accelerator) where two particle beams, protons (p) and

antiprotons (p̄), circulate in opposite directions. With its eight accelerating cavities,

it can accelerate protons and antiprotons up to 980 GeV, yielding a center of mass

energy (
√
s) of 1.96 TeV. A large number of superconducting magnets placed along

the beam pipe steer the beam around the ring. An extensive cryogenic cooling system

keeps these superconducting magnets at subzero temperatures (∼4 K). Because the

magnets are superconducting, a large magnetic field can be achieved with only one-

third of the power of regular magnet. The accelerated beams are collided at two

points located around the the ring, at the center of the CDF and DØ detectors.
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Figure 3.1: Overview of the accelerator complex.

3.1.1 Pre-accelerator

The acceleration process starts when protons are extracted from hydrogen gas

in the pre-accelerator or Preacc. The Preacc houses a proton source that converts

hydrogen gas to ionized hydrogen gas (H−) that is accelerated to an energy of

750 keV using an electrostatic potential difference. At this initial stage the Preacc

accelerates the beam every 66 ms, or at a rate of 15 Hz. Then the beam is transfered

to the next level of acceleration, the Linac.

3.1.2 Linac

The Linac is a linear accelerator that accelerates the hydrogen ions to 400 MeV

using a combination of drift tubes and radio frequency (RF) cavities. The Linac

operates at the same frequency as the Preacc. Several quadrupole magnets placed
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inside the drift tubes, along the accelerating modules, focus the beam before handing

it over to the Booster.

3.1.3 Booster

The Booster, with a 75 m radius, is the first synchrotron in the chain of ac-

celerators. A series of magnets are arranged around the ring, intermixed with 18

RF cavities. The Booster first strips off the electrons from the 400 MeV hydrogen

ions to make protons and then it accelerates the protons to 8 GeV of energy. The

Booster operates at 15 Hz and can accelerate the beam once every 66 milliseconds.

From the Booster, the beam goes to the Main Injector.

3.1.4 Main Injector

The Main Injector (MI) is the second synchrotron in the chain with a size just

over half the circumference of the Tevatron. In addition to accepting protons from

the Booster, the MI also accepts antiprotons from the antiproton source. Using its

18 acceleration cavities, the MI accelerates protons from the Booster up to 150 GeV.

If it is used to accumulate antiprotons, it will accelerate them to 120 GeV. When

used to inject proton and anitprotons beams into the Tevatron, it will accelerate the

beams to 150 GeV. The MI also delivers particle beams with different energies to

other experiments on site.

3.1.5 Antiproton Generation

Antiprotons are produced by firing protons into a fixed target. One batch

of protons from the Booster is injected into the Main Injector and accelerated to

120 GeV. This proton beam is fired into a fixed nickel target. Upon impact, these

high-energy protons produce a whole collection of secondary particles. Magnets are

tuned to collect 8 GeV antiprotons from this spray as illustrated in Fig. 3.2. It takes

less than a day to produce enough antiprotons for collisions in the Tevatron.
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Figure 3.2: Illustration of antiproton production. The dipole magnet directs the
antiprotons to the Debuncher and other particles are sent to the beam dump.

3.1.6 Debuncher

The Debuncher is a rounded-triangular synchrotron, and its primary purpose

is to efficiently capture the antiprotons coming off the target, which have a very

high momentum spread. The Debuncher does not accelerate the beam, but instead

it helps to reduce the momentum spread. To accomplish this goal, it is equipped

with a stochastic cooling system. In stochastic cooling, a signal is picked up from

the circulating antiprotons at one side of the ring. That signal is amplified and sent

directly across the ring. There, it is used to affect the trajectories of the antiprotons

when they arrive. The Debuncher transfers the beam to the Accumulator, which

holds the cooled antiprotons at 8 GeV until needed.

3.1.7 Structure of Colliding Beams

The Tevatron collides beams of protons and antiprotons with a center of mass

energy of
√
s = 1.96 TeV. The beam structure is the same for both protons and an-

tiprotons. The Tevatron is operated with a radio frequency (RF) of 53.1 MHz which

provides 18.8 ns long RF buckets. The nominal operation mode of the Tevatron in

Run II has 36 bunches of protons and 36 bunches of antiprotons (36 × 36 mode).

Each set of 36 bunches is distributed in three trains of 12 bunches each. The bunches

in a train are separated by 21 RF buckets (or 396 ns). The trains are separated by
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a 139-bucket gap (2617 ns) called the abort gap. The 36 × 36 beam configuration

is shown in Fig. 3.3.

Figure 3.3: Beam structure in 36 × 36 mode. Proton bunches go clockwise and
are shown as blue marks outside the ring. Antiprotons go counterclockwise and are
shown as red marks inside the ring. Detectors are located at B0 (CDF) and D0
(DØ).

If protons and antiprotons were orbiting in a central orbit as in Fig. 3.3, the

B0, D0 and F0 points would have the maximum number of collisions (12) per turn.

However the present configuration is set to collide the beam at the two detectors

(CDF and DØ) located at points B0 and D0. So any collisions produced at other
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points along the ring would be wasted. Any inefficiency is overcome by arranging

the two beams into non-intersecting helical closed orbits. After the Tevatron ramps

the beam energies to 980 GeV, the two beams are set in a collision helix. Several

quadrupole magnets on either side of the CDF and DØ detectors squeeze and focus

the beams to collide in the middle of the detectors.

3.1.8 Instantaneous Luminosity (L)

Instantaneous luminosity (or simply luminosity) is a measure of the potential

number of particle interactions for colliding beams. It depends on the intensity

and phase space density of the interacting beams. The proton beam has about

1013 particles and the antiproton beam has about 2×1012 particles. The two beams

counterrotate in the accelerator ring. Each proton has a probability of interacting

with an antiproton traveling in the opposite direction. The production rate for a

specific type of interaction is defined by integrated luminosity (Lint) × cross section

(σ), where the cross section is the measure of the probability for a specific type

of interaction to occur in a proton-antiproton collision. Equation 3.1 shows the

quantities used to calculate the luminosity.

L = f
NpNp̄

4πA
(3.1)

where L is the luminosity, f is the frequency of bunch crossings, Np and Np̄ are the

number of protons and antiprotons in each beam, and A is the average size (area)

of the transverse beam.

A high luminosity will yield a large interaction rate. From the above relation-

ship, it is evident that the luminosity increases as the intensity per bunch increases

and the cross sectional area of the bunch decreases. The performance of a collider is

determined by integrating the luminosity over time (
∫
L dt). Since 2001, the Teva-

tron has delivered an integrated luminosity of about 10 fb−1 with an ever-increasing

rate (see Fig. 3.4).
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3.2 The CDF Detector

The Collider Detector at Fermilab (CDF) is a 5,000-ton general purpose detec-

tor with roughly 500,000 channels of information from various tracking and calorime-

ter components. The CDF detector is explained in detail elsewhere [22, 23].

At the time of writing this thesis, CDF has collected 10 fb−1 of data with

a peak luminosity of around 300 × 1032 cm−2s−1 (see Fig. 3.4). A cutaway view

of the CDF detector is shown in Fig. 3.5. The tracking system, comprised of a

silicon pixel detector and open cell drift chamber, lies next to the beam pipe and is

immersed in a superconducting solenoidal magnet. The amount and the direction

of a deflected charged particle is used to infer its momentum and charge. Outside

of the solenoid are the calorimeters, which measure the energy of particles produced

in the collision. The muon detectors form the outermost layer of the CDF detector.

Muons pass through the calorimeters and leave a signal in the muon chambers.

The CDF detector is a combination of many subdetectors designed to detect

certain properties of different particles and to completely reconstruct the collision

event. Fig. 3.6 is a sketch of typical particle interactions in different subdetectors.

The tracking chamber is the closest to the interaction point and the muon chamber

is the furthest. All electrically-charged particles will leave trails in the tracking

chamber. A photon, which has no electric charge, will not leave any mark in the

tracking chamber but will deposit energy in the electromagnetic calorimeter. An

electron is similar to a photon in the detector except that it will have an associated

track. A muon, which is weakly interacting, has a longer mean lifetime than other

leptons and escapes the detector leaving only a trail of hits along its path. A

hadron, like the proton, will have a track and deposit the bulk of its energy in the

hadron calorimeter. A neutral hadron like the neutron (n), will show no tracks but

deposit energy in the hadron calorimeter. The CDF detector exploits these simple

distinctions to identify different particles and their properties.
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Figure 3.4: CDF luminosity measurements. (a) Integrated luminosity over time from
2002 to 2010 as a function of the store number, including both delivered luminosity
and acquired luminosity (the amount that CDF was able to collect). This is a direct
indication of the data-taking efficiency at CDF. (b) Peak instantaneous luminosity
for each store over the same time period.
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Figure 3.5: Cutaway view of the CDF detector.

3.2.1 Coordinate System

The coordinate system used to describe the location of different components

in the CDF detector is illustrated in Fig. 3.7 and described below.

� z = Distance along the beamline. Protons travel in the +z direction (east)
and antiprotons travel in the −z direction (west). z = 0 is the interaction
point (IP).

� r = Radial distance from the beamline.

� θ = Polar angle from the beamline. θ = 0◦ is the +z direction, θ = 90◦ is
straight up, and θ = 180◦ is the −z direction. Typically η, as described
below, is used instead of θ.

� η = Pseudorapidity, which is defined as − ln(tan(θ/2)), so particles perpen-
dicular to the beamline have η = 0. The beamline itself has an η of +∞
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Figure 3.6: Diagram depicting particle interactions with different detectors. These
differences help to identify and distinguish particles generated in a hard scattering
process.

in the +z direction and −∞ in the −z direction. θ = ±45◦ corresponds to
η = ±0.88.

� φ = Azimuthal angle around the beamline. North is φ = 0, up is φ = 90◦,
south is φ = 180◦, and down is φ = 270◦.

The CDF detector is left-right and cylindrically symmetric with few exceptions.

Many components in the CDF detector are segmented into 15-degree wedges in φ.

These wedges are numbered with 0 at φ=0, proceeding in the +φ direction. Usually,

a wedge refers to a given φ segment on a given east/west side of the detector; for

example, wedge 0E refers to the wedge from 0–15 degrees φ on the east side of

the detector, and wedge 0W refers to the wedge from 0–15 degrees φ on the west

side of the detector. The CDF detector is further classified into three regions of

pseudorapidity, central (|η| ≤ 1.1), plug (1.1 < |η| < 3.6), and forward (|η| > 3.6).

Figure 3.8 shows a schematic view of a quarter of the CDF detector. It shows the

projective tower geometry and the relative location of the subdetectors.
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Figure 3.7: CDF coordinate system.

3.2.2 Luminosity Counter

The CDF detector is equipped with high-yield gaseous Cherenkov counters for

precise measurement of the luminosity. Located close to the beamline (3.7 < |η| < 4.7),

it measures the Cherenkov radiation (light) from the inelastic collisions (see Fig. 3.9).

The light measured is proportional to the number of inelastic collisions [24]. The

luminosity can be calculated using

L =
µ · fBC

σin

, (3.2)

where L is the instantaneous luminosity, fBC is the rate of bunch crossings (1.7 MHz),

µ is the average number of pp̄ interactions per bunch crossing, and σin is the inelastic

cross section (= 60 mb).

3.2.3 Solenoid

The CDF tracking volume is immersed in a 1.4 T magnetic field generated by

a 5 m long Nb-Ti superconducting solenoid. The magnetic field is aligned along the

direction of the beam pipe so it does not deflect the protons or antiprotons circling

in the Tevatron. Secondary particles from the collisions traveling perpendicular to
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Figure 3.8: A quarter view of the CDF detector indicating the location of different
subdetectors with respect to the nominal collision (interaction) point. η-regions and
the projective tower geometry are indicated by lines extending from the interaction
point.

the beam pipe are deflected by the magnetic field according to the Lorentz force law,

~F = q~v× ~B. This allows the tracking detectors to measure the momenta of particles

and the sign of their charge.

3.2.4 Tracking System

A well equipped high-precision charged-particle tracking system is used at

CDF. It is comprised of an open cell drift chamber, the Central Outer Tracker

(COT), and a set of silicon layers laid inside the COT close to the beam pipe (see

Fig. 3.10). A micro-vertex detector close to the beam pipe measures the impact
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Figure 3.9: Graphic depicting the CLC detector (in brown).

parameter resolution. A set of intermediate silicon strips enhances the vertex and

track reconstruction. The silicon strips, when combined with the COT tracks, in-

crease the pT resolution and are used for b-tagging in the forward region. When used

alone, the silicon detector provides tracking over the full region of |η| ≤ 2.0. This

state-of-the-art tracking system is at the heart of many analyses performed at CDF.

3.2.4.1 Silicon Tracking Nine layers of silicon micro strips measure the x, y

and z positions of the charged particles produced in a collision [25]. They lie next to

the beam pipe and comprise 3 detector subsystems. The first silicon layer, Layer 00

(L00), is mounted on the beampipe. The next five silicon layers make up the Silicon

Vertex Detector (SVX-II) (Fig. 3.11). And the last three make up the Intermediate

Silicon Layers (ISL) which cover the region |η| ≤ 2. The L00 detector enhances

the vertex and tracking capabilities and has a 11 micron hit resolution. The main
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Figure 3.10: Tracking coverage of the CDF detector. The figure only shows 1/4 of
the detector. The nominal collision point is at coordinate (0,0).

purpose of the SVX-II is high-precision tracking and secondary vertex detection.

The SVX-II has a position resolution of ∼9 microns for 2-strip clusters. The SVX-II

and ISL together provide stand-alone silicon tracking and are vital for b-tagging.

The single hit resolution is ≤ 16 µm on the axial side and ≤ 23 µm on the stereo

side. The silicon system’s impact parameter resolution is approximately 40 µm.

3.2.4.2 Central Outer Tracker (COT) The COT [26] is an open cell drift

chamber providing complete charge particle tracking coverage over the region |η| ≤ 1.0

and partial coverage up to |η| ≤ 2. It has a inner radius of 44 cm, a outer radius

of 132 cm, and spans about 3 m in length along the beamline (z). The complete

chamber is roughly 1.3% of a radiation length at normal incidence. A total of 2520

cells called supercells are arranged to form 8 layers called superlayers (SL) to recon-
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Figure 3.11: End view of the Layer 00 silicon detector (left), and end view of the
SVX-II silicon vertex detector (right).

struct tracks with high precision and purity. Cells across layers are designed to have

approximately the same maximum drift distance, and the number of cells increases

with radius as seen in Fig. 3.12. Cells are filled with fast-response ionizing gas which

limits drift times to less than 100 ns. A drift cell has a line of 12 sense wires and 12

shaper wires placed alternatively in the middle of the cell (Fig. 3.13). The superlay-

ers are arranged in alternating axial and stereo layers. Axial super layers have the

wires in the cells running parallel to the z axis. Wires in the stereo layers are shifted

by a 3◦ angle with respect to the z axis. This provides an apparent shift in the

charge particle track to give a 3-dimensional view of the tracks. The combination of

axial and stereo layer information provides the z and r − φ positions.

3.2.5 Preshower Detector

The preshower detector is used to sample the particles before they reach the

calorimeter. As there is lot of material (the COT, the magnet) in between the

calorimeter and the interaction point, particles such as photons can convert in ma-

terial (for example, γ → e+ + e−). The preshower detector acts as a redundant

measurement for particle identification. In Run II, the gas-filled preshower detector
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Figure 3.12: A section of 1/6 of the COT end plate. The information given for each
superlayer is the total number of supercells, the wire orientation (axial or stereo),
and the average radius in centimeters. The enlargement shows the sense and field
slot geometry in detail.

was replaced with a fast-response low-noise scintillator tile detector (see Fig. 3.14).

Unlike the old detector, the new detector has no dead regions. A continuous array

of 3 × 18 tiles (12.5 × 12.5 cm2 each) spans the face of one calorimeter wedge. It

samples the early particle shower in front of the central calorimeter (see Fig. 3.15).

The preshower detector can be used to efficiently identify single photons from light

meson decays (e.g. π0 → γγ) to improve photon measurements [27]. Above 35 GeV,

photons from light meson decays cannot be resolved using only the shower maxi-

mum detector (see Section 3.2.7) because the angular separation of the two photons

is too small. This new scintillator detector is designed to measure single particles

and requires more then 5 photo electrons per minimum ionization particle (MIP).

The author was part of the offline calibration group that provided calibra-

tion information on the CPR detector. Due to radiation damage and aging of the

scintillator tiles, their photoproduction diminishes over time and the response to

MIPs needs to reevaluated. For this, every CPR channel’s gain is adjusted for each
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Figure 3.13: Three COT cells in superlayer 2 looking down along the beamline, z.
Note that some details are not to drawn to correct scale.

run period. A sample calibration plot of the CPR detector is shown in Fig. 3.16.

Furthermore, the CPR detector status (whether it was on and functioning properly

during data-taking) was determined by measuring the occupancy and reported to

the Data Quality Monitoring (DQM) group. This information is used to determine

whether certain data is useful for physics analysis (see Section 3.2.14).
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Figure 3.14: A scintillator tile used in the new preshower detector. The tile is carved
with a two-loop spiral groove in which a wavelength-shifting (WLS) fiber is embed-
ded. The fiber carries out the light produced by the tile.

Figure 3.15: Photo of a section of the CDF detector before the new preshower detector
installation. One of the calorimeter arches is open for maintenance, and twelve
calorimeter wedges are visible. On the inner surface of each of the calorimeter
wedge lies an array of scintillator tiles for the preshower detector.
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Figure 3.16: A histogram used in the calibration process to check the energy gain of
CPR tiles. The dead channels show up in white. Each tile’s gain is compared to the
global response, and tiles with low gain will show up in warm colors.

3.2.6 Calorimeter System

The calorimeter system is located outside of the solenoid and it is a tower-

segmented scintillator sampling calorimeter. The calorimeter has a projective tower

geometry (see Fig. 3.8) where each tower is 15◦ in azimuth by about 0.11 in pseu-

dorapidity. Each wedge consists of a lead-scintillator electromagnetic calorimeter

section backed by a steel-scintillator hadron calorimeter [22]. The central calorime-

ter system extends to −1.1 < η < 1.1 and the plug calorimeter to 1.1 < |η| < 3.6.

Calorimeter information is read out via mounted fast PMTs. The central calorime-

ters are read out with two photo-multipliers, located on either side of tower, whereas

the plug calorimeter towers are equipped with one PMT. It will be explained later

that the two PMT readouts are vital in the central calorimeter for identifying fake

photons that arise due to random energy fluctuations in the PMTs.

The calorimeter is designed to sample and measure particle energies. It can

also provide a very coarse direction measurement of the particles and aid in particle

identification. When a particle enters the calorimeter, it interacts with calorimeter
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material, losing its energy by producing a cascade of electrons and photons which is

termed a shower. A simulation of an electron-induced cascade is shown in Fig. 3.17.

The progress of the shower is measured by scintillator material embedded in between

the absorbers. The shower shape and size is different for different particles, and the

calorimeter response will also vary for different particles.
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Figure 3.17: A simulation of a 30 GeV electron inducing a cascade in iron. The his-
togram shows the fractional energy deposition per radiation length, and the curve
uses a gamma function fit to the distribution. Circles indicate the number of elec-
trons with total energy greater than 15 MeV crossing planes at radiation length
X0/2 intervals and the squares indicate the number of photons with E ≥ 1.5 MeV
crossing planes (scaled down to have the same area as the electron distribution) [2].

The central electromagnetic calorimeter (CEM) (Fig. 3.18) has an energy res-

olution of σ(ET )/ET = 13.5%/
√
ET ± 2% and the plug electromagnetic calorimeter

(PEM) (Fig. 3.19) has an energy resolution of σ(ET )/ET = 16.0%/
√
ET ±2% for an
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Figure 3.18: Schematic drawing of a single central calorimeter wedge.

Figure 3.19: Diagram of a plug calorimeter wedge.
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electron. The central hadron calorimeter (CHA) and plug hadron calorimeter (PHA)

energy resolution, as measured with pions, is 50%
√
E ± 3% and 80%

√
E ± 5%, re-

spectively [28]. A summary of the detector parameters is shown in Table 3.1.

3.2.7 Shower Maximum Detector

The Central Shower Maximum (CES) detector is located at 7 radiation lengths

inside the CEM (Fig. 3.18) and provides measurements to determine the position

and development of the transverse shower. A simulation of the shower development

is shown in Fig. 3.17. By measuring the charge deposition on the set of copper strips

lying in the z-direction and wires lying orthogonal to strips (Fig. 3.20), it measures

the azimuthal angle and z position of the cluster. The position resolution for a

50 GeV electron is about 2 mm in each direction. The profile of the particle’s shower

measured by the CES and Plug Shower Maximum (PES) is used to discriminate

photons from π0 → γγ and from electrons. The detector parameters are shown in

Table 3.2.

Cathode

Strips

z

x
Anode Wires

(ganged in pairs)

Figure 3.20: CES wire and strip chamber.
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3.2.8 Muon Systems

Often the energetic muons produced in collisions escape the CDF detector due

to their high penetration power, leaving very little or no energy in the calorimeter.

They do not generate a shower when they pass through the detector. The CDF

muon detectors are stacked gaseous drift chambers. They form the outermost layer

of subdetectors. They are designed to identify the ionization energy signature, and

hits in chambers are combined to identify a track that indicates the presence of a

muon in the event.

3.2.9 Calorimeter Timing System

The timing readout for the electromagnetic calorimeters was installed as part

of an upgrade for Run II. The system, known as EM Timing, has a resolution of

less than a nanosecond and covers the central (|η| < 1.1) and plug (1.1 < |η| < 2.1)

portions of the calorimeter [30]. A schematic diagram of the electronics of the system

is shown in Fig. 3.21. The design of the EM Timing system is optimized for high-

energy photons. It records the time of arrival of the particles that deposit large

amounts of energy in the electromagnetic calorimeter. With this information it is

possible to verify that all photons (or other energy) are from the primary collision,

and also to reject or estimate the rate of cosmic-ray and beam-related backgrounds

(see Section 7.2.5). An overview of the EM Timing system parameters is listed in

Table 3.3.

3.2.10 Extremely Fast Tracker (XFT)

The eXtremely Fast Tracker (XFT) [31] is a vital part of the CDF trigger

system. It is a trigger track processor that identifies charged tracks in the COT. This

track information is made available to both Level 1 and Level 2 trigger decisions.

The XFT is fully pipelined and provides track information for every event. The

tracks are not fitted, but compared to predetermined patterns (or roads) derived
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Table 3.1: Calorimeter parameters, thicknesses of active and passive materials, and
energy resolutions.

CEM PEM CHA PHA
Thickness 19 X0, 1λ 21 X0, 1λ 4.5λ 7λ
Absorber 0.6 X0 0.8 X0 25-50 mm 50 mm

Scintillator 5 mm 4.5 mm 10 mm 6 mm

Resolution 13.5%√
ET
± 2% 16.0%√

ET
± 2% 50%√

E
± 3% 80%√

E
± 5%

Table 3.2: Shower maximum detector parameters [29].

Parameter Value
Radius from the beam line 183.9 cm

Wire Channels (64)
Section 1 121.2 cm from the 90◦ edge

Wires 32 × 1.45484 cm
Section 2 121.2–239.6 cm from the 90◦ edge

Wires 32 × 1.45484 cm

Strip Channels (128)
Section 1 6.2–121.2 cm from the 90◦ edge

Strips 69 × 1.67 cm
Section 2 121.2–239.6 cm from the 90◦ edge

Strips 59 × 2.01 cm

Total Thickness
0.75 in.

0.069 radiation lengths
0.022 absorption lengths

Gas 95%/5% Ar/CO2

Table 3.3: Overview of the EM Timing system hardware and performance.

CEM PEM
Coverage |η| < 1.1 1.1 < |η| < 2.1
Physical tower segmentation ∆φ = 15◦, ∆φ = 7.5◦,

∆η ≈ 0.1 ∆η ≈ 0.1

Energy threshold 3.8± 0.3 GeV 1.9± 0.1 GeV
Timing resolution 600± 10 ps 610± 10 ps
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Figure 3.21: A schematic diagram of the EM Timing system hardware on the CDF
detector.

using Monte Carlo methods. It is designed to measure tracks with momenta as

low as pT > 1.5 GeV/c, to have high momentum and position resolution, and to

minimize the fraction of tracks that are not associated with a real charged particle

(fake tracks).

The XFT algorithm uses the hit information from the 4 axial superlayers of the

COT. A charged track passing through an axial layer will generate a characteristic

hit pattern in a 12-wire COT cell and will have a characteristic timing. The hit

information in a superlayer is used by the Finders to search for track segments in

the axial layers. Then the Linker will search and match track segments in the 4

superlayers to a track originated from the primary collision point. The Linker is

able to search for tracks in 4/4 as well as 3/4 matches among the segments in the 4

layers.

As seen in Fig. 3.22, the COT wire signals (pulses) are digitized by the Time-

to-Digital Converters (TDC). The TDCs output the arrival time of the pulses (or

time indices). The XTC mezzanine cards, mounted on the TDCs, use these time
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indices to categorize the hits on the COT wires into prompt (< 44 ns) or delayed

(> 44 ns). The XTC sends the information to the Finder for processing.

Figure 3.22: Design of the XFT system. The upgrade added the stereo superlayer
information to the existing axial system to enhance the track purity. The new fiber
optic data path via XTC2→Stereo Finder is merged with the axial system by the
Stereo Linker Association Module, which associates the axial track segments with
stereo track segments. The track information is then passed onto Level 2 decision-
making and to the vertex detector.

The XFT was upgraded in summer of 2006 to handle the increased instanta-

neous luminosity. This was necessary as the higher luminosity increases the COT

occupancy and produces many more fake tracks, which leads to a higher trigger

rate. To handle this, the existing axial system was kept intact and the Stereo Finder

system was added. The hit information from the 4 stereo superlayers is used by the

Stereo Finder system to find track segments and confirm the association of those

segments with the axial track segments. This also allows the measurement of the

track’s z direction to match with the calorimeter or muon chambers.
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Table 3.4: Performance of the XFT system as measured by data.

Parameter Value
Efficiency 96%
Percentage Fakes 3%
Momentum Threshold 1.5 GeV/c
Momentum Resolution 1.7%/GeV/c
Angular Resolution 5.5 mR

The boxes colored in orange and blue in Fig. 3.22 indicate the new components.

The new XTCs (called XTC-2) are able to classify hits into 6 programmable time

windows. The Stereo Finder uses this information to identify track segments in the

stereo layers. The Stereo Linker Association Module (SLAM) associates stereo track

segments with the axial tracks. The performance of the XFT system is summarized

in Table 3.4.

The XTC and Finder electronics are designed with Field Programmable Gate

Arrays (FPGA), which allow one to program custom logic designs into the elec-

tronics. The author performed preliminary testing of the XTC-2 cards and Finder

boards and has implemented software packages to reprogram the XTC-2s and Find-

ers. The conventional Finder FPGA reprogramming was sequential. Given that the

Axial Finder boards require the loading of 4 logic designs, and each design requires

about 20 s to download, reprogramming 48 of them took a considerable amount of

time.

This shortcoming was overcome by introducing a novel parallel programming

technique known as multithreading. In general, multithreading forks a computer

program into two or more concurrently running tasks or processes with the aid of

techniques like time-division multiplexing to share the CPU time effectively among

tasks. With this technique, all 48 of the Finder boards can be loaded with a spe-

cific design at once. The program is capable of job queuing to further reduce the

downtime and speed up the Finder reprogramming. The interface of the program is
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shown in Fig. 3.23. In addition, it can program a single Finder board with a specific

software design and it can check the download status and the loaded software version

on the boards.

Furthermore, the author developed software to reprogram XTC-2 cards from

the unix command line. This is especially useful when working remotely with slower

network connections. Also, the old cratemap program was updated to suit the

upgrade system. The cratemap program scans crates holding the TDCs, Finders,

etc. and provides information about the boards loaded into crates and their software

versions and other information for diagnostics.

3.2.11 Track Extrapolation Module (XTRP)

The Track Extrapolation Module, XTRP for short, is part of the L1 trigger

system driven by the information from the XFT. The XTRP distributes information

derived from the tracks to make Level 1 and Level 2 trigger decisions. It performs

three main tasks as shown it Fig. 3.24. It extrapolates tracks to the central muon

system and sends the information to the Level 1 MUON trigger. Similarly, informa-

tion about tracks extrapolated to the central calorimeter is sent to L1 CAL trigger.

Also, it selects tracks above a given pT threshold and uses pT and φ information to

define the Level 1 TRACK trigger. Finally, the track information is passed on to

Level 2 processing and the SVX upon a Level 1 accept.

3.2.12 Triggering

The Tevatron physics objective is to produce and study rare events. With a

beam crossing interval of 396 ns, about a million events are generated every second.

With the total inelastic cross section of about 60 mb, extracting signals of interest

in an efficient way is an enormous challenge. Also, system limitations allow the

recording of only a relatively small number of events per second. The solution is a

trigger which will flag an event that satisfies a certain set of predefined kinematic
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Figure 3.24: Dataflow of the XTRP system.

thresholds (e.g. transverse track momentum, calorimeter energy) and objects (e.g.

electron, muon, jet). A trigger is designed with a specific physics motivation and

implemented after an extensive study. A collection of such individual triggers form

a trigger table. The CDF trigger rejection is about 25000.

An efficient trigger requires fast object reconstruction and matching of tracks

with the objects. The trigger matches COT tracks with EM calorimeter showers,

muon chamber stubs, and silicon detector data in making a decision to save an event

for physics analysis.

The CDF has a three-tier trigger system that is fully pipelined and hence

deadtimeless (See Figs. 3.25 and 3.26). It is capable of dynamically limiting the

acceptance of certain high rate processes as the luminosity changes. The Level 1

trigger system is entirely hardware based, optimized for a quick decision. It forms

trigger primitives by reading out a subset of detector components (like the tracking

systems and calorimeters) and makes the initial decision to process the event further.
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Level 1 makes its decision to further process the event based on the information from

the XFT, calorimeter, and muon data as seen in Fig. 3.25.

The Level 2 trigger is a combination of hardware and software and the output

rate is lower. It also has more information available to make a more accurate deci-

sion. Level 3 is entirely software-based and makes its final decision by completely

reconstructing the event. The final output rate to tape is about 100 Hz. Overall,

the trigger system rejects 99.99% of events produced.

3.2.13 Run Number, Run Section, and Run Period

Each continuous data collection period is identified by a integer called a run

number. To prevent data loss during a run, data are subdivided into about 15 sec

periods called run sections. The importance of this is, for example, if a certain

detector component is recognized to be at fault during a run, but not necessarily

throughout the whole run, by identifying the time the fault occurred, data collected

until that point can be recovered. A run period is about 2–3 months worth of data-

taking time and depends on many factors like the amount of data collected and the

detector operation status.

3.2.14 Good Run List

For some analyses, not all the information from the whole detector is needed.

Information from certain subdetector components may not be crucial and may be

omitted. An analysis expert will make a list of run numbers that had the required

detector components running while the data of interest was collected. This list of

run numbers is called a good run list. For photon analyses, it is necessary for COT,

CES/PES, and calorimeters to be marked good. This study uses the good run list

labeled by goodrun v31 pho 00.
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Figure 3.25: Block diagram of the CDF three-level trigger system. This shows the
detector information available at each decision level.
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Figure 3.26: Dataflow of CDF deadtimeless trigger system. Optimized by fully
pipelining the system to match the physics event rate to the data acquisition rate.
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CHAPTER FOUR

Monte Carlo Event Simulation

This chapter gives an overview of the simulation of events from pp̄ collisions.

First, a simplified view of a pp̄ collision is presented and concepts related to different

aspects of pp̄ collisions are introduced. Next, a more formal introduction to a pp̄

collision is given. Then, the pythia event generator is described together with

the scheme used to model the evolution of partons to stable, observable particles.

Finally, a brief description of the CDF detector simulation is provided.

4.1 The Proton-Antiproton (pp̄) Collision

The colliding protons and antiprotons are in the relativistic regime and so

are their constituents, the partons. As the two beams pass through one another

(in a beam crossing), a parton within a proton from one beam will collide with a

parton within an antiproton from the other beam, traveling in the opposite direction.

Often, these collisions are inelastic and produce “soft” (low momentum) particles.

An occasional elastic collision (a hard scatter) may produce new and heavy particles.

Figure 4.1 is an illustration of a typical 2-to-2 parton hard scattering process

in a proton-antiproton collision. In a 2-to-2 process, two incoming partons interact

and produce two outgoing partons. As the two incoming partons approach each

other, they can exchange virtual particles and radiate real particles (for example,

gluons and photons). This radiation is termed initial state radiation (ISR). Similarly,

outgoing partons can radiate particles and this is termed final state radiation (FSR).

The partons from the broken proton and antiproton that did not take part in the

hard scatter are called spectator partons and are also referred to as beam remnants.

These spectator partons may interact by exchanging gluons and radiating particles to
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form stable particles. However, these stable particles tend to be softer, which means

they have smaller momenta on average. These interactions form the underlying

event, which overlaps with the hard scatter process. The underlying event generates

particles that are detected in the tracking system and calorimeters. Often, the

energy deposited in the calorimeters from the underlying event is indistinguishable

from the energy of particles produced in the primary hard scatter.

Figure 4.1: A simulation of a hard 2-to-2 parton scattering process in a pp̄ collision.
The hard scatter component consists of the interaction between an incoming parton
in the proton and an incoming parton in the antiproton. The interaction produces
two outgoing partons (detected as jets), plus ISR and FSR. The underlying event
originates from interactions between the remnants of the proton and antiproton.

It is also possible for more than one pair of partons to interact in the same

proton-antiproton collision. If two such scattering processes occur, it is double-

parton scattering. In this case, it is likely that the second interaction will be quite

soft compared to the hard scatter.

Because of the large number of protons and antiprotons circulating in bunches,

it is very common to have multiple protons collide with antiprotons in a given bunch

crossing. These are known as multiple interactions (MI), and in principle each
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collision could have a hard scatter. However, in practice, a hard scatter is rare,

and multiple interactions usually result in the production of soft particles. Just like

the underlying event, particles associated with multiple interactions are difficult to

distinguish from the primary hard scatter.

4.1.1 Formalism of Hadron Collisions and Perturbative QCD (pQCD)

The heart of perturbative QCD (pQCD) is the fundamental assumption of

asymptotic freedom of the strong coupling constant. Assuming that the strong

coupling constant αs is small at high-energy (short-distance) interactions, one can

approximate such processes by perturbation theory.

QCD provides the formalism to calculate cross sections in high-energy hadron

interactions. The cross section for a 2 → 2 hard scattering process (see Fig. 4.2)

where, for example, a hadron h is produced by pp→ hX, can be expressed as:

dσpp→hX

dP
=

∑
f1,f2,f

∫
dx1dx2dzf

p
1 (x1, µ

2
F )fp2 (x2, µ

2
F )

×dσ̂
f1f2→fX′

dP
(x1p1, x2p2, ph, µR)×Dh

f (z, µ2
f ) (4.1)

where P is any appropriate kinematic variable of the interaction. The quantities p1

and p2 are the momenta of the initial partons, and fpi (xi, µ) is the probability density

function for a parton type fi in the proton to have a momentum fraction xi at a

given factorization scale µF . This is also known as a Parton Distribution Function

(PDF). The parameter µF is an arbitrary parameter used to avoid singularities in

the formulation. There are many different PDF parameterizations, for example

CTEQ [32] and MRST [33]. In this analysis, all of the MC samples were generated

using the CTEQ5L (leading-order) PDFs. Furthermore, the CTEQ5L PDFs have

been compared to MRST PDFs as a way to measure the uncertainty in the CTEQ5L

PDFs. Distributions of the PDFs at two different energy scales are shown in Fig. 4.3.
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Figure 4.2: Schematic of a 2 → 2 hadron interaction. The overall interaction is a
combination of three parts: the PDFs of the interacting partons, the partonic cross
section σ̂, and the fragmentation of the outgoing partons.

The quantity σ̂f1f2→fX
′

is the parton cross section calculated at a given order

in pQCD and at a renormalization scale µR. This is the cross section for initial

partons with f1 and f2 to produce a final-state parton f and unobserved parton X ′.

Dh
f (z, µ2

f ) is the fragmentation function, which is the probability density for finding

h with fraction of momentum z in the final-state parton f at some fragmentation

scale µf .

The Factorization Theorem allows one to factorize this total cross section into

three parts: the PDF, the parton cross section, and the fragmentation function.

This allows the separation of high-energy perturbative processes from low-energy

non-perturbative processes. The partonic cross section, σ̂, can be evaluated pertur-

batively. But the PDFs (fpi (xi, µ)) and fragmentation functions (Dh
f (z, µ2

f )) cannot

be evaluated perturbatively.

4.2 pythia Event Generator

Event generators, which are based on theoretical calculations, are used to

generate physics processes as observed in data. They are used to validate the SM

and test for extensions to the SM. There are many different event generators with
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(a) CTEQ5L PDFs

(b) CTEQ6M PDFs

Figure 4.3: Overview of parton distributions functions: (a) the CTEQ5L PDFs
(leading-order) at Q2 = 500 GeV2 [34] and (b) the CTEQ6M PDFs (next-to-leading
order) at Q = 2 and Q = 100 GeV [35]. Several MRST PDFs are overlaid for
comparison.
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different capabilities and levels of accuracy. This analysis uses simulated events

generated using the pythia Monte Carlo event generator with Tune A [36]. It uses

only the leading-order cross section to generate events. pythia simulates the various

aspects of a hadron collision: the hard scattering process, the underlying event, and

multiple interactions. Then, the different components of the event are overlaid to

create the final output.

pythia uses LO matrix element calculations to generate a hard scatter be-

tween partons, and it is optimized for 2→ 1 and 2→ 2 scattering processes. Prompt

photons are produced in 2 → 2 scattering processes as shown in Fig. 2.10. Those

production process are described in Section 2.5.1. Fragmentation, also known as

hadronization, is the process whereby partons form colorless hadrons as a result of

color confinement. pythia uses string fragmentation. It assumes the quarks are

held together by color lines of force that are similar to the electric lines of force

between two electric charges as seen in Fig. 4.4. These strings are broken in such a

way that color-singlet hadrons are formed out of the vacuum. Fig. 4.5 shows how

the strings are formed between partons in the formation of color singlets. This string

breaking and formation quickly becomes nonperturbative and extremely hard to cal-

culate. To overcome this difficulty, an object called a jet is defined. By defining a

jet, one can ignore the interactions between individual particles (or the higher-order

contributions) and avoid the non-perturbative regime altogether. The hadronized

particles from a parton will be seen as a collimated spray of particles in the detec-

tor. A jet is comprised of charged and neutral particles that are both hadronic and

leptonic.

Since pythia cross sections and branching ratios are based on LO calcula-

tions they can differ significantly from the theoretical next-to-leading-order (NLO)

calculations. As an ad hoc fix to this, LO pythia cross sections are multiplied by a
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(a)

Q Q̄

(b)

Figure 4.4: (a) Electric lines of force between two charges. (b) Color lines of force be-
tween quarks are pulled together into a tube or string because of the self-interaction
between the gluons.

(a)

(b) (c)

Figure 4.5: (a) Overview of hadron production in a qq̄ system. (b) Formation of
strings between partons. (c) As partons are pulled apart, the potential energy in-
creases and eventually partons are created out of the vacuum to produce colorless
hadrons.
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constant factor called a k-factor. The k-factor is defined by

k =
σ(NLO)

σ(LO)
. (4.2)

The k-factors can vary depending on how the cross sections are calculated.

Cross sections for all of the pythia MC samples used in this analysis have been

corrected with a factor of k = 1.4.

Within pythia, initial-state radiation is computed in backward evolution.

Every step in the parton evolution is pT -ordered and there is an artificial cutoff on

the allowed radiation to avoid singularities. Once the parton evolution is complete

and stable particles are formed, they are passed into the detector simulation.

4.3 Detector Simulation

A simulation of the CDF detector (cdfsim) [37] is based on a software package

called GEANT (GEometry ANd Tracking) [38]. GEANT takes into account all

the material in the CDF detector as seen in Fig. 4.6. Every aspect of the detector

is carefully accounted for and implemented in the software. The generated particles

are tracked by GEANT as they traverse the CDF detector, and secondary physical

processes such as energy loss, multiple scattering, and inelastic interactions are simu-

lated. After the first inelastic interaction in the calorimeter, the particles are passed

to a program called GFLASH [39], which simulates electromagnetic and hadronic

particle showers. GFLASH, which uses parameterizations of the calorimeter re-

sponse, generates particle shower shapes within the calorimeter. The calorimeter

parameterization is derived from the response of single particles using test beam

data and minimum bias data.
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Figure 4.6: CDF detector volume implemented in GEANT.
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CHAPTER FIVE

Object Reconstruction and Identification

In order to understand how particles are produced and how they interact, one

needs to study the actual physics process occurring at the interaction point. To do

this, the particles produced in a pp̄ interaction are used to infer the original physics

process. The produced particles, as they traverse the detector, interact with it and

generate electronic signals. Those electronic signals are used to recreate the parti-

cles’ properties, such as their energies and momenta, as well as the location of the

interaction point. From this information, the actual interaction can be completely

reconstructed. The process of converting electronic signals into particles that can be

used in physics analyses is called event reconstruction. In this chapter, the recon-

struction and identification of photons, electrons, and jets are described in detail.

This chapter also describes the energy corrections to the measured jets. Finally,

definitions of several kinematic quantities measured in the analysis are given.

5.1 Photon Identification

In order to identify a photon, information from various subdetector compo-

nents is combined using the following general procedure. First, individual detector

segments (towers, wires, or scintillator tiles) that have a signal above a predeter-

mined minimum threshold are identified. Then, the qualifying segments are grouped

to form clusters. The formation of the clusters is tuned and optimized in each type of

subdetector component based on its design. In most situations, iterative algorithms

are used to identify and form these clusters. The final measurement of the photon

is done based on this clustered energy.
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5.1.1 Calorimeter Energy Clustering

Calorimeter towers containing energy deposited by photons produced in the

hard scattering process are grouped to form energy clusters via a clustering algo-

rithm. First, the whole detector is searched for towers with a transverse energy

above a minimum threshold (∼100 MeV), and these towers are considered in the

clustering process. The towers are sorted by decreasing ET and seed towers with

ET > 3 GeV are selected. Finally, towers within a rectangular grid (3 × 3) around

the seed towers are considered for inclusion in the EM clusters. The grid size is

reduced to 2 × 2 in the plug calorimeter photon reconstruction to reduce effect of

jets. Energy in a cone of radius ∆R =
√

∆η2 + ∆φ2 = 0.4 (see Fig. 5.1), centered on

the seed tower, generally should include almost all of the energy of a single photon

or electron. Initial EM clustering is always done assuming the primary interaction

is located at x = y = z = 0 [40]. (This is also true for clustering jets.)

Figure 5.1: A geometric cone is used to reconstruct a photon in the detector. Recon-
struction requires the photon to be isolated by limiting the extra energy surrounding
it.
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The total energy (E) of the cluster includes the sum of the energies of the

EM (EEM) and HAD (EHAD) calorimeters. The coordinates of the EM cluster are

initially derived by an energy-weighted method as described below.

First, ηEM and φEM are calculated using the EM towers in the cluster and

ηHAD and φHAD using the HAD towers in the cluster.

ηEM =

∑
iE

i
EM · ηi∑
iE

i
EM

(5.1)

φEM =

∑
iE

i
EM · φi∑
iE

i
EM

(5.2)

ηHAD =

∑
iE

i
HAD · ηi∑
iE

i
HAD

(5.3)

φHAD =

∑
iE

i
HAD · φi∑
iE

i
HAD

(5.4)

Then the actual coordinates are calculated using

η =
EEM · ηEM + EHAD · ηHAD

E
(5.5)

φ =
EEM · φEM + EHAD · φHAD

E
(5.6)

Finally, the energy of the (photon) cluster is corrected by measuring its position in

the CES with respect to the primary vertex. Then, using the polar angle (θ), the

transverse energy of the photon cluster can be calculated using

ET = E · sin(θ) (5.7)

5.1.2 CES Energy Clustering

There are two types of CES energy clustering algorithms; one is track-based

and the other is strip-based.

The strip-based or unbiased CES clustering sorts the strips/wires by decreasing

energy and seeds the cluster with the highest energy strip. Then, a strip/wire

collection is formed by gathering N strips around the seed, where N is a tunable

parameter. All the strips belonging to clusters are tagged and removed from the

75



remaining collection of strips. Hence, a strip cannot belong to two clusters, unlike

in the track-based clustering. This clustering method is specifically designed for

photon identification.

The track-based algorithm, which is designed mostly for charged electromag-

netic particles (i.e. for electrons), finds the seed of the cluster by extrapolating a

track to the CES radius. Then it records the x and z coordinates of the track in

the CES local coordinate system. Finally, it forms a strip collection by finding the

strip that is hit and adding N number of strips around the seed strip where N is

a tunable parameter. The result is that all the tracks in an event passing some

minimum quality selection requirements are associated with a CES cluster.

5.1.3 Photon Selection Requirements

A combination of kinematic and fiducial selection requirements are applied

sequentially to the EM clusters to identify photon candidates. Offline calibration

and calorimeter energy scale corrections are applied to the calorimeter energy cluster.

The standard photon selection requirements include a minimum corrected transverse

energy (Ecorr
T ) greater than ET > 7 GeV. The CES fiducial selection requirements

make sure the cluster (shower) is contained within the instrumented regions of the

detector. The CES shower position is determined by the ET -weighted centroid of the

highest energy clusters of those strips and wires in the CES that correspond to the

seed tower. The direction of the photon can be inferred by connecting the primary

event vertex and the CES shower position. Being an electromagnetic object, photons

are expected to lose all of their energy inside the EM calorimeter. The selection

requirement, EHAD/EEM , the ratio of the total energy in the hadron calorimeter

to the total energy in the EM calorimeter, is derived from this basic idea. This

limits the number of jets identified as photons (or electrons). The presence of a

track or tracks is used to distinguish photons from leptons and jets. At most one
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reconstructed track is allowed, and the pT of that track should be small. This allows

an increase in efficiency that otherwise would be lost due to a random low-pT track

from the underlying event. The isolation energy requirement further suppresses the

lepton and jet backgrounds and is the most effective requirement for removing jets.

The variables used for photon identification are presented below together with the

standard tight and loose photon selection requirements. Table 5.1 has a summary

of the selection requirements. The photon candidate energy is corrected for the

calorimeter energy response, the underlying event, and multiple interactions.

� Detector Pseudorapidity (ηdetector) — This is the detector region where
the object is found. The CDF detector is divided into three regions: cen-
tral, plug, and forward. The central part lies within |η| ≤ 1.1 and the
plug region extends from 1.1 < |η| < 3.5. The forward region extends from
3.5 < |η| < 5.9 (see Fig. 3.10). The central part of the detector is better
instrumented and well understood compared to the other two regions.

� ET = E × sin(θ) where E is the electromagnetic energy of the cluster and θ
is the polar angle. This is the transverse component of energy deposited by
a photon in the calorimeter. Standard selection rules require ET > 7 GeV
to qualify as a photon candidate. (As photons are massless, ET = pT .)

� CES Fiducial (XCES, ZCES) — The CES requirements are defined by the
active region of the detector. Requiring an energy deposition in an area
covered by both strips and wires ensures that the energy cluster is well
contained within the instrumented regions of the detector. The fiducial
region is defined by the CES local coordinates |x| < 21 cm and 9 cm <
|z| < 230 cm. The CES wire (strip) clusters are formed from an 11-wire
(strip) window around the highest-ET seed wire (strip). The highest-ET
wire (strip) must be within 25 cm in z of the EM centroid.

� Average CES χ2 — The χ2 value is a measure of the shape of the lateral
shower profile created by a particle. This is obtained by comparing the ob-
served lateral shower shape in the CES strips and wires with that measured
by a test beam for a single photon. The average of the χ2 values of strips
and wires should be <20.

� EHAD/EEM — This is the ratio of the total energy of the energy cluster
in the hadron calorimeter to the energy in the electromagnetic calorimeter.
Electromagnetic objects like electrons, positrons, and photons deposit more
energy in the EM calorimeter while hadrons deposit more energy in the HAD
calorimeter.
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Table 5.1: Standard Tight and Loose Photon selection requirements.

Selection Variable Standard Requirement Loose Requirement
detector (ηdetector) |η| ≤ 1.1 |η| ≤ 1.1

Ecorr
T ET > 30 GeV ET > 30 GeV

CES X and Z |XCES| ≤ 21 cm |XCES| ≤ 21 cm
fiducial 9 cm ≤ |ZCES| ≤ 230 cm 9 ≤ |ZCES| ≤ 230 cm

EHAD/EEM
≤ 0.125

< 0.125|| ≤ 0.055 + 0.00045× Ecorr

E
Iso(corr)
T in cone 0.4

≤ 0.1× Ecorr
T ≤ 0.15× Ecorr

T

if Ecorr
T < 20 GeV if Ecorr

T < 20 GeV
≤ 2.0 + 0.02× (Ecorr

T − 20) ≤ 3.0 + 0.02× (Ecorr
T − 20)

if Ecorr
T > 20GeV if Ecorr

T > 20GeV

average CES χ2

≤ 20
No selection

(Strips+Wires)/2 requirement

N tracks in cluster ≤ 1 ≤ 1
(N3D)

Track pT < 1 + 0.005× Ecorr
T < 0.25× Ecorr

T

Track Iso(0.4) < 2.0 + 0.005× Ecorr
T < 5.0

ET of the 2nd CES cluster if Ecorr
T < 18 GeV

No Requirement
(both wire and ≤ 0.14× Ecorr

T

strip) if Ecorr
T ≥ 18 GeV

≤ 2.4 + 0.01× Ecorr
T
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� Isolation Energy (E
Iso(corr)
T ) is defined as

E
Iso(corr)
T = E0.4

T − Ecluster
T (5.8)

where E0.4
T is the energy in the cone of radius ∆R =

√
∆η2 + ∆φ2 = 0.4

around the cluster excluding the photon cluster, and Ecluster
T is the energy in

the photon cluster. This is a measure of the energy surrounding the object.
A well-isolated photon occupies one calorimeter tower and there is not much
energy outside of the photon cluster. This will reduce the possibility of
misidentification when there are many objects in close proximity.

A leakage of energy may occur when the photon energy is not fully contained
in the cluster and some energy is smeared into the neighboring φ wedge(s).
Therefore, the isolation energy is corrected for leakage. Also, it is corrected
for multiple interactions. Multiple interactions in the same bunch crossing
tend to add extra energy to the cluster that needs to be subtracted.

� N3D Tracks and Track pT — A track pointing to the cluster is the strongest
discriminator between a photon and an electron. If there is a clearly iden-
tified track pointing to the calorimeter energy cluster, it is most likely an
electron. N3D is the number of tracks that hit the calorimeter cluster within
5 cm of the seed tower. The photon selection allows only one track, and its
pT must be smaller than the pT shown in the Table 5.2.

� Track Isolation — Within the clustering cone of 0.4, there cannot be many
tracks pointing to the photon cluster. If there are many tracks, the object
might not be a photon, but a jet. This selection requirement constrains the
sum of the transverse momenta of all the tracks within 5 cm of the vertex
and ∆R ≤ 0.4 compared to the direction of the cluster.

� Second CES Cluster — If a pair of photons is produced from light meson
decay (e.g. π0 → γγ), the calorimeter is unable to resolve them. The
CES detector, however, may have information about an additional cluster
indicating the second photon. Hence, by measuring the energy of a second
CES cluster, one can reduce the misidentification of photons from meson
decay. This requirement is most effective for energies <35 GeV; for larger
energies, the CES is unable resolve the two photons. A photon candidate
should not have a second CES cluster.

5.2 Electron Identification

Electrons in the photon + jets events are identified for two reasons. The first

reason is for crosschecks and testing. The second reason is to improve the accuracy

of the /ET measurement.
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The identification of electrons follows the same general procedure as described

at the beginning of the photon identification in Section 5.1. In addition, a COT track

with pT > 1 GeV/c in association with the calorimeter energy cluster is required. A

special set of selection requirements known as photon-like electron selection require-

ments are used to identify electrons (see Table 5.2). These selection requirements

are suitable for photon analyses as they exploit the fact that the most probable

scenario for an electron to be misidentified as a photon is failure to reconstruct the

associated track.

Table 5.2: Photon-like electron selection requirements. The photon-like electron
selection requirements are very similar to the photon selection requirements except

that one extra high-pT track is allowed. This is due to the fact that an electron
candidate can fake a photon if the associated track is not reconstructed.

Selection Variable Requirement
detector (ηdetector) |η| ≤1.1

Ecorr
T ET > 7 GeV

CES fiducial
|XCES| ≤ 21 cm

9 cm ≤ |ZCES| ≤ 230 cm

average CES χ2 ≤ 20
EHAD/EEM ≤ 0.055 + 0.00045× E

E
Iso(corr)
T in cone 0.4

≤ 0.1× ET if ET < 20 GeV
≤ 2.0 + 0.02× (ET − 20) if ET ≥ 20 GeV

N3D tracks in cluster = 1, 2

E/p of 1st track
0.8 ≤ E/p ≤ 1.2 if pT < 50 GeV/c
no requirement if pT ≥ 50 GeV/c

2nd track pT if N3D = 2 ≤ 1.0 + 0.005× ET
TrkIso(0.4) - pT (1st track) ≤ 2.0 + 0.005× ET

ET of 2nd CES ≤ 0.14× ET if ET < 18 GeV
cluster (wire and strip) ≤ 2.4 + 0.01× ET if ET ≥ 18 GeV

|∆z| = zvtx − ztrk ≤ 3 cm
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The downside to the photon-like electron selection requirements is that they

are less efficient than the standard electron selection requirements. In order to im-

prove the /ET measurement, all possible EM objects need to be identified to avoid

overcorrecting them by applying jet energy corrections. For this, the standard loose

electron selection requirements are used. The standard loose central and plug selec-

tion requirements are listed in Table 5.3 and Table 5.4. Most of these variables have

the same definition as the photon selection requirements. The remaining electron

identification variables are defined below.

� ∆z — This is the closest-approach separation between the associated track of
the electron candidate and the primary vertex of the event. By limiting the
separation, one can be certain of the origin of the track and its association
to the electron candidate. This reduces the electrons from conversions in
which γ → ee.

� PES 2D η — The detector η of the electron shower measured by the plug
EM shower maximum detector (PES).

� PEM 3 × 3 χ2 — This is a χ2 comparison of the energy distribution of the
electron cluster in the 3 × 3 cluster around the seed tower to that of test
beam data.

� PES 5 × 9 U/V — The two layers (named U and V) of the PES detector
provide a two-dimensional position measurement. A 5 × 9 ratio is used to
describe the shape of the energy cluster. The ratio is measured as the energy
deposited in a 5-wire window to that of a 9-wire window (the 5 wires plus
two additional wires on either side).

� ∆R — This is the distance between the 2D position measured by the PES
detector to that measured by the PEM calorimeter, defined as: ∆R =√

(xpes − xpem)2 + (ypes − ypem)2.

5.3 Jet Identification

In pp̄ collisions, an outgoing parton manifests itself as a cluster of collimated

particles (both charged and neutral), which is referred to as a jet. A jet is also an

abstraction from the theory of pQCD (see Section 4.1.1). There are many definitions

of a jet, as evident from Fig. 5.2.
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Figure 5.2: Evolution of a jet. A parton jet is formed soon after the hard collision.
A particle jet (or hadron-level jet) is formed after quarks and gluons hadronize
into colorless particles. Finally, a calorimeter jet or (detector-level jet) is actually
measured and observed in the detector using a clustering algorithm.

Figure 5.3: Schematic of a single CDF calorimeter tower used in jet clustering.
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Table 5.3: Standard loose central electron selection requirements.

Selection Variable Requirement
detector (ηdetector) |η| ≤ 1.1

Ecorr
T ET > 7 GeV

COT track
Axial SLs ≥ 3 with ≥ 8 hits per SL
Stereo SLs ≥ 2 with ≥ 8 hits per SL

Beam constrained z0 ≤ 60 cm
Track pT ≥ 3.5 GeV/c

EHAD/EEM ≤ 0.055 + 0.00045× E
Iso(R=0.4) ≤ 0.1

CES fiducial = 1
Lshr ≤ 0.4

Table 5.4: Standard loose plug electron selection requirements.

Selection Variable Requirement
detector (ηdetector) 1.1 < |η| < 3.6

ET ET > 7 GeV
PES 2D η 1.5 < |η| < 3.0
EHAD/EEM ≤ 0.05

PEM 3× 3 χ2 ≤ 10.0
Iso (R = 0.4) ≤ 0.1
CES fiducial = 1
PES 5× 9 U/V ≤ 0.65

∆R ≤ 3.0

Identification of jets follows the same general concepts as described at the

beginning of photon identification in Section 5.1. The energy of a jet is calculated

from the energy deposited in the calorimeter towers (both EM and HAD) with the

aid of clustering algorithms. There are many different clustering algorithms and each

has its limitations. For this study, jets are clustered using a cone algorithm with a

fixed cone size in which the center of the jet is defined as (ηjet, φjet) and the size of

the jet cone is R =
√

(ηtower − ηjet)2 + (φtower − φjet)2 = 0.4 (other options are 0.7

and 1.0). The jet clustering algorithm starts by identifying calorimeter towers with
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ET i > 1 GeV to form seeds for jets, where ET i = Ei · sin θi is the transverse energy

of a tower with respect to the z-position of the pp̄ interaction (see Fig. 5.3), and the

energy Ei is the sum of the energies measured in the electromagnetic and hadronic

compartments of that tower. The seed towers are sorted in order of decreasing ET i.

Then, for each seed tower, towers within a radius R of the seed tower’s position are

used to build clusters. The initial cluster transverse energy and the location of the

cluster are calculated using the following definitions where Ntow is the number of

towers with ET > 100 MeV inside the radius R.

Ejet
T =

Ntow∑
i=0

ET i (5.9)

φjet =
Ntow∑
i=0

ET iφi

Ejet
T

(5.10)

ηjet =
Ntow∑
i=0

ET iηi

Ejet
T

(5.11)

For each cluster, this weighted average of the transverse energy in the cluster

is used to identify the centroid of the cluster. Neighboring towers inside the cone

with energies above the threshold are added and subtracted until a stable centroid

is reached. Overlapping jets are merged if they overlap by more than the cutoff

(∼75%). If the overlap is smaller, each tower in the overlap region is assigned to

the nearest jets. The final jet energy, also known as raw jet energy, and momentum

coordinates are computed from the final list of towers as described below.

Ejet =
Ntow∑
i=0

Ei (5.12)

pjetx =
Ntow∑
i=0

Ei · sin(θi) · cos(φi) (5.13)

pjety =
Ntow∑
i=0

Ei · sin(θi) · sin(φi) (5.14)
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pjetz =
Ntow∑
i=0

Ei · cos(θi) (5.15)

pjetT =

√
(pjetx )2 + (pjety )2 (5.16)

φjet = tan(
pjety

pjetx
) (5.17)

sin(θjet) =
pjetT√

(pjetx )2 + (pjety )2 + (pjetz )2

(5.18)

Ejet
T = Ejet · sin(θjet) (5.19)

5.4 Jet Energy Corrections

The energies of clustered jets are corrected for detector effects, calorimeter

response, and for physics-related effects. The sequence of corrections is described in

the following section and described in detail elsewhere [41].

(1) η-dependent Corrections — Also known as the relative corrections, the η-
dependent corrections are applied to raw jet energies to make the calorimeter
response to jet energies uniform in η. These corrections are derived by mea-
suring the transverse energy balance in dijet events. One jet is required to
be in the central region of the detector (0.2 < η < 0.6) and the other is used
as a probe. This is because the central calorimeter has a better resolution
and is better understood. Figure 5.4 shows the scale of this correction for
different detector regions. Different corrections for data and simulated data
samples are derived.

(2) Corrections for Multiple pp̄ Interactions — At higher luminosity, more than
one pp̄ interaction in a beam crossing can occur (see Chapter 4). This
may add extra energy to the clustering cone that needs to be removed. In
such events, there will be more than one primary vertex. The corrections
are derived using minimum bias data1 by measuring the transverse energy
deposited in a random cone and parameterizing it as a function of the number
of vertices in the event (see Fig. 5.5).

(3) Absolute Corrections — After jet energies are corrected for η-dependence,
they are further corrected for any non-linearity and energy loss in the unin-
strumented regions of the central calorimeter. The absolute jet energy scale

1 These events are collected using a minimum bias trigger which requires hits in the east and
west CLC detectors and no other requirements.
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of the central calorimeter is determined by pythia dijet Monte Carlo events.
The observed calorimeter cluster energy (jet) is compared to the stable
hadron-level jet which is identified using the same clustering algorithm. The
scale of this correction is shown in Fig. 5.6.

(4) Underlying Event Corrections — The underlying event (UE) is defined as
the energy associated with the spectator partons in a hard collision event
(see Chapter 4). This extra energy needs to be subtracted from the jet
energy in order to compare with the theoretical predictions involving only the
hard collision. This correction is derived in a similar way to the corrections
for multiple pp̄ interactions, using minimum bias data, but using events
with only one primary vertex. The scale of these corrections for different
clustering cone sizes is shown in Table 5.5.

The corrections described above are applied to the measured (or raw) jet ac-

cording to the following equation:

PT (R,PT , η) = (P raw
T (R)× fη(R,PT , η)−MI(R))× fjes(R,PT )

−UE(R) +OOC(R,PT ) (5.20)

where R is the clustering cone radius, PT is the measured energy in the cone, η

is the detector pseudorapidity of the jet, fη is the η-dependent correction, MI is

the correction for multiple pp̄ interactions, fjes is the central calorimeter jet energy

scale, UE is the correction for the underlying event, and OOC is the out-of-cone

correction. This can be further simplified and understood as

P parton
T = P particle

T − UE +OOC (5.21)

where P parton
T is the transverse momentum of the original parton and P particle

T is the

transverse momentum of the detector jet (P raw
T ) corrected for all detector effects and

multiple pp̄ interactions.

It should be noted that all these corrections are derived on average. The

systematic uncertainties of these corrections can range from few percent to >50%

depending on the energy of the jet. Also, the OOC corrections are not necessary

unless results need to be compared with the theory.
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Figure 5.4: η-dependent corrections for jet energies: pT balancing in dijet events as
a function of η for three different clustering cone sizes.

Figure 5.5: Jet energy correction for multiple pp̄ interactions as a function of the
number of vertices in the event for a clustering cone size of R = 0.4 (left) and
R = 0.7 (right).
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Figure 5.6: Absolute jet energy scale corrections as a function of jet pT for different
clustering cone sizes.

Table 5.5: Underlying event corrections to the jet energy for different clustering
cone sizes.

Cone size Correction
0.4 0.6 GeV
0.7 1.6 GeV
1.0 3.2 GeV
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5.5 Missing Transverse Energy ( /ET ), HT , and Invariant Mass

The momenta of the colliding partons lie primarily along the z-axis and there

is no significant energy in the transverse plane. Hence, the vector sum of transverse

energies of particles produced in the collision should be zero. Any undetectable

particles (like ν) or energy mismeaurements will result in an energy imbalance in

the transverse plane which is known as missing transverse energy ( /ET ). /ET is the

hardest kinematic quantity to understand and model as it is a convolution of many

effects, like the calorimeter response to different particles, primary vertex selection,

etc. (See Appendix B for more details of other effects on the /ET measurement.)

The initial calculation of /ET (6Eraw
T ) assumes x = y = z = 0 as the primary

collision point. For analysis purposes it is a standard practice to use the /ET calcu-

lated at the highest-sum-pT (
∑
pT ) vertex. The highest-

∑
pT vertex is the vertex

with the largest total pT of all the tracks originating from the vertex. As corrections

are applied to the photons, electrons, and jets in an event, the /ET is also corrected

accordingly (also known as 6Ecorr
T ). The /ET has two major components: real /ET from

undetected particles like ν and fake /ET due to mismeasured energies of the particles.

Because the energy resolution of the hadron calorimeter is poor compared to that

of the EM calorimeter, fake /ET arises mainly from mismeasured jets.

The variable HT measures the total energy in the transverse plane. It is the

scalar sum of transverse energies of all the identified EM objects (γ, e±), jets, and

/ET .

The invariant mass of two particles (in natural units) is defined as:

M =
√

(E1 + E2)2 − |~p1 + ~p2|2 (5.22)

where Ei and ~pi correspond to the energy and the momentum of each particle,

respectively. In the case of two-particle decay, the invariant mass of the decay

products gives the mass of the particle that decayed. If, for example, a particle
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decays to a quark and antiquark which subsequently form two jets, the invariant

mass of the two jets would give a measurement of the mass of the original particle.
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CHAPTER SIX

Datasets and Event Selection

This chapter provides a description of the datasets used in this analysis. It

explains the triggers used to collect data, time periods, and total integrated luminos-

ity of the datasets. It also describes the Monte Carlo datasets used for background

modeling. Furthermore, the selection of photon + jets events from data is explained

in detail and the effect of the photon selection requirements is illustrated.

6.1 Datasets

6.1.1 Data

This analysis uses data collected from three high-pT photon triggers. They

are labeled PHOTON ISO 25, PHOTON 50, and PHOTON 70, where the last two digits

indicate the minimum ET of the calorimeter energy required to pass that trigger. The

events selected by these triggers are collected via a data stream labeled c-stream and

the datasets are labeled with the prefix c. Events are taken from the photon datasets

cph10d, cph10h, cph10i, and cph10j, which were collected at CDF during run

periods 1–25 (run range 190851 to 277511). The good run list goodrun v31 pho 00

from the Photon Group is used to estimate the integrated luminosity of the analyzed

data. The total integrated luminosity is 4.8 fb−1 after the good run selection, which

excludes the first 400 pb−1 of data (run range <190851) because it has no EM timing

information to effectively remove non-collision events.

6.1.2 Monte Carlo Datasets

Monte Carlo (MC) event samples are used for validation, cross checks, mod-

eling the distributions of backgrounds, and deriving additional corrections. These
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Table 6.1: Trigger paths for central (CEM) photons.

Trigger Level PHOTON ISO 25 PHOTON 50 PHOTON 70

Level 1
ET > 12 GeV ET > 12 GeV ET > 20 GeV

EHAD/EEM < 0.125 EHAD/EEM < 0.125

Level 2
ET > 21 GeV ET > 40 GeV ET > 70 GeV

EHAD/EEM < 0.125 EHAD/EEM < 0.125 EHAD/EEM < 0.125
EIso
T < 3 GeV

Level 3
ET > 25 GeV ET > 50 GeV ET > 70 GeV

EHAD/EEM < 0.055 EHAD/EEM < 0.125 EHAD/EEM < 0.125
EIso
T < 2 GeV

Monte Carlo samples are generated with a leading-order (LO) MC event generator,

pythia [36], and passed through the CDF detector simulation cdfsim (see Sec-

tion 4.3) [37]. A trigger simulation is not used for these events and hence the trigger

requirement is removed when Monte Carlo events are studied. This is acceptable

as the triggers are 100% efficient in the kinematic region of data being investigated.

Also, the EM timing system is not simulated in generating MC events and hence not

required when selecting events. All MC event samples are generated to match the in-

stantaneous luminosity profile of data, which is run dependent. The run dependence,

however, does not cover the most recent data. Hence, all MC event samples require

extra corrections so that the distribution of instantaneous luminosity matches that

of data.

6.2 Event Selection

In order to select events with a prompt photon, each event is expected to

pass all of the following selection rules. An event failing any one of these rules is

discarded.

(1) The events should have passed at least one of the three high-pT photon
triggers: PHOTON ISO 25, PHOTON 50 or PHOTON 70.
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(2) Pass the goodrun requirement: This guarantees that the event had vital de-
tector components running during data collection and that the information
collected about the event is complete and accurate.

(3) At least one reconstructed primary vertex: Based on the number of hits in
the SVX, a good reconstructed Class 12 vertex is chosen. Class 12 vertices
require 2 or more tracks with COT hits. This requirement has an efficiency
of ∼82% and a fake rate of ∼4% for minimum bias events [42]. This require-
ment overwhelmingly rejects inelastic and minimum bias events and helps
to select events originating from the hard scattering of two partons. The
best vertex is chosen to be the one with the highest

∑
pT of all the tracks

originating from the vertex and is required to be within |z| < 60 cm.

(4) Photon Selection: The event needs to have a photon candidate in the central
part of the detector (|η| ≤ 1.1) with ET > 30.0 GeV that passes standard
tight photon selection requirements (see Section 5.1 and Table 5.1). The
photon is required to be isolated from any other object in the event. There
should be no tracks with large momenta pointing to the photon energy clus-
ter in the calorimeter. The calorimeter EM timing of the photon candidate
must satisfy |∆tγ| < 4.8 ns. No muon stubs should be present within a 30◦

cone centered on the photon energy cluster. The photon candidate should
fail the beam-halo selection requirements. The effect of the photon selection
requirements is demonstrated in Figs. 6.1 and 6.2.

(5) Jet Selection: The event is required to have a minimum of one jet within
−3.0 < η < +3.0 with a corrected transverse energy of ET > 15 GeV (see
Section 5.3).

(6) Jet- /ET Separation: A large angular separation is required between the /ET
vector and the jet vectors of all jets with ET > 15.0 GeV. This requirement,
∆φ( /ET − jet) > 0.4, is applied to reject events that are subject to a large
mismeasurement of jet energy, thereby improving the measurement of /ET .
This is a standard practice when studying events with large /ET . However,
this effectively causes a loss in sensitivity to any new process with moderate
/ET (∼20–40 GeV), or events in which there is actual /ET close to a jet. (A
novel technique that removes this insensitivity and promises to discriminate
fake /ET from real /ET has been implemented and studied extensively. It is
described in Appendix B.)

These selection requirements are summarized in Table 6.3, and Fig. 6.3 shows

a photon + jets candidate event as seen in the CDF event display. After the leading

photon is identified in an event, other objects are treated as jets; however, extra EM

objects in the event (if any) are identified using loose photon selection requirements
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Figure 6.1: The effect of the photon selection requirements is demonstrated using
N−1 selection requirements. For every variable to which a photon selection require-
ment is applied, the plot shows a distribution of the variable before any selection
requirements are applied, and also after all selection requirements are applied other
than selection requirement on the variable itself.
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Figure 6.2: The effect of the photon selection requirements is demonstrated using
N−1 selection requirements. For every variable to which a photon selection require-
ment is applied, the plot shows a distribution of the variable before any selection
requirements are applied, and also after all selection requirements are applied other
than selection requirement on the variable itself.
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Table 6.2: Leading-order pythia MC samples used to model backgrounds.

MC Sample Events Cross Section Notes
Inclusive γ 3444250 624±3 pb min. pγT > 22 GeV/c, k = 1.4
Inclusive Di-γ 11762656 727±3 pb min. pγT > 7 GeV/c, k = 1.4

Electroweak
Inclusive Z → e+e− 23323254 355±3 pb Mee > 20 GeV/c2, k = 1.4
Inclusive Z → µ+µ− 23279458 355±3 pb Mµµ > 20 GeV/c2, k = 1.4
Inclusive Z → τ+τ− 22930101 355±3 pb Mττ > 30 GeV/c2, k = 1.4
Inclusive W → eν 34134323 1960±3 pb k = 1.4
Inclusive W → µν 23252069 1960±3 pb k = 1.4
Inclusive W → τν 29471407 1960±3 pb k = 1.4

Jet

photon

Figure 6.3: A photon + jet candidate event as seen in the CDF event display. There
are no tracks pointing to the photon candidate and its energy is balanced by the
jet. Hence, there is very little or no missing transverse energy, as indicated by the
length of the red arrow.
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(Table 5.1) and standard loose electron selection requirements (Tables 5.3 and 5.4)

to avoid over-correcting them by applying jet energy corrections (see Section 5.3).

Here, the standard loose electron selection requirements are used instead of photon-

like electron selection requirements because they are more efficient in identifying

electrons.

This study is performed with inclusive γ + ≥1 jet and γ + ≥2 jets data sam-

ples. In the γ + ≥2 jets data sample, a second jet is required with the same jet

selection criteria applied to the first jet. The kinematic quantities measured for the

γ + ≥1 jet sample are photon ET (Eγ
T ), leading jet (Ejet

T ), total energy in the event

(HT ), number of jets with ET > 15 GeV, invariant mass of the photon and leading

jet, and the missing transverse energy. In addition, in the γ + ≥2 jets event sample,

the invariant mass of the photon + two leading jets and the invariant mass of the

two leading jets are measured. In order to gain a higher sensitivity and increase

the probability of discovering new physics beyond the SM, subsamples containing

γ + ≥1 jet + /ET and γ + ≥2 jets + /ET , where /ET > 20 GeV, are also studied. The

same kinematic quantities measured in the γ + ≥1 jet and γ + ≥2 jets samples are

measured in these subsamples.

97



Table 6.3: Summary of data event selection.

Selection Variable Requirement
Goodrun Pass

Trigger
Pass any one of the triggers

PHOTON ISO 25, PHOTON 50, PHOTON 70.

Primary Vertices ≥ 1 and its z position |z| < 60 cm

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon
selection requirements (see Table 5.1)

EM timing |∆tγ| < 4.8 ns
Tracks (Phoenix) No phoenix tracks

Muon stubs 0 (No muon stubs)
Beam halo selection requirements Fail

Jet Selection ≥ 1 jet with Ejet
T > 15 GeV, ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

Table 6.4: Selection of photon + jet events from data. The selection requirements
are applied in the listed order. After each selection requirement is applied, the

number of remaining events is given.

Selection Requirement Events Passed
Total data events 200711604
Run number is in the goodrun list 180069651
Pass any of the photon triggers 178962163
Number of primary vertices ≥ 1 174873113
Primary vertex z position, z < 60 cm 174873113
Photon Selection

Photon with ET > 30 GeV 112304018
Photon satisfying tight photon selection requirements 9903155
Not PMT spike 9896480
|∆tγ| < 4.8 ns (cosmic veto) 9784532
No muons stubs in 30◦ cone (cosmic veto) 9405230
No tracks (lepton-veto) 9022377
Fail beam halo selection requirements (beam halo veto) 7385321

Jet Selection
≥ 1 jet with ET > 15 GeV 6576636
All jets are away from the /ET vector 4883544

/ET Selection
/ET > 20 GeV 134155
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CHAPTER SEVEN

Backgrounds

The physical process under investigation in this thesis is the production of a

photon + jet(s) + /ET from some mechanism other than the Standard Model. The

event signature (i.e. the set of “objects” that we search for in each collision event)

consists of a photon, one or more jets, and /ET . A background is a process that is

different from the process under investigation but has the same event signature.

There are different types of backgrounds. In this analysis, every effort is made

to identify events with a prompt photon from the hard scattering process. This is

done by identifying what appear to be isolated photons in the detector. However, not

all objects that appear to be isolated photons in the detector are actually prompt

photons from the hard scattering process. Particles can be misidentified due to

imperfections in the detector and inefficiencies in the identification requirements.

For example, the failure to reconstruct the associated track of an electron may cause

it to be identified as a photon. Fake photons are a significant source of contamination

in the data sample. In another type of background, the identified particle might in

fact be a photon, but not a prompt photon from the hard scattering process. An

example is that of a quark or gluon that originates from the hard scattering process

and hadronizes into particles including a light meson that eventually decays into one

or more photons. Yet another scenario is the production of an actual prompt photon

in a hard scattering process that is different from the process under investigation.

In this case, the background process is fundamentally indistinguishable.

All of these backgrounds need to be studied and their effects understood in

detail. These backgrounds are estimated and modeled using control samples.
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7.1 Background Modeling

Backgrounds for the γ + jets signature come from two main sources: SM pro-

cesses and non-collision processes. The SM processes include prompt γ production,

prompt diphoton production, electroweak production of charged leptons that fake a

prompt photon, and QCD production of hadronic jets that fake a prompt photon.

The non-collision processes include energetic particles from both cosmic rays and the

beam halo that mimic the signal of a prompt photon from a pp̄ collision. The pythia

Monte Carlo generator (Tune A) [36] is used to model SM prompt γ production,

prompt diphoton production, and the electroweak charged lepton backgrounds. All

other backgrounds are modeled using data. For each of these SM backgrounds and

the combined non-collision background, a background template is derived for each

of the kinematic distributions under investigation. The sum of these background

templates is then compared to data.

Two different methods of determining the backgrounds, referred to as Method

A and Method B, have been developed to better understand the measurements. In

the first method (Method A), pythia is used exclusively to predict the kinematic

properties of jets in SM γ + jets events. In the second method (Method B), a novel

weighting technique that uses a combination of data and pythia Monte Carlo is

used to model higher-order QCD effects in kinematic distributions involving jets.

The two methods differ in their treatment of the SM γ background and the QCD

multijet background, as described below.

7.2 Method A

In Method A, SM γ and QCD multijet background templates are scaled so

that the total number of SM γ events (NSMγ) and the total number of QCD multijet

events (NQCD) satisfy

NQCD = f · (NSMγ +NQCD), (7.1)
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where f is the fake photon fraction, which is determined to be

f = 0.319 ± 0.001(stat) ± 0.0068(syst) (7.2)

from a study of inclusive photon data with photon ET > 30 GeV [43]. A mathemati-

cal overview of the calculation of the fake photon fraction is described in Appendix A.

In addition, the overall normalization of the SM γ and QCD templates is adjusted

so that the total number of background events from all sources equals the number

of observed events in the data:

NData = NSMγ +NQCD +NDi−γ︸ ︷︷ ︸
fixed

+NEWK︸ ︷︷ ︸
fixed

+NNon−collision︸ ︷︷ ︸
fixed

, (7.3)

where NData is the total number of data events, NSMγ is the expected number of

SM γ events, NQCD is the expected number of QCD multijet events, NDi−γ is the

expected number of diphoton events, NEWK is the expected number of electroweak

events, and NNon−collision is the expected number of non-collision events. The exact

calculations of these events will be described in the following sections.

When used together, Eqs. 7.1 and 7.3 uniquely determine NSMγ and NQCD.

Note that since the total number of events in the templates is constrained to match

the total number of events in the data, the measured kinematic distributions are

not sensitive to anomalies in the overall number of γ + jets events, but they are

sensitive to anomalies in the shapes of the distributions and excesses in the tails.

7.2.1 SM Prompt Photon + Jets Background

SM prompt γ + jets is the largest background for the γ + jets signature. It is

assumed that SM processes are the only sources of prompt photon + jets; therefore,

any excess measured is either from other types of backgrounds or new processes that

the SM does not account for. The Feynman diagrams for SM γ + jets production

are shown in Fig. 7.1. In the SM, a photon couples to an initial or final-state quark

or antiquark. The outgoing quark(s) or gluon(s) is (are) observed as the jet(s). The
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Figure 7.1: Leading-order and next-to-leading-order Feynman diagrams for Standard
Model prompt photon production. Next-to-leading-order production will have extra
gluon radiation and/or gluon exchanges.
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annihilation of a quark and an antiquark is the dominant production mechanism.

Quark and gluon scattering (Compton scattering) is the second largest mechanism

(see Table 7.1). The third mechanism, termed bremsstrahlung, has a photon radiated

off a quark or an antiquark. The bremsstrahlung mechanism is suppressed by the

photon isolation requirement and decreases with increasing pγT . As there are no

undetectable particles present in these processes, any missing transverse energy in

the event will be due to mismeasurements of calorimeter energy.

Table 7.1: Cross sections of the two dominant contributions to γ + jet production
and their contributions to the total cross section.

Diagram Cross Section
Annihilation (q + q̄ → g + γ) 1.8−3 mb (62%)

Compton (q + g → q + γ) 1.1−3 mb (38%)

SM prompt γ + jets production is modeled using pythia Monte Carlo events

selected according to the event selection described in Section 6.2 with the exception

of the trigger and EM timing requirements. Table 7.2 summarizes the selection

criteria.

These Monte Carlo events are weighted according to the number of vertices

to match the instantaneous luminosity profile of data. For this, a set of weights is

derived by comparing the vertex distribution of γ + ≥1 jet events in data to MC.

The vertex distribution in data and MC is normalized to unit area and the ratio of

data to photon MC is taken. The weight for a photon MC event with n vertices is:

W γ+jet
n−vtx =

XData
n−vtx

XSMγ
n−vtx

(7.4)

where XData
n−vtx is the fraction of data events in the bin with n vertices and XSMγ

n−vtx is

the fraction of γ MC events in the same bin.
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Table 7.2: Event selection requirements to model the SM γ background.

Selection Variable Requirement
Goodrun Pass
Trigger N/A

Primary Vertices ≥ 1 and its z position |z| < 60 cm

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon selection requirements
(see Table 5.1)

EM timing N/A
Tracks (Phoenix) No phoenix tracks

Muon stubs N/A
Beam halo selection requirements N/A

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

After weighting, this sample of events is normalized to the expected number of

SM γ + jets events (NSMγ) to make the final template, as described by Equations 7.1,

7.2, and 7.3 in the beginning of Method A (Section 7.2).

7.2.2 QCD Multijet Background

The QCD multijet background, in which a jet fakes a prompt photon (γjet→γ),

is the largest source of fake prompt photons. These are events where jets from light

mesons decay into photons. Often, π0, η, and ρ particles are produced and they

decay almost exclusively into several photons. The dominant decay modes of π0

and η mesons are shown in Table 7.3. As shown in Fig. 7.2, some of the Feynman

diagrams of jet production are very similar to those of prompt photon production,

in which the photon is replaced by a quark or a gluon.

If the two photons from π0 → γγ are not too energetic, the CES detector

can be used to resolve them and hence the event can be removed from selection. If

the two photons produced are energetic, the CES is not able resolve them and they

would be reconstructed as a single photon as illustrated in Fig. 7.3. In this case, the
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Table 7.3: Dominant decay modes of light mesons (π0 and η) as a fraction of the
full decay width.

Meson Dominant Decay Modes Fraction
π0 2γ (98.798 ± 0.032)%

η
2γ (72.0 ± 0.5)%
3π0 (39.43 ± 0.26)%

q̄

q g

g

(a)

g

q g

q

(b)

Figure 7.2: Feynman diagrams of two of the many dijet production processes in the
SM. These jets can decay into neutral mesons that eventually decay into one or more
photons. This background is very significant as the dijet production cross section is
much larger than that of γ + jets.

hits (ADC counts or the MIPs) in the CPR detector are used to identify and remove

such events. The requirements on isolation energy, second CES cluster, and χ2 in

photon selection requirements suppress this background significantly. The rate for

a jet to fake an isolated photon is about ∼10−4 at 30 GeV and decreases rapidly

with increasing jet energy (see Fig. 7.4). Still, the QCD multijet background is a

significant source of fake photons as the jet production cross section is significantly

larger than γ production.

This background is modeled using a sample of events selected from data.

Events with a photon candidate that passes loose photon selection requirements,

but does not pass tight photon selection requirements, are selected. These photons

are referred to as sideband photons. Most of the fake jets in data selected using

tight photon selection requirements are from quarks, whereas the sideband photons
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Figure 7.3: Reconstruction of a single photon in the detector (left). Energetic photons
from light meson decay are identified as a single photon by the CES detector (right).

Figure 7.4: Probability of a jet faking an isolated photon as studied using Monte
Carlo events. The rate decreases rapidly with increasing ET of the jet [44].
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are mostly gluons. The isolation energy requirement strongly discriminates between

the two samples. This is because of the extra color carried by the gluons, which

creates extra particles in a larger region of the detector; thereby causing a failure of

the isolation requirement in the tight photon ID requirements. The selection criteria

used to select these events (sideband events) are listed in Table 7.4.

Table 7.4: Sideband event selection requirements to model the QCD multijet
background.

Selection Variable Requirement
Goodrun Pass

Trigger
Pass any one of the triggers

PHOTON ISO 25, PHOTON 50, PHOTON 70

Primary Vertices ≥1 and its z position |z| < 60 cm

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1
Pass loose photon selection

requirements but fail tight photon
selection requirements (see Table 5.1)

EM timing |∆tγ| < 4.8 ns
Tracks (Phoenix) No phoenix tracks

Muon stubs 0 (No muon stubs)
Beam halo selection requirements Fail

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

The expected number of QCD events (NQCD) is determined using equations

7.1, 7.2, and 7.3 as described in the beginning of this section. There is a fraction

of electroweak, beam halo, and cosmic ray events present in the sideband sample.

These events are subtracted prior to scaling to avoid the counting of such events

twice.
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7.2.3 Electroweak Background

The electroweak background is mainly from W , Z, WW , WZ, and ZZ pro-

duction, in which a lepton emits a photon as collinear final-state radiation or hard

bremsstrahlung as it traverses the detector material, and that photon is identified

as the prompt photon (γe→γ). Most of these leptons come from W decay to leptons.

Less significant contributions come from Z and di-boson decay to leptons. The fake

probability decreases rapidly with the increasing energy of the lepton.

A small portion of the electroweak background comes from a failure to recon-

struct the associated track of a lepton due to inefficiencies in track reconstruction.

Partial tracks of such leptons are traced and matched using outside-in track recon-

struction. This algorithm tries to find a calorimeter energy deposition with hits in

the silicon detector and COT, and this is known as Phoenix track reconstruction for

historical reasons [45]. The Phoenix track-finding algorithm is about 60% effective

in rejecting leptons with energies ET > 30 GeV. Electron candidates with Phoenix

tracks are removed from the selection. The probability of a remaining electron can-

didate faking a photon decreases rapidly as the electron energy increases, as shown

in Fig. 7.5 [46]. The fake rate is < 0.007 for an electron with ET > 30 GeV.

The distribution of the remaining γe→γ + jets events is modeled using elec-

troweak Monte Carlo data generated using pythia. The event selection is summa-

rized in Table 7.5.

Events satisfying the criteria in Table 7.5 are selected from individual MC sam-

ples: Z → e+e−, Z → µ+µ−, Z → τ+τ−, W → e+ ν, W → µ+ ν, and W → τ + ν.

These events are corrected for multiple interactions and the underlying event as

described below. The same MC samples are used to select W+ jets and Z + jets

events and are compared to the corresponding events measured in data.
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Figure 7.5: Probability for a tight central electron to fake a tight photon as a function
of the ET of the generator-level electron. The reference curve indicates the fake rate
function fitted to the data and the yellow shaded area indicates the systematic
uncertainty.

Table 7.5: Event selection requirements for modeling the SM electroweak
background.

Selection Variable Requirement
Goodrun Pass
Trigger N/A

Primary Vertices ≥1 with |z| < 60 cm

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon selection requirements
(see Table 5.1)

EM timing N/A
Tracks (Phoenix) No phoenix tracks

Muon stubs N/A
Beam halo selection requirements N/A

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4
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7.2.3.1 Corrections to W MC Events The selected W MC events are cor-

rected to match the instantaneous luminosity profile of the data. Corrections for

these events are derived to accurately model the underlying event and multiple in-

teractions.

To correct for multiple interactions, a set of weights is derived as a function of

the number of vertices (Nvtx) by comparing W + jets events in data to Monte Carlo

events.

In generating weights for W events, an electron candidate is first identified

using the photon-like electron selection requirements (see Table 5.2). Then, the event

is required to have 6ET > 20 GeV to account for the ν which escapes detection. From

this the W is reconstructed. To reduce the background for W selection, a standard

selection requirement on the transverse mass is applied. Finally, one or more jets

is required with ET > 15 GeV. The selection of W+ jets events is summarized in

Table 7.6.

Table 7.6: W + jets event selection requirements to correct for multiple interactions
and the underlying event in W → e+ ν, W → µ+ ν, and W → τ + ν MC events.

Selection Variable Requirement
Goodrun Pass
Trigger N/A

Primary Vertices ≥1 with |z| < 60 cm

Electron Selection Ee
T > 20 GeV, |ηedetector| < 1.1

Pass tight photon-like electron selection requirements
(see Table 5.2)

EM timing N/A
/ET Selection /ET > 20 GeV

Reconstructed W EW
T > 30 GeV, |ηWdetector| < 1.1

(from e and /ET ) transverse mass 60 < MW
T < 100 GeV/c2

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4
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The basis for this W + jet selection is to use the W boson to represent the

leading photon, hence the selection requirements on pT and η are identical. The

vertex and /ET distributions in W+ jets data and Monte Carlo are compared. The

vertex distributions are normalized to unity and then the data to Monte Carlo ratio

is taken. After weighting the MC sample with vertex weights (WW+jets
vtx ), the /ET

distribution is normalized according to the integrated luminosity of the data, and

the data to Monte Carlo ratio is taken (see Figs. 7.6 and 7.7). The /ET weights

(WW+jets

/ET
) are derived in bins of /ET and applied where possible. The same vertex

and /ET weights are used to reweight all the W Monte Carlo samples. The total

weight for a W MC event is:

WW+jets = WW+jets
vtx ×WW+jets

/ET
=
NW+jets Data
vtx

NW+jets MC
vtx

× /ET
W+jets Data

/ET
W+jets MC

(7.5)

The distribution of weights is shown in Fig. 7.6 and Fig. 7.7.

7.2.3.2 Corrections to Z MC Events Similarly, Z + jets events are selected

according to the selection criteria in Table 7.7 and weights are generated by com-

paring data to Monte Carlo events. Z + jets events are corrected only for multiple

interactions by comparing vertex distributions. The underlying event corrections

could not be derived due to limited statistics.

The total weight for an event in the Z MC sample is:

WZ+jets
vtx =

NZ+jets Data
vtx

NZ+jets MC
vtx

(7.6)

The calculation of the expected number of electroweak events from each indi-

vidual decay mode is listed below. Here, Xi denotes a measurement from a qualifying

event.
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Figure 7.6: Distribution of the number of vertices in W+ jets data and MC events
prior to weighting the MC events. The top plot shows the distribution with a
logarithmic scale. The bottom plot is the ratio of Data to MC, which shows the
actual weights used in the weighting process.
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Table 7.7: Z + jets event selection requirements to correct for multiple interactions
in Z → e+e−, Z → µ+µ−, and Z → τ+τ− MC events.

Selection Variable Requirement
Goodrun Pass
Trigger N/A

Primary Vertices ≥1 and its z position |z| < 60 cm

Electrons Selection Ee
T > 20 GeV

One of the two must be in |ηedetector| < 1.1
& the other can be in |ηedetector| < 3.0

Both electrons pass tight
photon-like electron selection
requirements(see Table 5.2)

EM timing N/A

Reconstructed Z EZ
T > 30 GeV, |ηZdetector| < 1.1

(from e and /ET ) 76 < MZ < 106 GeV/c2

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

NW→eν =
LData
LW→eν

∑
i

Xi ·W vtx(W+jets)
i ·W /ET (W+jets)

i (7.7)

NW→µν =
LData
LW→µν

∑
i

Xi ·W vtx(W+jets)
i ·W /ET (W+jets)

i (7.8)

NW→τν =
LData
LW→τν

∑
i

Xi ·W vtx(W+jets)
i ·W /ET (W+jets)

i (7.9)

NZ→ee =
LData
LZ→ee

∑
i

Xi ·W vtx(Z+jets)
i (7.10)

NZ→µµ =
LData
LZ→µµ

∑
i

Xi ·W vtx(Z+jets)
i (7.11)

NZ→ττ =
LData
LZ→ττ

∑
i

Xi ·W vtx(Z+jets)
i (7.12)

The total electroweak background with all corrections is defined using:

NEWK = NW→eν +NW→µν +NW→τν +NZ→ee +NZ→µµ +NZ→ττ (7.13)
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7.2.4 Di-photon Background

This is a SM process in which a pair of photons is produced in the primary

collision. The production mechanism is different from SM γ + jets as shown by the

Feynman diagrams in Fig. 7.8. But the processes are difficult to distinguish from

one another due to the way the γ + jet events are selected. One of the photons

produced will be identified as a prompt photon candidate, and the second photon

will be identified as a jet to make the γ + jet signature. Although the cross section

is smaller by orders of magnitude, the importance of this background is the higher

probability to completely lose one of the photons into an uninstrumented region of

the detector. About 15% of the CDF detector is uninstrumented. Hence, the rate

of losing one of the photons in an uninstrumented region of the detector is twice as

large as in a γ + jet event. If a photon is lost in a crack, that event would most

likely to appear as a high /ET event. This high /ET region is exactly where new,

undetectable particles are expected.

q γ

q̄ γ

Figure 7.8: Feynman diagram describing diphoton production in the SM.

The distribution of events from this background is modeled using diphoton

Monte Carlo data. The event selection is summarized in Table 7.8.

The selected events are corrected to match the instantaneous luminosity profile

of data. The vertex distribution of diphoton events is compared and adjusted to

match the vertex distribution in photon + jets data.
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Table 7.8: Event selection requirements to model SM the Di-γ background.

Selection Variable Requirement
Goodrun Pass
Trigger N/A

Primary Vertices ≥1 with |z| < 60 cm

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon selection requirements
(see Table 5.1)

EM timing N/A
Tracks (Phoenix) No phoenix tracks

Muon stubs N/A
Beam halo selection requirements N/A

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

Finally, the SM expectation is derived by scaling these events to the integrated

luminosity of data. The final prediction for the diphoton background is described

by the equation:

NDi−γ =
LData
LDi−γ

∑
i

Xi ·W vtx(γ+jets)
i (7.14)

7.2.5 Non-collision Backgrounds

In addition to the SM backgrounds, there are several other sources that can

produce fake photons in the detector. They are photomultiplier tube spikes, beam

halo photons, and cosmic photons. Although these are relatively small backgrounds,

they tend to populate the large missing energy region and need to be handled care-

fully.

7.2.5.1 PMT Spike Removal Photomultiplier tube (PMT) spikes are a source

of a non-collision background caused by a misbehavior of the electronics used to

read out the calorimeter. A photomultiplier tube used to readout the calorimeter

can produce a signal at random (called a PMT spike). The effect of this is twofold. A
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PMT spike could manifest itself as a prompt photon from the primary hard scatter.

Also, it could lead to a large /ET as there is nothing to balance this extra energy.

In the central region of the detector, each calorimeter tower is equipped with

two phototubes on either side of the calorimeter for readout. If one of the photo-

tubes has an energy reading, and there is no reading from the other, it is a good

indication of a PMT spike. The “spike killer” software program will automatically

remove events with zero
√
EPMT1 × EPMT2 if there are no soft particles and only

PMT noise is found. (EPMT1 and EPMT2 are the energy readings from the two pho-

totubes, respectively.) Such PMT-spike events are further removed by calculating

the asymmetry of the energy readings of the two phototubes, as defined by

PMT Asymmetry =
EPMT1 − EPMT2

EPMT1 + EPMT2
. (7.15)

In every event, the PMT asymmetry is measured in both EM and HAD calorimeters

(see Fig. 7.9). Events with any EM calorimeter tower with |PMT Asymmetry| >

0.65 or HAD calorimeter tower with |PMT Asymmetry| > 0.85 [47] are removed

from the event selection. These selection requirements effectively remove 100% of

these fake photon events without removing any true photon events [48].

Figure 7.9: PMT Asymmetry observed from EM calorimeter towers with
E > 10 GeV. The clumps at the extremes indicate PMT spikes.
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7.2.5.2 Beam Halo Photons Background from the beam halo is a non-collision

background that happens to overlap with a primary proton-antiproton collision. The

protons and antiprotons that are not coalesced, upon hitting the beam pipe, create

a miniature shower. Only the muons (µ) survive to make it through the beam pipe.

These muons (dubbed “beam halo”) travel parallel to the beam and interact with

the plug and central calorimeters (see Fig. 7.10). Such an EM cluster would pass

the photon selection requirements (see Table 5.1) and make it look like a prompt

photon from the primary collision. It is observed that these muons tend to occupy

calorimeter φ wedges 0 and 23 of the CDF detector due the teardrop shape of the

colliding beam. The CDF detector experiences more halo events in the directions of

incoming protons as the DØ detector acts as a filter for the halo originating from

antiprotons.

Figure 7.10: Path of the beam halo.
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A combination of EM timing and topological selection requirements (see Ta-

ble 7.9) that are orthogonal to the photon selection requirements (see Table 5.1) are

used to identify and remove events with a beam halo photon candidate [48, 49]. Fig-

ure 7.11 shows the beam halo photon candidates isolated by the beam halo selection

requirements. Fig. 7.12 shows the arrival times of the beam halo and cosmic photon

candidates at the EM calorimeter.

7.2.5.3 Rejection Power of the Beam Halo Selection Requirements The frac-

tion of beam halo events identified and removed by beam halo selection requirements,

also known as the rejection power of the beam halo selection requirements, is cal-

culated by isolating a sample rich in beam halo events and determining the fraction

of events that can be identified by these selection requirements. For this, a sample

of events from data is selected following the criteria in Table 7.10.

The selected events with no primary vertex are mostly beam halo and cosmic

events. Beam halo selection requirements are applied to this sample of events to

determine the event distribution in φ wedges of the leading photon (see Fig. 7.13).

Then, events in φ wedges 0 and 23 are counted and the flat component (misidentified

cosmic events), estimated from the φ wedges 1 through 22, is subtracted. The beam

halo rejection power can be calculated using

Beam Halo Rejection Power (RHalo) =
Na

0 − 2N̄a
1

N b
0 − 2N̄ b

1

(7.16)

=
286 + 417− 2× 173

22

1954 + 2168− 2× 37208
22

= 92.9% (7.17)

where Na
0 (N b

0) is the aggregate number of events in wedges 0 and 23 after (before)

the selection requirements are applied and N̄a
1 (N̄ b

1) is the average number of events

in wedges 1 through 22 after (before) the selection requirements are applied. This

is evaluated using an inclusive γ + ≥1 jet data sample.

119



Table 7.9: Beam halo selection requirements. The quantity seedWedge is defined as
number of EM towers (ET > 0.1 GeV) in the same wedge as the γ, and Nhad is

defined as the number of plug HAD towers (ET > 0.1 GeV) in the same wedge as
the γ. These selection requirements are orthogonal to the photon selection

requirements.

Selection Variable Requirement
seedWedge > 8

Nhad > 3

Figure 7.11: A sample plot showing the separation of non-collision photons from
beam halo and cosmic rays using the beam halo selection variables (no selection
requirement on EM timing is applied). Beam halo candidates tend to have a large
number of hits in both seed wedge and in the plug hadron calorimeter. Cosmic ray
photons are likely to behave like collision photons and have fewer hits.
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Figure 7.12: EM timing distribution of cosmic ray and beam halo photon candidates.
Photon candidates from the hard scattering process arrive at the EM calorimeter
around t = 0 ns. A beam halo photon candidate reaches the EM calorimeter slightly
earlier as its path is shorter than that of a photon candidate from a collision. The
beam halo photon candidates from the satellite bunches can also be seen in intervals
of 18 ns. Cosmic ray photon candidates are created at a constant rate that is
independent of the hard scattering rate. This is indicated by the constant EM
timing measurements of cosmic ray photon candidates.

Table 7.10: Summary of the event selection used to measure the rejection power of
the beam halo selection requirements.

Selection Variable Requirement
Goodrun Pass

Trigger
Pass any one of the triggers

PHOTON ISO 25, PHOTON 50, PHOTON 70

Primary Vertices = 0 (No vertices)

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon
selection requirements (see Table 5.1)

EM timing |∆tγ| < 4.8 ns
Tracks (Phoenix) No phoenix tracks

Muon stubs 0 (No muon stubs)

Jet Selection No requirement on number of jets
Jet– /ET separation N/A
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Figure 7.13: φ wedge distribution of the beam halo photon candidates before and
after the beam halo selection requirements are applied.

The percentage of beam halo events that are not removed is 1−RHalo = 7.1%.

An estimate of the remaining beam halo photons in the data sample can be estimated

according to the same procedure by using the φ wedge distribution of the beam halo

photon candidates identified using beam halo selection requirements, as described

by

Expected Beam Halo Events (NHalo) = (N0 − 2N̄1)(1−RHalo) (7.18)

where N0 is the number of events in φ wedges 0 and 23 and N̄1 is the average number

of events in φ wedges 1 through 22.

7.2.5.4 Misidentification Rate of the Beam Halo Selection Requirements As

with any set of selection requirements, the beam halo selection requirements will

occasionally misidentify real photon candidates from the primary collision as beam

halo photons. This misidentification rate is measured using electrons, as electrons are

produced often in the collisions and are more readily identifiable by their associated

track. First, a sample of events with an electron + ≥1 jet is identified using photon-

like electron selection requirements (see Table 5.2). The electron + jet selection

criteria is identical to that of the photon + jets selection. The electron should have
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ET > 30.0 GeV and |η| ≤ 1.1 and the jet should have ET > 15 GeV and |η| ≤ 3.0.

Finally, the beam halo selection requirements are applied to the electron in the events

and the number of events that pass the selection requirements are counted. The

following equation calculates the misidentification rate of the beam halo selection

requirements:

Beam Halo Misidentification Rate (MHalo) =
N e+jets
after

N e+jets
before

(7.19)

= 1.2% (7.20)

where N e+jets
before is the total number of identified electron + jets events and N e+jets

after is

the number of electron + jets events identified as beam halo candidates (by passing

the beam halo selection requirements).

The choice of beam halo selection requirements is a compromise between re-

jection power and misidentification rate. This low misidentification rate is a good

choice as almost 95% of beam halo events are rejected at a loss of only about 1% of

real photon events. The misidentification rate increases slightly with extra jets and

interactions. The effect is less than a percent. Since the overall background expec-

tation is very small, the rejection power is not reevaluated for these subsamples.

7.2.5.5 Beam Halo Photon Template In order to model the distribution

(shape) of the remaining beam halo events in the signal sample, a template is made

and properly scaled to the expected number of beam halo events.

A beam halo template is made by selecting data events with criteria listed in

Table 7.11. This template is scaled to the expected number of beam halo events in

data.

7.2.5.6 Cosmic Photons Occasionally, a cosmic ray (extraterrestrial high en-

ergy muon passing through the earth) interacts with the calorimeter and undergoes

bremsstrahlung to create a fake photon candidate. This is called a cosmic photon.
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Table 7.11: Summary of the event selection used to model the beam halo
background.

Selection Variable Requirement
Goodrun Pass

Trigger
Pass any one of the triggers

PHOTON ISO 25, PHOTON 50, PHOTON 70

Primary Vertices = 0 (No vertices)

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon
selection requirements (see Table 5.1)

EM timing |∆tγ| < 4.8 ns
Tracks (Phoenix) No phoenix tracks

Muon stubs 0 (No muon stubs)

Beam halo selection requirements Pass
φ-wedge 0 or 23 only

Jet Selection ≥ 1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4

These muons are also likely to cross calorimeter towers separated in η and Φ from

the photon candidate. Hence, there is a chance that they will deposit enough energy

in those towers to produce a reconstructible soft jet or even another photon.

The cosmic photon background is a constant-rate background that is indepen-

dent of the time of the collision as seen in Fig. 7.12. These events can give rise to

a large energy imbalance in the event, and hence tend to occupy the large missing

energy region. By requiring the arrival time of the photon candidate from the pri-

mary collision to be |∆t| < 4.8 ns, most of the cosmic photon events are removed.

Such events are further removed by identifying muon stubs around a 30◦ cone of the

photon candidate [48, 49]. The first 400 pb−1 of Run II data is not used because it

does not have EM timing information to reject this background effectively.
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The number of cosmic photon events in the data sample is estimated using the

EM timing distribution of the photon candidates using the equation

Cosmic Photon Estimate (NCosmic) =
N cosmic

30−90

90 ns− 30 ns
× (4.8 ns× 2) (7.21)

where N cosmic
30−90 is the number of photon + jet events with an EM timing of the photon

between 30–90 ns, selected using the criteria summarized in Table 7.12.

Equation 7.21 counts the number of cosmic photon candidate events in the time

window between +30 < t < +90 ns and then extrapolates it to the |∆t| < 4.8 ns

time window, from which events in data are selected.

7.2.5.7 Cosmic Photon Template A template for the cosmic photon back-

ground is made by selecting data events that satisfy the requirements in Table 7.12

and normalizing to the expected number of events (NCosmic).

Table 7.12: Summary of the event selection used to estimate and model the cosmic
photon background.

Selection Variable Requirement
Goodrun Pass

Trigger
Pass any one of the triggers

PHOTON ISO 25, PHOTON 50, PHOTON 70

Primary Vertices = 0 (No vertices)

Photon Selection Eγ
T > 30 GeV, |ηγdetector| < 1.1

Pass tight photon
selection requirements (see Table 5.1)

EM timing +30 ns < ∆tγ < +90 ns
Tracks (Phoenix) No phoenix tracks

Muon stubs 0 (No muon stubs)
Beam halo selection requirements Fail

Jet Selection ≥1 jet with Ejet
T > 15 GeV, |ηjetdetector| < 3.0

Jet– /ET separation ∆φ( /ET − jet) > 0.4
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7.3 Method B

In an attempt to overcome the limitations of using a leading-order Monte Carlo

generator to model jet properties in γ + jets events, a novel method is implemented

in which the QCD multijet events from the sideband data are used as a substitute

for the pythia SM γ events. Although the QCD multijet events originate from a

different physical process than prompt γ + jets events, it is hypothesized that these

events, which come from actual data, describe the properties of jets in γ + jets

events better than leading-order Monte Carlo. This should be readily apparent in

distributions such as HT and the number of jets in the event.

Since the sideband data presumably do not contain actual prompt photons,

and are only QCD background, one cannot expect the reconstructed “QCD photons”

in those events to have the same ET distribution as the actual prompt photons from

pythia. The events in the QCD background template are therefore weighted in

such a way that the weighted QCD template matches the sum of the pythia SM

γ and QCD templates for the photon ET distribution. For an event in bin i of the

photon ET distribution, the associated weight is

wi =
NSMγ
i +NQCD

i

NQCD
i

(7.22)

where NSMγ
i and NQCD

i are the contents of each bin i of the background templates

determined using Method A. Using Eq. 7.22, a unique weight can be assigned to every

event in the QCD background sample based on the bin i of the QCD photon ET .

The effect of this reweighting on the sideband events is demonstrated in Fig. 7.14.

The actual weights and the fit is shown in Fig. 7.15.

By defining a weight in this manner for every QCD background event, the

QCD background template can be weighted for every kinematic distribution. In all

of the kinematic distributions, the weighted QCD template replaces the standard

QCD template and the SM γ template. In the case of photon ET , by definition, the
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Figure 7.14: The effect of reweighting sideband events used in Method B. Every
distribution shown is normalized to unit area for clarity. (a) The photon ET dis-
tributions of SM γ (pink) and QCD (blue) are shown. The combination of the two
distributions, according to the fake photon fraction, is shown in black. After the
reweighting, the blue line becomes the green line. The green and black lines do not
completely overlap due to the fact that the final weights are taken from a function
fit to the binned data. (b) Sample plot showing how the photon ET weighting affects
the leading jet in sideband events.
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Figure 7.15: Distribution of weights used to reweight the sideband events in Method
B. The functional form is F (Eγ

T , f) = p0 + p1×
√
Eγ
T + p2× Eγ

T .

weighted QCD background template will be identical to the sum of the SM γ and

QCD templates.

This weighting procedure is referred to as Method B. The weighted QCD

template is normalized so that the total number of events, NWeighted−QCD, satisfies:

NData = NWeighted−QCD +NDi−γ︸ ︷︷ ︸
fixed

+NEWK︸ ︷︷ ︸
fixed

+NNon−collision︸ ︷︷ ︸
fixed

. (7.23)

As in Method A, the total number of background events is forced to be equal to the

total number of data events in each data sample studied. An additional systematic

uncertainty has been calculated for the weighting procedure, and it is included in

the Method B distributions.
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CHAPTER EIGHT

Systematic Uncertainties

Possible biases in measurements, which can lead to significant deviations from

the actual values, give rise to systematic uncertainties. Systematic uncertainties

can arise from imperfections in the methodology, calibrations, and corrections. The

following systematic uncertainties are studied and a scale for each uncertainty is

derived using different techniques. Any correlation across bins is ignored and all

errors are added in quadrature to calculate the total systematic uncertainty. We

have followed standard practices of quoting systematic uncertainties. All systematic

uncertainties quoted are one standard deviation (±1σ) unless described otherwise.

8.1 Jet Energy Scale (JES)

The uncertainty in determining corrections to jet energies (see Section 5.3)

is taken into account as it changes the signal acceptance and the trigger efficiency,

and hence the measured kinematic distributions. Figure 8.1 illustrates the fractional

uncertainties associated with the jet energy corrections.

Uncertainties due to jet energy mismeasurements are obtained by varying the

corrected jet energy by one standard deviation from the mean corrected value, +σ

and –σ. A new set of events are selected from this shifted jet energy data. Each

variation is compared to the nominal value, and the maximum deviation from the

nominal value is taken as the systematic uncertainty. The jet energy scale is by far

the largest uncertainty in most of the measured distributions.

8.2 Fake Photon Fraction

The uncertainty in the determination of the true photon fraction is described

in Appendix A and is taken into account as follows.
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Figure 8.1: Scales of the uncertainties of individual jet energy corrections in the cen-
tral calorimeter. The total uncertainty is obtained by adding individual corrections
in quadrature.

The normalization of the QCD template and the SM prompt photon template

is changed by ±σ = ±0.068 from the nominal value of the fake photon fraction,

which is defined in Eq. 7.2. For each histogram bin, the maximum difference be-

tween the nominal distribution and the two varied (±σ) distributions is taken as

the systematic uncertainty. This uncertainty makes a moderate contribution to the

total systematic uncertainty. This uncertainty increases from about 10% to about

40% with increasing photon ET .
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8.3 Choice of QCD Selection

The uncertainty in the choice of photon sideband to represent the fake jets in

the tight photon sample is estimated by varying the loose photon selection require-

ments to match the tight photon ID selection requirements. By doing so, one probes

the sideband sample for the correlation to the tight photon sample. The selection

requirements, Isolation Energy (EIso
T ), Had/Em (EHAD/EEM), Track pT , and Track

Isolation are common to both loose and tight photon selection requirements. Each

of these loose photon selection requirements is set equal to the tight photon selection

requirements one at a time, and four new sideband samples are selected. New sam-

ples are normalized back to the original (nominal) sideband sample and compared.

The maximum deviation of each varied sample from the original sample is taken as

the systematic uncertainty.

8.4 PDF Uncertainty

The parton distribution in the proton and antiproton is described by the PDFs.

(A PDF is a probability density function for finding a parton with a certain longi-

tudinal momentum fraction x at momentum transfer Q2; see Section 4.1.1). Each

PDF is defined by 20 eigenvectors that are derived from measurements obtained

from various previous experiments. The acceptance and trigger efficiency depends

on the PDFs. The uncertainty in the PDFs used in MC event generation is derived

following the recommendations of the CDF Joint Physics Group [50, 51].

Instead of generating many different sets of Monte Carlo event samples for

each PDF set, CTEQ5L events are reweighted to CTEQ6M (next-to-leading or-

der PDFs). The initial parton’s information is approximated using generator-level

information and 40 (+1) weights are generated for each of the 20 eigenvectors (higher

and lower than nominal) and for a base distribution. Each kinematic distribution

is remade according to the 40 (+1) generated weights. A maximum of 2 variations

131



for each weight (representing an eigenvector) are added in quadrature to derive the

total uncertainty. They are added in quadrature because these 20 eigenvectors are

independent. A set of sample distributions in Fig. 8.2 illustrates the size of this

uncertainty.

8.5 Renormalization, Factorization, and Fragmentation Scale Dependence

The dependence on the renormalization, factorization, and fragmentation scales

(Q2) are varied to estimate the higher-order contributions not considered by using

leading-order MC signal sample. Two MC samples are generated by varying the

nominal scale by 0.5 and 2.0. Each varied sample is normalized back to the nominal

sample and the difference in shape from the nominal shape is taken as the system-

atic uncertainty. This systematic uncertainty is derived using only the generator-

level objects. The leading photon is identified using generator-level information and

hadron-level jets are used. A set of sample distributions in Fig. 8.3 illustrates the

scale of this uncertainty.

8.6 Initial State Radiation (ISR) and Final State Radiation (FSR) Effects

Uncertainty in the the amount of radiation from the incoming and outgoing

partons is estimated by varying the corresponding pythia parameters following the

Joint Physics Group’s recommendations [52]. Five MC samples (more ISR, less ISR,

more FSR, less FSR, and nominal) were needed. Table 8.1 describes the pythia

parameters modified in order to generate those event samples. The MC samples for

each variation are really a combination of many different MC sample with different

p̂T , which are normalized by cross section to get the complete spectrum. Each of the

four variations is normalized to the nominal distribution and the maximum variation

of ISR and FSR is added in quadrature to derive the total systematic uncertainty.
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Figure 8.2: Scale of the total percentage PDF uncertainty for different kinematic
distributions in the γ + ≥1 jet event sample. The distributions are fitted with a first-
order polynomial and used to derive the uncertainty in the final (result) distributions.
The function is evaluated at the bin center when deriving the uncertainty for a bin.
The total uncertainty ranges from a few percent to about 20%. The minimum
uncertainty is set to be 1%.

Table 8.1: pythia parameters used with PARP(3)=1 to generate different MC
samples to derive the ISR/FSR systematic uncertainties.

MC Sample pythia Parameters and Values
nominal (default) ISR sample PARP(61)=0.146, PARP(64)=1.0

more ISR sample PARP(61)=0.292, PARP(64)=0.5
less ISR sample PARP(61)=0.073, PARP(64)=2.0

nominal (default) FSR sample PARP(72)=0.146, PARP(71)=4.0
more FSR sample PARP(72)=0.292, PARP(71)=8.0
less FSR sample PARP(72)=0.073, PARP(71)=2.0
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Figure 8.3: Scale of the total percentage Q2 uncertainty for different kinematic distri-
butions in the γ + ≥1 jet event sample. The distributions are fitted with a first-order
polynomial and used to derive the uncertainty in the final (result) distributions. The
function is evaluated at the bin center when deriving the uncertainty for a bin. The
total uncertainty ranges from a few percent to about 10%. The minimum uncertainty
is set to be 1%.

134



8.7 Uncertainty in the Strong Coupling Constant (αs)

The value of the strong coupling constant used in the generation of Monte Carlo

event samples is not measured directly or absolutely. It is measured at the masses of

the π0 and Z-boson and then extrapolated to the other regions. An uncertainty for

this is derived by comparing CTEQ5L PDF-based Monte Carlo events to MRST98

PDF-based Monte Carlo events, which use different values of αs when generating

events. A set of sample distributions in Fig. 8.4 illustrates the size of this uncertainty.
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Figure 8.4: Size of the total αs uncertainty for different kinematic distributions in
the γ + ≥1 jet event sample. The distributions are fitted with a polynomial of
the form p0 + p1 × √x)/x + p2 and used to derive the uncertainty in the final
(result) distributions. The function is evaluated at the bin center when deriving the
uncertainty for a bin. The total uncertainty ranges from a few percent to about
25%. The minimum uncertainty is set to be no lower than the first nonzero bin’s
uncertainty.
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8.8 Luminosity Measurement

The uncertainty in the measurement of the luminosity is approximately 6%

[53]. This is a combination of the uncertainty in the CLC measurement, beam

conditions (orbit and collision points), and measured inelastic cross section.

Whenever a MC event sample is normalized by the luminosity, the uncertainty

in the luminosity measurement needs to be taken into account. This is done by

changing the luminosity by ±6% and recalculating the measurement. For every

histogram bin, the maximum difference between these altered measurements and

the nominal measurement is taken as the uncertainty due to the luminosity. The

contribution of this uncertainty to the total uncertainty is relatively small.

8.9 Electromagnetic Energy Measurement

The energy measured by the EM calorimeter carries a 1% uncertainty. Hence,

the photon candidate’s energy is shifted by ±1% and compared to the nominal

distribution. The difference is taken as the systematic uncertainty due to the EM

energy measurement.

8.10 Cosmic Photon Estimate

As for the initial test methods, the statistical uncertainty in the cosmic pho-

ton template is take as the systematic uncertainty for that bin. This uncertainty

is very small and becomes somewhat significant in the high- /ET region in the /ET

measurement.

8.11 Beam Halo Photon Estimate

As this is a very small background, a constant 50% uncertainty is assigned.

8.12 Reweighting Sideband for Method B

The uncertainty in the reweighting of the sideband events used in Method B

is derived by varying the fake photon fraction by its systematic uncertainty. This
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will change the fraction of SM γ and QCD events chosen. The sideband events

are reweighted using these alternate weights and the difference between these and

the nominal distribution is taken as the uncertainty. The distribution of alternate

weights as a function of photon ET is shown in Fig. 8.5. A second-order parabolic

polynomial is used in the fit. This accounts for the uncertainty in the choice of

fit function too. This uncertainty increases from a few percent to about 10% with

increasing photon ET .

8.13 Total Systematic Uncertainty

The JES and αs uncertainties are the largest systematic uncertainties in most

of the measured distributions. Figs. 8.6–8.9 show the total and fractional system-

atic uncertainties for the measurements of the ET of the leading photon, ET of the

leading jet, invariant mass of the photon and the leading jet, and HT , as measured

by Method A. The individual systematic uncertainties are color-coded as described

by the legend. The top plot shows the absolute total error for the measurement as

a function of that measurement. The bottom plot shows the fractional contribu-

tions of the individual systematic uncertainties to the total systematic uncertainty.

Figs. 8.10–8.12 show the same measurements as measured by Method B, which in-

cludes an additional systematic uncertainty due to the reweighting of the sideband

events as described in Section 8.12.
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Figure 8.6: Total and fractional systematic uncertainties for the ET of the leading
photon in γ + ≥1 jet events as measured by Method A.
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Figure 8.7: Total and fractional systematic uncertainties for the ET of the leading
jet in γ + ≥1 jet events as measured by Method A.
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Figure 8.8: Total and fractional systematic uncertainties for the invariant mass of
the photon and the leading jet in γ + ≥1 jet events as measured by Method A.
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Figure 8.9: Total and fractional systematic uncertainties for the HT measurement in
γ + ≥1 jet events as measured by Method A.
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Figure 8.10: Total and fractional systematic uncertainties for the ET of the leading
photon in γ + ≥1 jet events as measured by Method B.
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Figure 8.11: Total and fractional systematic uncertainties for the ET of the leading
jet in γ + ≥1 jet events as measured by Method B.
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Figure 8.12: Total and fractional systematic uncertainties for the invariant mass of
the photon and the leading jet in γ + ≥1 jet events as measured by Method B.
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CHAPTER NINE

Results

We present results in the γ + jets data with and without the /ET > 20 GeV

requirement. In the γ + ≥1 jet and γ + ≥2 jets event samples, we measure the ET

of the photon, the ET of the leading jet, HT (scalar sum of all EM objects, jets

and /ET ), /ET , and the invariant mass of the photon and leading jet. In addition, in

the γ + ≥2 jets sample, we measure the invariant mass of the photon and the two

leading jets and the invariant mass of the two leading jets.

Figures 9.1–9.4 show Method A results without the /ET requirement, and Fig-

ures 9.5–9.8 show Method A results with the /ET requirement. The data are rep-

resented by black circles, and the backgrounds are shown in different colors. As

described in Chapter 7, the SM backgrounds include prompt γ production (labeled

γ MC), QCD multijet production (labeled QCD), prompt diphoton production (la-

beled Di-γ), and electroweak production (labeled EWK). The non-collision back-

grounds from cosmic rays and the beam halo are labeled Non-collision. The top

plot uses a logarithmic scale. The shaded region indicates the total systematic un-

certainty (±1σ), which includes the statistical uncertainty on the total background

prediction.

The uncertainty due to the jet energy scale is by far the largest systematic

uncertainty. Other sources of uncertainty that are taken into account include the fol-

lowing: parton density functions (PDFs), initial and final state radiation (ISR/FSR),

dependence on the renormalization, factorization and fragmentation scales (Q2), the

strong coupling constant (αs), the fake photon fraction determination, integrated

luminosity, EM energy measurements, the beam halo estimate, and the cosmic ray

background estimate.
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Tables 9.1 and 9.2 describe the total number of data events selected and the

expected number of background events for the samples being studied. The domi-

nant backgrounds, SM γ and QCD multijet, are significantly reduced with the /ET

requirement.

9.1 Photon ET Measurement

We have measured the photon ET spectrum from 30 GeV to about 550 GeV,

and over this range the total systematic uncertainty increases from 15% to 90%. It is

evident that the photon purity increases at higher ET . The photon ET is one of the

strongest measurements sensitive to any excess production over the SM prediction of

photon + jets events. Our measurement from Method A agrees perfectly with the SM

expectation. Furthermore, this confirms the accuracy of the background modeling

and calculated expectation over the complete photon ET range. The statistics are

limited at high-ET .

9.2 Leading Jet ET Measurement

The leading jet ET measurement has similar implications to that of the photon

ET . The hump (or turn-on) seen in the lower ET region is due to the asymmetric

requirement on the minimum jet ET . At leading order, the leading jet should balance

the photon which has ET > 30 GeV. As measured by Method A, the pythia LO

calculation seems to produce the jet ET spectrum reasonably well. The dip seen in

the ratio plot (for e.g. jet ET in Fig. 9.1) is due to the difference in the resolution

of the control samples to that of the data. As mentioned in Section 7.2.2, the QCD

events in the photon + jets events passing tight photon selection requirements are

often from quark jets faking photons. But the control samples, like the sideband

events we used to model QCD events, are mostly gluon jets passing loose photon

selection requirements. These gluon jets tend to have a relatively large amount of

energy in the isolation cone (outside the photon cluster but inside the clustering
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Table 9.1: Summary of background estimates for the γ + ≥1 jet and γ + ≥2 jets
data samples evaluated by Method A. Where two uncertainties are quoted, the

first is statistical and the second is systematic.

Background γ + ≥1 Jet Sample γ + ≥2 Jet Sample
Prompt γ 3387044 ± 1840 ± 108938 629569 ± 793 ± 39721
QCD 1472467 ± 1213 ± 27108 273681 ± 523 ± 6095
Electroweak 11765 ± 108 ± 952 1833 ± 42 ± 271
Diphoton 12136 ± 110 ± 641 1775 ± 42 ± 196
Non-Collision 132 ± 11 ± 4 8 ± 2 ± 1
γ + jets Data 4883544 ± 2209 906866 ± 952

Table 9.2: Summary of background estimates for the γ + ≥1 jet + /ET > 20 GeV
and γ + ≥2 jets + /ET > 20 GeV data samples evaluated by Method A. Where
two uncertainties are quoted, the first is statistical and the second is systematic.

Background γ + ≥1 Jet γ + ≥2 Jet
+ /ET > 20 GeV Sample + /ET > 20 GeV Sample

Prompt γ 88878 ± 366 ± 3178 28502 ± 168 ± 1429
QCD 38527 ± 196 ± 1664 12385 ± 111 ± 524
Electroweak 6271 ± 79 ± 613 843 ± 29 ± 122
Diphoton 355 ± 19 ± 13 86 ± 9 ± 8
Non-Collision 124 ± 12 ± 4 8 ± 3 ± 1
γ + jets Data 134155 ± 366 41824 ± 204
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cone), which is not added to the sideband photon candidate. The largest systematic

uncertainty for the measurement is the JES.

9.3 Mass Measurements

The invariant mass measurement of the γ + leading jet extends up to 1000

GeV/c2. Many background predictions become limited by statistics in the high

mass region, and the systematic uncertainty increases from 15% to 90%. It is ev-

ident from these measurements that the SM γ and QCD multijet backgrounds are

dominant. However with the requirement of large /ET in the event, these backgrounds

are reduced and real /ET from the electroweak processes (e.g. W → `ν) becomes

significant. This /ET requirement significantly improves the sensitivity to events in

which a weakly interacting particle is produced like the G̃ (in the decay of χ̃0
1 → γG̃).

9.4 Method A and Method B Comparison

The backgrounds using Method A are well modeled and describe data reason-

ably well in most of the distributions. But a close inspection reveals discrepancies in

certain distributions like lead jet ET , HT , jet multiplicity, and /ET . Some measure-

ments show certain structures and discrepancies that are not within the systematic

uncertainties. Most of these differences can be attributed to the limitations in the

leading-order predictions of pythia.

Figures 9.9–9.12 show the Method B results without the /ET requirement. Fig-

ures 9.13–9.16 show the Method B results with the /ET requirement. In these figures,

QCD (weighted) indicates the weighted QCD background template that replaces the

γ MC and QCD templates of Method A. Using Method B, we are able describe some

distributions much better compared to Method A. The photon ET distribution must

agree with Method A by construction. The jet ET , HT , jet multiplicity and /ET

distributions, however, show significant improvement and agree well with data. The

/ET distribution agrees well in the low /ET region. Some distributions using Method
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B were not modeled well as expected. For example, the invariant mass of the photon

and leading jet shows a large discrepancy, which is attributed to the fact that the

QCD background events are from different processes (or Feynman diagrams).

9.5 Jet Multiplicity and HT Measurements

The jet multiplicity and HT measurements are particularly sensitive to extra

particles produced. If there is a contribution from SUSY, we expect several extra jets.

Hence, an excess of events with more than 2 jets and with large total energy should

be evident. But again, given the fact that pythia MC samples are leading order, the

jet multiplicity distribution cannot be modeled accurately using Method A (for e.g.

see Fig. 9.2(b)). This is exactly where the Method B modeling shows its strength

and we do see good agreement between data and the background expectation.

9.6 /ET Measurement

The /ET distribution shows mixed results using the two methods. It should be

noted that /ET is one of the hardest, if not the hardest, distributions to model as it has

many dependencies. For example, the effect of calorimeter energy mismeasurements

and energy resolution, the uncertainty in choosing the primary vertex, uncertainties

in the jet energy corrections, etc., all affect the final /ET measurement. The /ET is

sensitive to the number of particles in the event, especially how jets are distributed

and how the unclustered energy is distributed in the event. In data, there are a lot

of soft (low energy) jets from the underlying event and multiple interactions, which

are not well modeled by LO pythia MC events, and this gives rise to a difference in

the /ET resolution for data and MC. This is clearly evident when Method A is used

to model the /ET . In Method B, using more data-based sideband events to model

QCD seems to model the /ET resolution in the low /ET region correctly. But it fails

to describe the high /ET region where there is an excess of badly mismeasured jets.

Together, the two results provide an adequate understanding of the measurement.
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Figure 9.1: Kinematic distributions of γ + ≥1 jet events using Method A. The be-
ginning of Chapter 9 provides a description of the elements in these distributions.
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Figure 9.2: Kinematic distributions of γ + ≥1 jet (top) and γ + ≥2 jets (bottom)
events using Method A. The beginning of Chapter 9 provides a description of the
elements in these distributions.
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Figure 9.3: Kinematic distributions of γ + ≥2 jets events using Method A. The
beginning of Chapter 9 provides a description of the elements in these distributions.

153



0 50 100 150 200 250 300

E
v
e

n
ts

 /
 1

0
 G

e
V

/c

­3
10

­210

­110

1

10

210

3
10

410

5
10

6
10

0 50 100 150 200 250 300

E
v
e

n
ts

 /
 1

0
 G

e
V

/c

­3
10

­210

­110

1

10

210

3
10

410

5
10

6
10

Data

 MCγ

QCD

γDi­

EWK

Non­collision

Systematic Uncertainty

­1CDF Run II Preliminary 4.8 fb 2 Jet≥ + γ

Method A

O
v
e

rf
lo

w
 b

in

 (GeV/c)
T

E
0 50 100 150 200 250 300

 B
a

c
k
g

ro
u

n
d

) 
/ 

B
a

c
k
g

ro
u

n
d


(D

a
ta

 

­1

­0.8

­0.6

­0.4

­0.2

0

0.2

0.4

0.6

0.8

1

Only Stat Err on Data

Syst + Stat on Bg.
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Figure 9.4: Kinematic distributions of γ + ≥2 jets events using Method A. The
beginning of Chapter 9 provides a description of the elements in this distribution.
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Figure 9.5: Kinematic distributions of γ + ≥1 jet + /ET > 20 GeV events using
Method A. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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Figure 9.6: Kinematic distributions of γ + ≥1 jet + /ET > 20 GeV (top) and
γ + ≥2 jets + /ET > 20 GeV (bottom) events using Method A. The beginning of
Chapter 9 provides a description of the elements in these distributions.
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Figure 9.7: Kinematic distributions of γ + ≥2 jets + /ET > 20 GeV events using
Method A. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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Figure 9.8: Kinematic distributions of γ + ≥2 jets + /ET > 20 GeV events using
Method A. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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Figure 9.9: Kinematic distributions of γ + ≥1 jet events using Method B. The be-
ginning of Chapter 9 provides a description of the elements in these distributions.
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Figure 9.10: Kinematic distributions of γ + ≥1 jet and γ + ≥2 jets events using
Method B. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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(d)

Figure 9.11: Kinematic distributions of γ + ≥2 jets events using Method B. The
beginning of Chapter 9 provides a description of the elements in these distributions.
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Figure 9.12: Kinematic distributions of γ + ≥2 jets events using Method B. The
beginning of Chapter 9 provides a description of the elements in these distributions.
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Figure 9.13: Kinematic distributions of γ + ≥1 jet + /ET > 20 GeV events using
Method B. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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Figure 9.14: Kinematic distributions of γ + ≥1 jet + /ET > 20 GeV and γ + ≥2 jets
+ /ET > 20 GeV events using Method B. The beginning of Chapter 9 provides a
description of the elements in these distributions.
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Figure 9.15: Kinematic distributions of γ + ≥2 jets + /ET > 20 GeV events using
Method B. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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Figure 9.16: Kinematic distributions of γ + ≥2 jets + /ET > 20 GeV events using
Method B. The beginning of Chapter 9 provides a description of the elements in
these distributions.
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9.7 Search for Resonance Decay

As described in the previous section, the mass distributions of the photon and

leading jet, photon and two leading jets, and two leading jets in all subsamples

are well understood. These measurements are sensitive to contributions of events

beyond the SM expectation, which may show up as an excess that indicates a new

heavy particle decaying into a photon and jets.

The invariant masses of final-state decay products are searched for a resonance

(bump) assuming a null hypothesis. Under a null hypothesis, the assumption is there

is no resonance production, which means there should be no significant deviation of

data in any region of the mass distribution compared to any other region.

A χ2 statistical test if performed and it is defined as follows:

χ2 =
∑ (Ok − Ek)2

√
Ek

. (9.1)

For a given bin k, Ok is the number of observed data events and Ek is the expected

number of events. The idea is that the number of data events per bin (Ok), should

have an average value of Ek and would be expected to fluctuate around Ek with a

standard deviation of order
√
Ek. If χ2 = 0, the agreement between the observed

and the expected distribution is perfect, meaning for all bins k, Ok = Ek. In general,

if χ2 ≤ n where n is the number of bins, the observed and expected distributions

agree reasonably well and no bump can be claimed. If χ2 >> n, the observed and

the expected distributions differ significantly and a possible bump exists.

Figures 9.17–9.24 shows the fits to mass distributions of the photon and leading

jet, photon and two leading jets, and two leading jets for the inclusive photon + jets

sample and the photon + jets + 6ET > 20 GeV sample. The data are binned in

variable-bin sizes to improve statistics. The data are shown with black circles, and

black lines show the statistical uncertainty. The blue curve is the fitted line. The

bottom plot shows the deviation of data points from the fit.
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Figure 9.17: Invariant mass distribution of the photon and the leading jet in γ + ≥1
jet events.
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Figure 9.18: Invariant mass distribution of the photon and the leading jet in γ + ≥2
jets events.
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Figure 9.19: Invariant mass distribution of the photon and the two leading jet in γ +
≥2 jets events.
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Figure 9.20: Invariant mass distribution of the two leading jets in γ + ≥2 jets events.
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Figure 9.21: Invariant mass distribution of the photon and the leading jet in γ + ≥1
jet + 6ET > 20 GeV events.

172



200 300 400 500 600 700 800 900

Ev
en

ts

-210

-110

1

10

210  / ndf 2χ  35.61 / 38
p0        621.3±  2789 
p1        0.002674± 0.02263 
p2        193.6± 234.2 
p3        0.001555± 0.01256 

 / ndf 2χ  35.61 / 38
p0        621.3±  2789 
p1        0.002674± 0.02263 
p2        193.6± 234.2 
p3        0.001555± 0.01256 

 / ndf 2χ  35.61 / 38
p0        621.3±  2789 
p1        0.002674± 0.02263 
p2        193.6± 234.2 
p3        0.001555± 0.01256 

 > 20 GeVTE 2 Jet + ≥ + γ
-1CDF Run II Preliminary 4.8 fb

, lead jet)γInvariant Mass (
200 300 400 500 600 700 800 900

Ex
pt

.
(O

bs
. -

 E
xp

t.)
 / 

-3

-2

-1

0

1

2

3

Figure 9.22: Invariant mass distribution of the photon and the leading jet in γ + ≥2
jets + 6ET > 20 GeV events.
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Figure 9.23: Invariant mass distribution of the photon and the leading jet in γ + ≥2
jets + 6ET > 20 GeV events.
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Figure 9.24: Invariant mass distribution of the two leading jets in γ + ≥2 jets +
6ET > 20 GeV events.

175



CHAPTER TEN

Conclusions

Searches for new physics typically begin with a particular model. One selects

a region in the data where the model’s expected contribution is enhanced. Given the

large number of theoretical models, however, it is useful to search for new physics

broadly in a large region of phase space. The purpose of this thesis is to perform a

model-independent search for new physics in photon + jets events.

In this thesis, we present results of the search for new physics in γ + ≥1 jet and

γ + ≥2 jets events with and without a /ET > 20 GeV requirement. The backgrounds

of such a signature can be divided into two categories. The first category consists of

backgrounds from Standard Model processes in pp̄ collisions including direct photon

production, diphoton production, QCD, and processes that fake a prompt photon.

The second category consists of non-collision backgrounds including cosmic rays and

the beam halo.

We developed two different background prediction methods, Method A and

Method B. Each method has been proven to describe the γ + jets data with certain

limitations. We conclude that the two methods together provide a greater under-

standing of data than either method alone. Thus far, we see good agreement with

Standard Model predictions extending over several orders of magnitude. The search

for new heavy particles in high-ET events has shown no significant deviation from

data. Furthermore, the search for a narrow resonance has shown no indication of

the presence of heavy particles decaying to γ + jets. We conclude that all of our

measurements are in agreement with Standard Model expectations.
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APPENDIX A

Determination of Signal Photon Fraction using CES/CPR Detectors

The signal (true) photon fraction can be determined as described below using

the CES and CPR detector information. It provides an independent estimate of the

signal (prompt photon) fraction.

The CES method uses the lateral shower profile of the photon candidates mea-

sured by the CES detector to estimate the prompt photon fraction. This method

is valid only up to ∼35 GeV; above that the shower profile of mesons (for example,

π0 → γγ) becomes indistinguishable from prompt photons. The CPR method is

based on the difference in the conversion rate of photons (∼60%) and background

(∼80%) in the material before the calorimeter. Although the CPR method is appli-

cable to any photon pT , it is used only for pT > 35 GeV/c.

Assume a sample containing Nγ−candidate photon candidates. This includes

both signal photons (Nsig) and background (fake) photons from decays of mesons in

jets (Nbg).

Nγ−candidate = Nsig +Nbg (A.1)

Next, a special requirement is designed that is tighter than the standard photon

selection requirements (Table A.1) and has different efficiencies for the signal (εsig)

and the background (εbg).

Table A.1: Special requirements used to measure the signal and background
efficiencies.

ET of photon candidate Requirement
ET < 35 GeV CES χ2 < 4
ET ≥ 35 GeV CPR ADC counts > 125

178



Now the average efficiency (ε) is:

Nγ−candidate × ε = Nsig × εsig +Nbg × εbg (A.2)

If εsig and εbg are predetermined by other means, the above equations can be

solved for the number of signal photon events using:

εsig =
ε− εbg
εsig − εbg

Nγ−candidate (A.3)

Since the efficiencies depend on the photon’s energy, momentum direction,

number of vertices in the event, etc., εsig and εbg can vary for every event. Hence,

Equation A.3 can be expanded to a sum of signal photon weights that vary for every

event:

εsig =
∑
i

Wi =
∑
i

εi − εibg
εisig − εibg

Nγ−candidate (A.4)

where εi is one or zero depending on if photon candidate i satisfies the special

requirement or not, and εisig and εibg are signal and background efficiencies given the

kinematic properties of the photon candidate i. The εisig and εibg can be parameterized

from independent MC event samples as a function of photon variables like its energy,

momentum direction, etc. From that, one can determine the ratio Nsig/Nγ−candidate

and hence the fraction of signal photons in the sample [43].

The CES/CPR method has significant systematic uncertainties which increase

with pγT . The CES method is highly sensitive to slight differences between the elec-

tron and the photon showers. It should be noted that the shower shape used to iden-

tify photons is derived from a test beam, which is different from actual Tevatron con-

ditions. The background composition contributes about ∼8.5% at pγT = 40 GeV/c

to the total systematic uncertainty.

The CPR method has two major systematic uncertainties that depend on

pγT . It is possible for a part of the EM shower to evolve at very large angles and

almost backwards (relative to the incoming photons). This backscattered shower
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may convert and produce extra hits in the CPR, which will enhance the measurement

of εbg with a rate that increases with the energy of the photon. This requires a

correction to the background hit rate, which is derived using a fit to the isolation

energy.
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APPENDIX B

Missing Energy Resolution Model

Missing energy is one of hardest kinematic quantities to understand because its

measurement is a convolution of many effects. Missing energy is a powerful tool for

SM and BSM physics searches, but its use is often hindered by the QCD background

(fake /ET ). The reconstruction of /ET is described in Section 5.5.

Possible sources of fake missing energy include:

(1) Calorimeter energy mismeasurements

(2) Unclustered energy (calorimeter energy not included in any of the recon-
structed objects)

(3) How the objects are reconstructed (the clustering method)

(4) Wrong vertex selection

(5) Beam-related effects

(6) Objects lost in the uninstrumented regions

The conventional means of removing fake /ET sources involves rather blind

selection requirements. They are blind in the sense that they do not consider event

topology and do not use an in-situ analysis of the event. For example, requiring

6ET > 20 GeV is one such selection requirement. If an object in an event is badly

mismeasured, the /ET could easily fall below or rise above this threshold. Another

example is a ∆φ separation requirement between the direction of the /ET and other

objects in the event. In either of these situations, sensitivity is lost for new physics

with moderate /ET or particles produced close to the /ET direction.

A method known as the “Missing Energy Resolution Model” (or /ET Model) at-

tempts to efficiently separate events with true and fake /ET while remaining sensitive

to new processes with /ET as low as 20 GeV [47]. This method has been successfully

used in several other analyses.
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B.1 /ET Model

The standard MET significance is defined as /ET -sig = /ET/
∑
ET . However,

fake /ET depends on how the energy is distributed. The diagrams in Fig. B.1 explain

the amount of fake /ET and depend on how the energy is distributed in the event.

When the objects in the event, specifically jets, are uniformly distributed in φ, the

mismeasurement effects tend to cancel out. However, in the situation depicted in

the rightmost diagram, the mismeasurement of jets would give rise to a significant

amount of fake /ET in a preferred direction.

Figure B.1: Dependence of fake /ET on the distribution of energy in an event. These
three event topologies have a total

∑
ET of 200 GeV.

This method attempts to address two major sources of fake /ET : the mis-

measurement of clustered energy (jets) and the mismeasurement of soft unclustered

energy from the underlying event or multiple interactions. The /ET model assumes

that the fake /ET is the vector sum of /ET from these two components.

The unclustered soft energy tends to occupy the calorimeter rather uniformly

and hence its overall contribution to fake /ET is relatively small. To measure and

quantify the fake /ET due to unclustered energy, the contributions from the raw ener-

gies of all photons and electrons and all jets with Elev6
T ≥ 15 GeV are subtracted from

the raw
∑
ET , which is calculated with respect to the highest

∑
pT vertex. A pa-
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rameterization is derived from Z → e+e− and di-photon Monte Carlo events, which

have no intrinsic /ET . The x and y components of the fake /ET are parameterized by

a double gaussian as a function of
√∑

ET :

F ( /ETX,Y ) =
G(mean, σ) +Norm×G(mean, scale× σ)

1 +Norm
(B.1)

Figure B.2: Paramaterization of unclustered energy in bins of
√∑

ET .

The mismeasurement of clustered energy (jets) is the largest source of fake

/ET and it affects the direction of /ET greatly. To reduce this effect, the raw /ET

(6Eraw
T ), measured with respect to the highest

∑
pT vertex, is corrected using the

highest
∑
pT vertex position. Then the /ET is adjusted for the presence of any jet

with corrected energy ET > 15 GeV. The /ET correction due to an individual jet is

described by

6~Ecorr
T = ~/ET − ( ~Elev5

T + ~MI − ~Eraw
T ) = ~/ET − ~Elev5

T − ~Elev1
T + ~Elev4

T + ~Eraw
T (B.2)

where 6 ~Ecorr
T is the missing transverse energy corrected for a jet, 6 ~ET is the missing

transverse energy before correcting for this jet, 6~ET lev5 is jet energy corrected to level

5, ~MI =6~ET lev1−6~ET lev4 is the contribution due to multiple interactions, and 6Eraw
T is

the raw jet energy before any corrections.

This process is repeated for all the jets in a event with Elev6
T ≥ 15 GeV.
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To account for a jet’s contribution to /ET , the jet energy resolution (JER) is

derived as a function of the jet’s energy (E) and pseudorapidity (ηdet) using dijet

Monte Carlo data. The jet energy resolution is defined as the ratio of detector-

and hadron-level1 energies, JER = Edet/Ehad − 1. The behavior of the jet energy

resolution as a function of the transverse energy of the jet is shown in Fig. B.3.

Hadron-level jets and detector-level jets are matched within a cone of R(φ, η) < 0.1.

The JER is derived in bins of 5 GeV of jet energy and η bins of ∆ηdet = 0.2. A set

of sample JER distributions is shown in Fig. B.4. Each of these JER is assumed

to be described by a combination of a Gaussian and Landau distribution:

F (x) =
C ×Gauss(−x/(1 + x)) + Landau(−x/(1 + x))

C + 1
, x =

Edet

Ehad
− 1 (B.3)

To simply the implementation, the Gaussian and Landau parameters from individual

fits from each (Ejet, ηdet) bin are extracted and parameterized as a function of the

energy of the jet. Similarly, a relative normalization (C) is also derived. These

parameters are fitted with the following function of Ejet for each η bin.

Gaussian and Landau : σ =

√
p0

E
+ p1 (B.4)

Gaussian and Landau : mean, mpv = p0 + p1E + p2/E (B.5)

C =
p0 + p1

√
E

E
+ p2 (B.6)

These energy resolution functions are used to predict the shape of the fake

/ET . For every event, a probability distribution function of fake /ET , P( /ET ), is

generated by smearing energies of all objects (jets and unclustered energy) in the

event. The smearing is done according to objects’ energy resolution functions and

generating large number of pseudo-experiments. Summing up the individual P( /ET )

distributions for all events provides a shape of the predicted fake /ET due to energy

mismeasurements. The details of calculating P( /ET ) are explained next.

1 Hadron-level jets are reconstructed similarly to detector-level jets by including all hadronized
particles in a cone of radius 0.4
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Figure B.3: Jet energy resolution as a function of jet energy.

Figure B.4: Parameterization of the jet energy resolution in jet η and energy.
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For a given event, for each pseudo-experiment, all jets with ET > 3 GeV and

|η| ≤ 3.0 are smeared according to JER(Ejet, ηdet) as defined in Eq. B.3. If any jet’s

smeared energy, Esmear
T , is above a 15 GeV/c threshold, its contribution to /ET is

calculated as:

~/ET
jet,i

= ~ET − ~Esmear
T (B.7)

This is done as a vector sum of all ~/ET
jet,i

. By doing so, the direction of jets with

respect to the /ET direction is taken into consideration. This means a jet perpendic-

ular to the direction of the /ET could not have contributed to fake /ET . Any other jet

would have varying contributions, while a jet along or directly opposite to the /ET

direction will have the largest contribution to the fake /ET .

If a jet fluctuated below the 15 GeV threshold after smearing, the unclustered

energy based on Esmear
T is recalculated. Then, a new expected /ETX and /ET Y are

randomly generated to calculate the unclustered component of the fake /ET using

Equation B.1.

Finally all the individual /ET components due to the soft unclustered energy

and each of the jets with Esmear
T > 15 GeV are added together to obtain the final

prediction of fake /ET .

The /ET model is not designed to predict the exact value of /ET in each event.

Instead, it provides the most likely distribution of /ET which can arise due to energy

mismeasurement in the calorimeter. The /ET model can also provide an event-by-

event probability, P( /ET ), that measures the probability of obtaining a particular

value of /ET entirely due to fluctuations in energy measurements. This probability

distribution function can also be used to calculate the significance of the measured

/ET ( /ET -significance or /ET -sig). Choosing a suitable /ET -significance value allows one

to select or remove a certain number of events with fake /ET in order to model the

remaining fake /ET distribution.
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B.2 Preliminary Tests

Numerous tests were performed to adopt the /ET model for this photon + jets

analysis in order to gain more sensitivity to physics beyond the Standard Model.

Unlike other analyses that adopted the /ET model for their /ET measurement, it

was difficult to adopt it for this analysis because it is dominated by jets. The /ET

measurement was not successfully modeled by the /ET model, and even the /ET -

significance was discrepant.

We looked at exclusive photon + 1 jet events, and still some differences in

the prediction of the /ET model were seen. We also tested ways to add /ET to jets

before smearing them. We added /ET to the leading jet and to the jet closest to

the /ET direction, and neither showed any significant improvement. Furthermore, we

tested the addition of photon isolation energy back to the photon energy in order

to improve the /ET measurement. We also tried improving the parametrization of

JER in the low pT region. None of these led to a conclusive result or pointed to a

solution. Further tests are needed to understand the behavior of the model with the

presence of a large number of jets.
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