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A Search for the Standard Model Higgs Boson
Produced in Association with a W Boson
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Advisor: Jay R. Dittmann, Ph.D.

We present a search for a standard model Higgs boson produced in association

with a W boson using data collected with the CDF II detector from pp̄ collisions

at
√
s = 1.96 TeV. The search is performed in the WH → `νbb̄ channel. The two

quarks usually fragment into two jets, but sometimes a third jet can be produced

via gluon radiation, so we have increased the standard two-jet sample by including

events that contain three jets. We reconstruct the Higgs boson using two or three

jets depending on the kinematics of the event. We find an improvement in our

search sensitivity using the larger sample together with this multijet reconstruction

technique. Our data show no evidence of a Higgs boson, so we set 95% confidence

level upper limits on the WH production rate. We set limits between 3.36 and 28.7

times the standard model prediction for Higgs boson masses ranging from 100 to

150 GeV/c2.
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CHAPTER ONE

Introduction

Since the time of Democritus, human beings have been interested in describing

the known world using its most fundamental constituents. From molecules to atoms

to protons, neutrons, and electrons, scientists have endeavored to break down matter

into ever smaller particles. Today, we understand that even protons and neutrons

are composite particles that consist of quarks. These fundamental particles are

classified into two broad categories: fundamental matter particles and fundamental

force-mediating particles. Tables 1.1 and 1.2 summarize these particles and some of

their attributes.

The current standard model of the interactions between the fundamental par-

ticles is based on a theory of symmetries that requires that the particle masses

conform to specific rules. For example, all the quark masses have to be equal and

all of the leptons and force-mediating particles have to be massless. However, as

Tables 1.1 and 1.2 show, this is not what experimentalists have measured. In 1964,

Peter Higgs introduced a way to endow all of these particles with their measured

masses by postulating the existence of a field to which these particles couple and

thereby derive their mass. This field is today known as the “Higgs field,” and if it

exists, it would imply the existence of a so-called Higgs boson. This dissertation is

about a search for this boson.

The next sections will explain the standard model, quantum field theory, gauge

symmetries, the Higgs mechanism, and the motivation of searching for associated

Higgs production.
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Table 1.1: The fundamental particles and some of their attributes [7, 8]. The weak
hypercharge (Y ) and weak isospin (I3) are related to the charge by q = I3 + 1

2
Y .

The subscripts on the particle symbols indicate the handedness: R for right and L
for left. Note that right-handed neutrinos do not exist. The charge is expressed in

units of the elementary charge (e).

Name Symbol Mass Charge Spin I3 Y

electron
e−L 0.511 MeV/c2 −1 1

2
−1

2
−1

e−R 0.511 MeV/c2 −1 1
2

0 −2

muon
µ−L 106 MeV/c2 −1 1

2
−1

2
−1

µ−R 106 MeV/c2 −1 1
2

0 −2

tau
τ−L 1777 MeV/c2 −1 1

2
−1

2
−1

τ−R 1777 MeV/c2 −1 1
2

0 −2

electron neutrino (νe)L < 2 eV/c2 0 1
2

1
2
−1

muon neutrino (νµ)L < 2 eV/c2 0 1
2

1
2
−1

tau neutrino (ντ )L < 2 eV/c2 0 1
2

1
2
−1

up quark
uL 1.7–3.3 MeV/c2 2

3
1
2

1
2

1
3

uR 1.7–3.3 MeV/c2 2
3

1
2

0 4
3

down quark
dL 4.1–5.8 MeV/c2 −1

3
1
2

−1
2

1
3

dR 4.1–5.8 MeV/c2 −1
3

1
2

0 4
3

charm quark
cL 1.27 GeV/c2 2

3
1
2

1
2

1
3

cR 1.27 GeV/c2 2
3

1
2

0 4
3

strange quark
sL 101 MeV/c2 −1

3
1
2

−1
2

1
3

sR 101 MeV/c2 −1
3

1
2

−1
2

1
3

top quark
tL 172 GeV/c2 2

3
1
2

1
2

1
3

tR 172 GeV/c2 2
3

1
2

0 4
3

bottom quark
bL 4.19 GeV/c2 −1

3
1
2

−1
2

1
3

bR 4.19 GeV/c2 −1
3

1
2

0 4
3
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Table 1.2: The force-mediating particles and their attributes [8]. The charge is
expressed in units of the elementary charge (e).

Name Symbol Mass Charge Spin Force

Photon γ 0 0 1 electromagnetic

W Boson
W+ 80.4 GeV/c2 1 1 weak

W− 80.4 GeV/c2 −1 1 weak

Z Boson Z 91.2 GeV/c2 0 1 weak

Gluon

g1 0 0 1 strong

g2 0 0 1 strong

g3 0 0 1 strong

g4 0 0 1 strong

g5 0 0 1 strong

g6 0 0 1 strong

g7 0 0 1 strong

g8 0 0 1 strong

1.1 Today’s Standard Model of Physics

The standard model of particle physics attempts to explain the behavior of

the most fundamental particles in nature and how they interact with each other.

Over the past two centuries, we have discovered what we today believe to be the

most fundamental building blocks of nature. Figure 1.1 shows a summary of these

particles in table form.

The matter particles consist of leptons, neutrinos, and quarks. For each of the

three types of leptons, the electron (e−), the muon (µ−) and the tau (τ−), there is a

corresponding neutrino, the electron neutrino (νe), the muon neutrino (νµ) and the

tau neutrino (ντ ). The six quarks include the up (u), down (d), charm (c), strange

(s), top (t), and bottom (b) quarks. These particles are only half of the fundamental

particles because we must also consider the antiparticles. The antimatter particles

are the positron (e+), the antimuon (µ+), the antitau (τ+), the electron antineutrino

(ν̄e), the muon antineutrino (ν̄µ), the tau antineutrino (ν̄τ ), and the six antiquarks:
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Figure 1.1: The table of fundamental particles.

antiup (ū), antidown (d̄), anticharm (c̄), antistrange (s̄), antitop (t̄), and antibottom

(b̄). In order to get the quantum numbers of the antiparticles, one reverses all of

the additive quantum numbers, such as charge (q), handedness, weak isospin (I3),

and hypercharge (Y ) [7]. One should also note that all matter particles have spin 1
2

and are therefore fermions. In the next section we will see that this means that all

matter particles can be represented by Dirac spinors, which are the wave functions

of the Dirac equation.

A theory of fundamental particles must also provide a way for the matter

particles to interact with each other. There are three forces that the standard model

can describe in a unified way: the electromagnetic, the weak, and the strong force.

Each one of those forces is mediated by one or more particles. When we describe

a particle we need to know all of its properties before we can predict its behavior.

In quantum mechanics and quantum field theory these properties are encoded as

quantum numbers, like the charge or spin. Some of these quantum numbers are

4



closely related to a force and how much that force acts on the particle, so if one of

these quantum numbers happens to be zero then the particle is “invisible” to that

force.

This becomes clearer by talking about each force more concretely. The most

familiar force is the electromagnetic force because it does not only act in the quantum

world, but is also a macroscopic phenomenon. The electromagnetic force is mediated

by the photon (γ) and is related to the charge (q) of the particle. For example,

when two charged particles come close to each other, they exchange virtual photons,

which transmit the electromagnetic force between them. On the other hand, the

electromagnetic force does not act on a neutrino with zero charge. The next force

is the weak force, which is mediated by three particles: the W+, the W−, and the

Z0, and it is related to a particle’s weak isospin (I3). It turns out that only the

left-handed fundamental particles carry non-zero isospins. Finally, the strong force

is mediated by eight gluons (g1, g2, g3, g4, g5, g6, g7, and g8) and is related to the

combination of three quantum numbers, redness (R), greenness (G), and blueness

(B), which each can take on a value of +1 for quarks and −1 for antiquarks. Of

course, 0 is also allowed. All of these twelve force-mediating particles have spin 1

and are therefore bosons.

The above described standard model of particle physics has been immensely

successful in its predictive power and has been tested to many orders of magnitude.

Let us now look in more detail at the formalism that is used for standard model

calculations, known as quantum field theory.

1.2 Quantum Field Theory

The laws of quantum mechanics cannot be derived from classical principles;

they can at most be made plausible. We have to use non-classical ideas such as

Planck’s energy quantization, de Broglie’s wave-particle duality, and especially the
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concept of representing physical quantities with operators. When we combine the

concepts of quantum mechanics and special relativity, we get two types of wave

equations: the Klein-Gordon equation for spin-0 particles and the Dirac equation

for spin-1
2

particles. The latter is used to describe all of the fundamental matter

particles. Both wave equations reduce to the Schrödinger equation in the non-

relativistic limit [7].

We will assume the fundamental principles of quantum field theory (QFT). The

following sections are based on the excellent explanations of P. Schmüser’s Feynman-

Graphen und Eichtheorien für Experimentalphysiker (Feynman Graphs and Gauge

Theories for Experimental Physicists), which contains more detail than is given here.

Let us start by listing our assumptions and the necessary fundamental concepts from

QFT:

(1) It is conventional to set the speed of light and the Planck constant to unity,

so c = 1 and ~ = 1.

(2) We will work in four space-time dimensions with the following metric:

gµν =



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1


(1.1)

(3) We will follow the Einstein summation convention in which two common

indices are contracted and summed over. For example:

φµφ
µ =

3∑
µ=0

φµφ
µ = φ0φ

0 + φ1φ
1 + φ2φ

2 + φ3φ
3 (1.2)
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(4) The four γ matrices are given by:

γ0 =



1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1


γ1 =



0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0



γ2 =



0 0 0 −i

0 0 i 0

0 i 0 0

−i 0 0 0


γ3 =



0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0



(1.3)

(5) The Dirac field equation is given by:

(iγµ∂µ −m)ψ(x) = 0 (1.4)

where x is the position of the particle, m is the mass of the particle, ψ(x)

is the field of the particle in the form of a Dirac spinor (i.e. a 4-component

column vector), and γµ are the four γ matrices shown above. Note that γµ∂µ

is not a dot product, but instead shorthand for γ0∂0 + γ1∂1 + γ2∂2 + γ3∂3.

(6) In QFT, fields create and annihilate particles. For example, when a field is

operated on the vacuum, it gives rise to particles.

(7) Consider a field φ. If the Lagrangian density contains a squared term in

φ then this field describes a massive particle with mass proportional to the

coefficient. This is because a squared field term describes the coupling of that

field to itself, and its coefficient gives the strength of that coupling, which

is related to its mass. For example, the following Lagrangian describes a

massive field φ with particle mass m:

L = ...+
1

2
m2φνφ

ν + ... (1.5)
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1.3 Gauge Symmetries

Gauge symmetries can be best understood through a few concrete examples.

First, let us remember the gauge invariance of the electromagnetic theory. We can

construct the electric field (E) and magnetic field (B) using the electric potential (φ)

and the magnetic vector potential (A). Recall that the bold-faced symbols imply

3-vectors, so let us form the electromagnetic potential as a 4-vector as follows:

Aµ = (φ,A) (1.6)

We can calculate the electric and magnetic fields from Aµ. If we transform the

potentials with a scalar function (χ) of the coordinates in the following way:

Aµ → A′µ = Aµ − ∂µχ (1.7)

the electric and magnetic fields are left invariant. This is an example of a gauge

transformation: a transformation of the potential that leaves the fields, and therefore

the physics, of the problem unaltered. We will now look at a gauge transformation

in quantum field theory. Let us consider the Dirac equation of a free particle with

charge q:

(iγµ∂µ −m)ψ(x) = 0 (1.8)

and perform a local phase transformation of the field using the phase function

qχ(x) = qχ(t,x):

ψ′(x) = eiqχ(x)ψ(x) (1.9)

We will now determine the form of ψ′(x) by operating with (iγµ∂µ − m) on both

sides of Eq. (1.9):

(iγµ∂µ −m)ψ′(x) = (iγµ∂µ −m)eiqχ(x)ψ(x)

= eiqχ(x)(iγµ∂µ −m)ψ(x)− qγµ(∂µχ(x))ψ′(x)

= 0− qγµ(∂µχ(x))ψ′(x)

= qγµA′µψ
′(x) (1.10)
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where we defined A′µ = −∂µχ(x). The first term is zero because ψ(x) is a solution

of the Dirac equation (see Eq. (1.8)). We can now see that the locally phase-

transformed Dirac equation is no longer a “free” Dirac equation of a particle in a

vacuum, but instead a Dirac equation with electromagnetic field. Thus a local phase

transformation does not keep the Dirac equation invariant. However, if in addition

to the local phase transformation a transformation of the field is performed, the

Dirac equation becomes invariant. We therefore have the gauge transformation:

ψ′(x) = eiqχ(x)ψ(x) (1.11)

A′µ(x) = Aµ(x)− ∂µχ(x) (1.12)

The coupling between the wave function of the charged particle and the external

field can be realized by substituting the covariant derivative Dµ = ∂µ + iqAµ into

the Dirac equation:

(iγµDµ −m)ψ(x) = 0 ⇒ (iγµ∂µ −m)ψ(x) = qγµAµψ(x) (1.13)

We may apply other transformations to Dirac spinors, which result in vector fields

that couple to these spinors. Local transformations of the weak isospin and the weak

hypercharge lead to the existence of W and Z boson fields, and local transformations

of the quarks’ color lead to the existence of gluon fields. The quanta of these fields

are known as “gauge bosons,” and were previously referred to as force-mediating

particles.

Let us now turn to the masses of the gauge bosons. The gauge invariance of

the electromagnetic field is related to the fact that the photons do not have mass.

Let us consider the electromagnetic wave equation:

�Aν − ∂ν∂µAµ = jν (1.14)

where � = ∇2 − ∂2

∂t2
and jν is the 4-current. This equation is invariant under gauge

transformations of the form shown in Eq. (1.7). This gauge transformation does not
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work for massive vector bosons because of the mass term in the wave equation:

(� +M2)W ν − ∂ν∂µW µ = jν (1.15)

This implies that there is no gauge invariance for massive vector particles [7].

1.4 The Higgs Mechanism

Invariance of the Dirac equation under local phase transformations of the wave

function requires the existence of an external field to which the charged particles

couple. The quanta of such fields, which are known as gauge bosons, must have

zero mass for the gauge invariance to hold. These were the implications of the

previous section, so it would seem senseless to apply such ideas to the weak force

due to its very heavy gauge bosons (see Table 1.2). However, if we assume that the

weak interactions themselves have infinite extent, but are shielded by a background

field, then we could formulate a gauge invariant theory of the weak force. In other

words, we assume that the vector bosons are actually massless and then formulate

a gauge-invariant theory based on that assumption. The vector bosons then gain

mass through the background field, which is known as the Higgs field.

As a final QFT exercise, let us investigate how the Higgs field is able to endow

the W and Z bosons with mass, but keep the photon massless at the same time. We

recall from classical mechanics that the Lagrangian is formed in the following way:

L = T − V (1.16)

where T is the kinetic energy of the particle and V is its potential energy. The

Lagrangian density in QFT is formed in a similar way with a kinetic and potential

term, but instead of being a function of the coordinates directly, it is a function of

the fields. Also recall Eq. (1.5), which gives the form of a field’s mass term.

The following derivation comes from P. Schmüser’s book. The simplest Higgs

structure that will give the W and Z bosons mass is to use a Higgs doublet consisting

10



of two complex scalar fields:

Φ =

(
φ+

φ0

)
(1.17)

The Higgs potential is chosen such that the amplitude of the Higgs field is non-zero

at its minimum potential energy or equivalently in the vacuum. The Higgs potential

is therefore chosen to be:

V (Φ†,Φ) = −µ2Φ†Φ + λ2(Φ†Φ)2 (1.18)

where µ and λ are arbitrary constants. We assume that only the neutral Higgs field

has a vacuum expectation value while the charged part vanishes. The charged part

must vanish; otherwise, the photon will acquire a mass, as we will see later. Also

note that the vacuum expectation value of a field is at its minimum potential energy.

Based on all of our assumptions, the vacuum expectation value of the Higgs field

can be written as:

〈Φ0〉 =
1√
2

(
0

v

)
(1.19)

where v is a real value on the minimum contour of the Higgs potential.

The Lagrangian density of the above Higgs potential is given by:

LHiggs = (∂µΦ)†(∂µΦ)− V (Φ†,Φ) (1.20)

and that of the electroweak gauge fields is:

LElectroweak = −1

4
F i
µνF

iµν − 1

4
fµνf

µν (1.21)

where F and f are the electroweak field tensors, which are defined in terms of the

four electroweak gauge fields (three SU(2) fields W = (W 1,W 2,W 3) and one U(1)

field B) as follows:

F i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν (1.22)

fµν = ∂µBν − ∂νBµ (1.23)

11



In order to ensure the coupling between the Higgs field and the electroweak gauge

boson fields, we need to subsitute the derivative in Eq. (1.20) with the electroweak

covariant derivative, which is defined as:

Dµ = ∂µ + i
g

2
τ ·Wµ − ig

′

2
Bµ (1.24)

where g is the coupling to the weak isospin, g′ is the coupling to the weak hy-

percharge, and τ = (τ1, τ2, τ3) are the three Pauli matrices. The total Lagrangian

density then becomes:

L = LHiggs + LElectroweak

= (DµΦ)†(DµΦ) + µ2(Φ†Φ)− λ2(Φ†Φ)2 − 1

4
F i
µνF

iµν − 1

4
fµνf

µν (1.25)

With the Lagrangian density in hand, let us now observe how it behaves close to the

Higgs field’s vacuum expectation value by perturbing Eq. (1.19) along the real axis

with a small real function η(x):

Φ(x) =
1√
2

(
0

v + η(x)

)
(1.26)

The reason that we do not perturb along the imaginary axis is subtle, but in short it

is because such a perturbation will result in a massless Goldstone boson field. This

field can then be removed by the proper gauge transformation, so that it will not

show up in the final Lagrangian density. Let us now apply the covariant derivative

(Eq. (1.24)) to Φ(x):

DµΦ(x) =
1√
2

(
0

∂µη

)
+

ig

2
√

2

(
(W 1

µ − iW 2
µ)(v + η)

0

)
(1.27)

+
i

2
√

2

(
0

(g′Bµ − gW 3
µ)(v + η)

)
(1.28)
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We construct the first term in Eq. (1.25):

(DµΦ)†(DµΦ) =
1

2
(∂µη)(∂µη) +

g2(v + η)2

8
|W 1

µ − iW 2
µ |2

+
(v + η)2

8
|g′Bµ − gW 3

µ |2

≈ 1

2
(∂µη)(∂µη) +

g2v2

8
(|W (+)

µ |2 + |W (−)
µ |2)

+
v2

8
|g′Bµ − gW 3

µ |2 (1.29)

The second equation is based on ignoring terms of second and higher order in η.

The Lagrange density then becomes:

L =

[
1

2
(∂µη)(∂µη)− µ2η2

]
− 1

4
F i
µνF

iµν − 1

4
fµνf

µν

+
1

2

g2v2

4
(|W (+)

µ |2 + |W (−)
µ |2) +

1

2

v2

4
|g′Bµ − gW 3

µ |2 (1.30)

The W 3 and B fields mix together to form the electromagnetic field A and the Z

field of the weak force as follows:

Aµ = W 3
µ sin θW +Bµ cos θW (1.31)

Zµ = W 3
µ cos θW −Bµ sin θW (1.32)

where θW is the weak mixing angle, which is also known as the Weinberg angle. It

is related to the couplings g and g′ as follows:

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

(1.33)

The last term in Eq. (1.30) is of the form g′Bµ − gW 3
µ , which is parallel to the Z

field, so we can substitute one for the other. However, we note that there is no

additive B and W 3 component, so the Lagrangian contains no mass term for the

electromagnetic field.

The final Lagrange density with the Z substitution becomes:

L =

[
1

2
(∂µη)(∂µη)− µ2η2

]
− 1

4
F i
µνF

iµν − 1

4
fµνf

µν

+
1

2

g2v2

4
(|W (+)

µ |2 + |W (−)
µ |2) +

1

2

g2v2

4 cos2 θW
|Zµ|2 (1.34)
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Based on Eq. (1.5), we can now extract the masses from Eq. (1.34):

MHiggs =
√

2µ (1.35)

MW =
gv

2
(1.36)

MZ =
gv

2 cos θW
(1.37)

Mγ = 0 (1.38)

The last equation is based on the previous observation that there is no electromag-

netic field term in Eq. (1.34). A similar process can be used to generate masses for

the matter fermions. This is necessary because for the electroweak gauge invariance

to hold, the leptons must have the same masses as their partner neutrinos, which

are zero, so the leptons gain their masses through the Higgs mechanism. The strong

gauge invariance requires that all of the quarks have the same mass, which is not

the case according to experimental measurements (see Table 1.1), so we also must

use the Higgs mechanism to give them different masses [7].

1.5 The Higgs Boson

The previous sections have laid the theoretical foundation for why the Higgs

mechanism is essential to the standard model. In fact, P. Schmüser says in his

book that the standard model stands or falls with the Higgs mechanism [7]. Equa-

tion (1.35) gives the mass of the Higgs boson as a function of µ, which is one of the

arbitrary coefficients in the Higgs potential (see Eq. (1.18)). This means that there

is no prediction of the Higgs mass from the formalism, so it is necessary to scan

all possible masses for its existence. At the lower end of the mass spectrum, the

Large Electron Positron collider (LEP) has excluded the existence of a Higgs boson

below a Higgs mass of 114.4 GeV/c2 at the 95% confidence interval [1]. Figure 1.2

shows the LEP exclusion plot. The Tevatron collaborations (CDF and DØ) have
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Figure 1.2: The confidence level ratio CLs = CLs+b/CLb for the signal plus back-
ground hypothesis. The solid line indicates the observed data and the dashed line
indicates the median of the background expectations. The yellow band around the
expected median corresponds to the 68% probability band and the green band to the
95% probability band. The horizontal line indicates CLs = 0.05, so its intersection
with the observed curve defines the 95% confidence level lower bound on the mass
of the Standard Model Higgs boson [1].

also excluded a Higgs mass region from 158 to 175 GeV/c2 [2]. Figure 1.3 shows the

Tevatron exclusion plot.

While the theory does not provide a value for the Higgs mass, it provides indi-

rect ways to calculate probable Higgs mass windows based on radiative corrections,

which in turn are based on precision mass measurements of the W boson and top

quark. The theory currently favors a Higgs boson with a mass less than 185 GeV/c2.

Figure 1.4 shows the region in which the Higgs boson could exist.

Now that we know which Higgs masses are excluded and which ones are prob-

able, the question becomes how to search in the unknown mass regions. First, we

need to consider the production and decay modes of the Higgs boson. Figure 1.5

15



Figure 1.3: The latest combined search for the standard model Higgs boson com-
ing from the CDF and DØ collaborations. The teal shading shows the mass
ranges excluded by the Tevatron. The high mass exclusion region is 158 < mH <
175 GeV/c2 [2].

Figure 1.4: The allowed Higgs boson mass region. The orange Tevatron exclusion
band is also at a 95% confidence level.
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shows the cross sections of the Higgs production modes at the Tevatron for different

mass values. These are the different ways in which we can produce a Higgs boson

at the center of our detector. Figures 1.6 and 1.7 show the predicted decay modes

of the Higgs boson for different masses. The total cross section that we observe for

a given production and decay mode is the product of the production cross section

and the decay branching ratio. In the high mass region, CDF collaborators consider

gluon fusion (gg → H), the largest cross section production mode, together with

Higgs decay into two W bosons (H → WW ). This yields the largest number of

Higgs events for a Higgs mass above approximately 135 GeV/c2. Below that mass

value, the maximal number of Higgs events would be reached by considering direct

Higgs production through gluon fusion together with Higgs decay into a bottom

and antibottom pair. However, the problem with this search channel is that the

processes in which a quark/antiquark pair is produced are overwhelmingly numer-

ous, so the Higgs signal would be very difficult to separate out. For this reason,

we elect to search for Higgs production in association with a W boson (qq → WH)

instead of gluon fusion. That way, our event topology contains a lepton from the

decay of the W , which we can easily identify. This means that the decay topology

for associated Higgs production together with Higgs decay to a bottom/antibottom

quark pair consists of a lepton and neutrino from the W decay and the bottom and

antibottom quark from the Higgs decay.

The Feynman diagram for this decay mode is shown in Fig. 1.8. Table 1.3

shows the cross sections and branching ratios that we use for this analysis.
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Figure 1.5: SM Higgs Production. This summary of standard model Higgs production
modes was provided by the Tev4LHC Higgs working group. Each line shows the
expected cross section for each Higgs production mode as a function of its mass at
the Tevatron [3].

Table 1.3: Higgs production cross sections and branching ratios of the WH process
[4, 9].

Higgs Mass (GeV/c2)
Cross Section (fb) WH Branching Ratio (%)

σ(pp̄→ W±H) BR(H → bb̄)

100 291.9 80.33

105 248.4 78.57

110 212.0 75.90

115 181.9 71.95

120 156.4 66.49

125 135.1 59.48

130 116.9 51.18

135 101.5 42.15

140 88.3 33.04

145 77.0 24.45

150 67.3 16.71
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Figure 1.6: The branching ratios of the Higgs boson as a function of its mass (MH)
in the region 50 < mH < 1000 GeV/c2. Each line corresponds to a predicted
decay mode of the Higgs boson. Note that the sum of all decay modes is unity.
The numbers in the above plot were generated with HDECAY, which calculates
branching ratios of the standard model Higgs boson based on the current theoretical
knowledge [4].
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Figure 1.7: A magnified portion of Fig. 1.6 in the region of 100 < mH < 200 GeV/c2.
It focuses on the branching ratios with wich we are concerned.

Figure 1.8: The Feynman diagram for associated Higgs production with a W boson
(WH).
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CHAPTER TWO

The Experiment

2.1 Introduction

In this chapter we describe the physical process by which experimentally sig-

nificant events are produced and detected. We first explain how protons (p) and

antiprotons (p̄) are produced and accelerated at Fermilab. Once they reach an en-

ergy of 980 GeV, these particles are made to collide in our detector, the Collider

Detector at Fermilab (CDF). CDF is a multi-purpose detector designed to detect the

momentum, charge, energy, and many other kinematic properties of particles created

in pp̄ collisions. We describe the components of the detector and how they allow us

to measure the properties of highly energetic particles. At the end of the chapter, we

describe one of the CDF components in detail, the eXtremely Fast Tracker (XFT),

and its monitoring software, which I designed.

2.2 Fermilab and the Tevatron

Fermilab was originally commissioned in 1967 by the United States Atomic En-

ergy Commission under President Lyndon B. Johnson [12]. It is located in Batavia,

Illinois and houses one of the world’s most energetic particle colliders, the Tevatron,

which has a 1 km radius. Figure 2.1 shows an aerial view of the laboratory with

superimposed red lines indicating the accelerator complex. There are two significant

run periods of the Tevatron, the first one is from 1992 to 1996, known as Run I,

and the second one started after a short upgrade period in 2001, which is known as

Run II.

The Tevatron is the final accelerator in a chain of accelerators that brings

protons from rest to 980 GeV. Table 2.1 summarizes the final energies of each of the
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Figure 2.1: An aerial view of Fermilab with the accelerator complex highlighted in
red.

accelerators. The following information regarding these accelerators can be found

in greater detail in the Fermilab Operation Department’s rookie books [13, 14].

Figure 2.2 shows all of the individual components of Fermilab’s accelerator chain.

Table 2.1: The energy to which the protons are accelerated in each accelerator.

Accelerator Energy (MeV)

Cockcroft-Walton 0.75

Linac 400

Booster 8,000

Main Injector 150,000

Tevatron 980,000

At the beginning of this chain, a hydrogen gas bottle is introduced into the

Cockcroft-Walton generator where the hydrogen atoms are enriched with additional

electrons to form H− ions. The generator dome is held at a negative potential of

750 keV with respect to the Linac or linear accelerator entrance, which is grounded.

Therefore, when the H− ions enter the Linac, they are traveling with an energy of

750 keV.
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The Linac then accelerates the H− ions to 400 MeV using a series of radio

frequency (RF) cavities. Such cavities are used in all of the subsequent accelerators

to accelerate the protons. An RF cavity contains an electromagnetic standing wave

synchronized with the movement of the protons in such a way that the electric field

is aligned in the direction of the proton’s momentum when it passes through the

cavity. The proton experiences a force of qE in the cavity, so its acceleration will

be qE
m

, where E is the magnitude of the electric field and q and m are the proton’s

charge and mass, respectively.

The next stage of acceleration is the Booster ring, which passes the 400 MeV

H− ions from the Linac through a stripping foil. This removes the electrons from

most of the H− ions resulting in H+ ions, which are simply protons [14]. The particles

pass through a magnetic field, which only allows protons to enter the Booster ring.

The Booster ring then accelerates the protons to 8 GeV by repeatedly passing them

through several RF cavities. Dipole magnets keep the protons in this ring and all of

the following rings by bending their paths.

The protons’ next destination is the Main Injector ring, which has several

functions, including facilitating antiproton production and accelerating protons and

antiprotons. To produce antiprotons, the Main Injector feeds protons into the an-

tiproton source where they collide with a nickel alloy. The antiprotons produced in

this collision are collected in the Accumulator and sent to the Recycler ring, located

along the ceiling of the Main Injector ring tunnel, which moves the antiprotons in

the opposite direction from the protons in the Main Injector ring.

When the recycler is loaded with antiprotons and the Main Injector is loaded

with protons, the loading of the Tevatron can begin. First, the protons are ac-

celerated from 8 GeV to 150 GeV and then transferred into the Tevatron. Then,

antiprotons are transferred from the Recycler and the Accumulator into the Main

Injector, accelerated from 8 GeV to 150 GeV and then transferred into the Tevatron

23



moving in the opposite direction as the protons. The Tevatron accepts the protons

and antiprotons from the Main Injector, which counter-circulate in three trains of 12

bunches each, yielding a total of 36 proton bunches and 36 antiproton bunches. The

Tevatron is a circular synchrotron accelerator with eight RF accelerating cavities.

It accelerates both protons and antiprotons from 150 GeV to their final energy of

980 GeV. The Tevatron uses superconducting magnets, which must be maintained

at a temperature of approximately 4 K to stay superconducting, in order to bend

the high energy beam. With the aid of these magnets, the protons and antiprotons

are made to collide every 396 ns at two locations on the Tevatron ring, at CDF

and at DØ (another detector on the Tevatron), with a center of mass energy of

√
s = 1.96 TeV. The particle intensity in the CDF detector ranges between 1031

and 1033 particles
cm2 s

. This can be converted into more convenient units of barn (b) per

second, where 1 b is defined as 10−28 m2, so that our instantaneous collision intensity

is between 1 and 100 particles
µb s

. The instantaneous collision intensity is also known as

the instantaneous luminosity (L), which can be integrated to yield the luminosity

acquired over time:

L =

∫
Ldt (2.1)

High energy physicists often quantify the collected amount of data in a detector by

its integrated luminosity. Fig. 2.3 shows the luminosity delivered by the Tevatron as

a function of time, from which it can be seen that the 10 fb-1 milestone was attained

only very recently.

2.3 The Detector

In this section we describe the relevant components of the CDF II detector.

First, we introduce the coordinate system that we use inside the detector. Then,

we introduce each component starting closest to the beam pipe and working our

way outwards. The system closest to the beam pipe and pp̄ interaction point is the
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Figure 2.2: Fermilab’s Accelerator Chain. Table 2.1 shows the energies of each
accelerator. The dark arrows indicate the direction of the protons and the light
arrows the direction of the antiprotons. The green arrows in the Recycler correspond
to the direction of the antiprotons.

Figure 2.3: The weekly and total integrated luminosity delivered by the Tevatron for
each week since the start of Run II [5].
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silicon tracking detector, which is surrounded by the central outer tracker. These two

systems are embedded in a 1.4 T solenoid magnet, which bends the paths of charged

particles. Outside the magnet, we find the calorimeters, the electromagnetic and

hadronic calorimeters, and the inner muon system. All of these systems are encased

in heavy steel, which is designed to absorb most particles. The outside of the detector

is lined with another muon system. Figure 2.4 is a photograph taken from the side

of the detector while the silicon tracking system is being inserted. The descriptions

are based on the CDF II detector technical design report [15]. The original CDF I

detector design, which was used during Run I, is detailed in [16].

Figure 2.4: A photograph of CDF from the side as the silicon tracker is being inserted.
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2.3.1 The Coordinate System

We use the coordinate system to describe the location and movement of parti-

cles in our detector. The CDF II detector geometry is described using a cylindrical

coordinate system. The z-axis follows the proton direction, and the polar angle θ is

usually expressed through the pseudorapidity η. The definition of pseudorapidity is

based on the standard definition of rapidity:

y =
1

2
ln

(
E + pz
E − pz

)
(2.2)

by replacing the energy by the magnitude of the momentum three-vector (p):

η =
1

2
ln

(
p+ pz
p− pz

)
= − ln

(
tan

θ

2

)
(2.3)

The advantage of using the pseudorapidity instead of the angle θ is that ∆η is Lorentz

invariant with respect to boosts in the z direction for massless particles, while ∆θ is

not. This is very important for us because the center of mass frame of a pp̄ collision

is different with respect to the lab frame in the z direction from collision to collision.

The tradeoff in using the pseudorapidity instead of the rapidity is that changes in

it are not Lorentz invariant for massive particles. However, since the mass of most

particles is much smaller than the energies inside of our detector, the pseudorapidity

is a good approximation. The detector is approximately symmetric about η = 0

and in the azimuthal angle φ. The transverse energy is defined as ET = E sin θ,

and the transverse momentum as pT = p sin θ. Figure 2.5 shows a schematic view of

the CDF II detector indicating the beam pipe, which is the z-axis of our coordinate

system. We now describe the individual components of Fig. 2.5.

2.3.2 The Silicon Tracker

The silicon tracker is closest to the beam pipe and pp̄ interaction point; its

location is shown in Fig. 2.5. The silicon tracker consists of three cylindrical sub-
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Figure 2.5: A schematic view of the CDF II detector with a section removed to
reveal the tracking systems. The silicon tracker (Sec. 2.3.2) is shown in green and
is closest to the beam pipe. The COT (Sec. 2.3.3) is shown in light orange. The
solenoid magnet is shown in white. The electromagnetic calorimeters (Sec. 2.3.4.1)
are shown in red, and the hadronic calorimeters (Sec. 2.3.4.2) are shown in dark
blue. The muon systems (Sec. 2.3.5) are indicated in grey. The luminosity detector
(Sec. 2.3.6) is shown in magenta.
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systems, which are, in order from the center, Layer 00, the Silicon Vertex detector

(SVX II), and the Intermediate Silicon Layers (ISL) [6]. Figure 2.6 shows all three

systems from the end view.

Figure 2.6: The left image shows an end view of the entire silicon tracker. The right
image is a magnified portion of the center of the silicon tracker showing Layer 00
together with the first two layers of the SVX II detector [6].

As the name suggests, the silicon detector uses silicon chips for detection.

When an energetic charged particle traverses one of these chips, it ionizes the silicon,

which produces an electron and a positively charged ion, which is an electron/hole

pair in the semiconductor. The silicon chips are set up similarly to a diode with

a p-n junction across which we put a reverse potential, so there is no current flow.

However, when one of these electron/hole pairs is produced, a small current flows,

which we amplify and then read out as a signal. These chips are mounted on boards

which are then arranged in layers around the beam pipe as is shown in Fig. 2.6. The

silicon tracker provides the highest resolution tracking in our detector.
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2.3.3 Central Outer Tracker

Surrounding the silicon tracker is the Central Outer Tracker (COT), which

is shown in light orange in Fig. 2.5. The COT is a wire chamber consisting of 8

superlayers, each containing potential wire layers and 12 sense wire layers across

which a voltage is applied (see top right of Fig. 2.7). The entire chamber is im-

mersed in a gas which serves as the ionization medium. When an energetic charged

particle traverses the gas, it ionizes several gas molecules, forming electrons and pos-

itively charged ions, which drift to the closest wires and create a current through a

sense/field wire pair. We amplify that current and then read it out for each wire pair.

Detectors that use this technique are also known as drift chambers. The individual

wire positions are then used to reconstruct the tracks of the particles. The COT

has two types of wires, axial and stereo. The axial wires are parallel to the beam

axis (z-axis), and the stereo wires are tilted relative to the beam axis, so we can

derive three-dimensional information from the combination of both types of wires.

Figure 2.7 shows the organization of the wires into eight superlayers, four containing

axial wires and four containing stereo wires.

The particle tracks provide the trajectory of each particle as it traverses our

detector. Since the COT and silicon detector are immersed in a 1.4 T magnetic field,

we can calculate a particle’s momentum based on the curvature of its trajectory.

2.3.4 Calorimeters

At CDF, we use two different kinds of calorimeters to determine the energy

of particles. We make use of different particles’ penetration depths into lead and

steel to differentiate them. All of our calorimeters employ a design of alternating

scintillator and absorber plates. The idea is that the particles lose energy as they

interact with the absorber material, so the more energetic a particle is the more

layers it traverses before it is completely absorbed. The scintillating material gives
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Figure 2.7: A picture of the inside of the COT showing the wires (top left), a
schematic of the wire arrangement inside three cells of one superlayer (top right),
and a schematic end view of a section of the COT (bottom). The bottom schematic
shows how the wires are organized into superlayers. The number of cells for each su-
perlayer is indicated, as well as what kind of wires are contained in each superlayer,
axial (A) or stereo (S). A cell corresponds to 12 sense wires, which are arranged in
the way shown in the schematic on the top right. The central radii of all superlayers
in the bottom schematic are indicated in units of cm.
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off light when an ionizing particle traverses it, so the more scintillating layers are

traversed by a particle, the larger its energy. The light is read out by photomultiplier

tubes and translated into an electric signal. Each calorimeter is organized into

wedges. The central wedges are 15 degrees in azimuth by approximately 0.1 in

pseudorapidity. Each wedge is read out by two photomultiplier tubes. The two types

of calorimeters in our detector are the electromagnetic and the hadronic calorimeters.

A very detailed description of both types of calorimeters can be found in [17].

2.3.4.1. Electromagnetic Calorimeters The electromagnetic calorimeter uses

lead as the absorbing material and is calibrated to identify electrons and photons.

In this analysis we use two electromagnetic calorimeters to identify electrons, the

central electromagnetic calorimeter (CEM) and the plug electromagnetic calorimeter

(PEM). Table 2.2 gives the η ranges of these two calorimeters. In Fig. 2.5, the

electromagnetic calorimeters are indicated in red.

Table 2.2: η ranges for the two electromagnetic calorimeters. These ranges also
define the central and plug regions of the detector.

Electromagnetic Calorimeter Range

CEM 0.0 < |η| < 1.1

PEM 1.1 < |η| < 3.6

The electromagnetic calorimeters contain two additional detectors, the prera-

diator and the electromagnetic shower chamber. They exist in the central and plug

region under the following names: central and plug preradiator (CPR and PPR) and

central and plug electromagnetic shower system (CES and PES). The preradiator is

used to discriminate electrons from photons. The electromagnetic shower system is

mounted at the maximum shower depth of electromagnetic showers and allows us

to measure the shower profile.
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2.3.4.2. Hadronic Calorimeters The hadronic calorimeters use steel as the

absorber material and are calibrated to detect hadronic particles. In this analysis, we

use these calorimeters to identify energies of quark fragmentation and hadronization.

These particles have a larger penetration depth than electromagnetic showers, so we

can use the hadronic calorimeters to differentiate them. In this analysis, we make

use of three hadronic calorimeters, the central (CHA), wall (WHA), and plug (PHA)

hadronic calorimeters. They are indicated in blue in Fig. 2.5. Table 2.3 gives the η

ranges of the hadronic calorimeters.

Table 2.3: η ranges for the hadronic calorimeters.

Hadronic Calorimeter Range

CHA 0.0 < |η| < 0.9

WHA 0.8 < |η| < 1.2

PHA 1.2 < |η| < 3.6

2.3.5 Muon System

The muon system is used to identify muons based on the idea that most non-

muon particles are absorbed by other detector components or the steel absorber

before they reach the muon system. The muon system consists of small individ-

ual drift chambers, each working on the same principle as the COT. When these

chambers detect a particle, we call it a muon stub. The muon stubs are then used

together with the particle’s track to identify a muon.

The three muon systems that we use in this analysis are shown in Fig. 2.5 and

are known as the central muon system (CMU), the central muon upgrade (CMP),

and the central muon extension (CMX). The CMU is mounted outside of the central

calorimeters, the CMP is mounted outside of the steel absorber, and the CMX is

mounted behind the wall hadronic calorimeter. The η ranges for all three systems
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are shown in Table 2.4. Since the CMU and CMP systems cover the same η range,

we designate them together as one system called CMUP.

Table 2.4: η ranges for the three muon systems.

Muon System Range

CMU 0.0 < |η| < 0.6

CMP 0.0 < |η| < 0.6

CMX 0.6 < |η| < 1.0

2.3.6 Luminosity Detector

To measure instantaneous luminosity, we use two gaseous Cherenkov counters

located between the plug system and the beam pipe at very shallow angles to the

beam pipe. One counter is mounted in the proton direction, and the other one in

the antiproton direction. One counter is revealed in Fig 2.5 and shown in magenta.

This detector is known as the Cherenkov luminosity counter (CLC). It measures the

average number of inelastic pp̄ interactions per bunch crossing (µ), which can be

related to instantaneous luminosity (L) in the following way:

µ · fBC = σin · L (2.4)

where fBC is the rate of bunch crossings and σin is the cross section of inelastic pp̄

interactions. This cross section has been measured to be approximately 60 mb at a

center of mass energy of
√
s = 1.8 TeV [18]. We use the method outlined in [19] to

extrapolate that cross section to our center of mass energy of
√
s = 1.96 TeV. The

rate of bunch crossings, accounting for abort gaps, is 1.7 MHz, so we can determine

L directly from µ.
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2.4 Trigger System

With approximately 1.7 million events per second, it would be impossible to

store all of the detector output for every event on disk, so we implement a triggering

system that decides which events contain important physics information and are

therefore recorded on disk. At CDF, we use a three-level trigger system. The first

two levels use hardware on a partial subset of the data to decide which events to

keep and which ones to reject. The third level uses software to run over the entire

data set and make a final decision about whether or not to reject an event. This

system has been designed to minimize the amount of dead time due to the trigger

decision. Figure 2.8 shows a flow chart of the trigger system.

In order to get a feeling for the rate reduction of the trigger system, let us look

at the trigger rates for a data recording period, specifically run 303491. The global

level 1 accept rate was approximately 23 kHz, which corresponds to a rate reduction

factor of approximately 70. The level 2 accept rate was approximately 500 Hz,

which corresponds to a further rate reduction of approximately 50. Finally, the level

3 accept rate was approximately 100 Hz, which corresponds to a rate reduction of

approximately 5. In sum, the trigger system reduced the overall event rate by a

factor of approximately 17,000.

2.5 eXtremely Fast Tracker

In this section, we will take a detailed look at the XFT monitor that I designed

and which is currently in operation in the CDF control room [20]. The eXtremely

Fast Tracker (XFT) is part of the CDF trigger system. It reconstructs tracks in

the COT at level 1 and then sends the track information to the XTRP and level 2.

Since the XFT processes events at the beam crossing rate, it needs to take certain

shortcuts to reconstruct the tracks within the allotted time, which is much shorter

than the time that the offline system requires for detailed track reconstruction. The
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Figure 2.8: A schematic diagram showing the flow of the trigger decision. The very
top shows the detector elements, which are read out by the triggering hardware and
then processed to form a level one and level two decision. If the event is accepted
at level two, it is forwarded to the computing farms for the level three decision.
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XFT analyzes 1.8 million events per second, of which only about 140 are recorded

to disk. The purpose of the XFT monitor is to compare the XFT tracks with the

level 3 tracks in order to assure the proper function of the XFT trigger. A shift crew

member monitors the standard plots in the control room. Once a problem is spotted,

XFT experts can then consult the expert plots for a more detailed diagnosis.

2.5.1 Efficiency Definitions

The XFT monitor compares the information generated by the XFT to the

level 3 information and then plots the appropriate efficiencies. These efficiencies can

be used to monitor the function of each XFT component. The level 3 information

is read out of the Level 3 Summary Bank and has to pass our track quality cuts

(see Table 2.5). The XFT information comes from the TL2D, XFFD, and XSFD

banks [21]. The XFT works in three stages: it first digitizes the hits on the wires,

then constructs track segments from those hits, and finally constructs tracks from

the track segments. Each of these steps is performed by a different piece of hardware

within the XFT, so we monitor all three stages.

The XFT monitor uses the track parameterizations from [22] to calculate the φ

position of the level 3 track at the desired radius. It then uses the detector geometry

given in [23] to convert the φ position into the corresponding hit or segment position.

2.5.1.1. Hit Finding Efficiency The first stage is monitored with the hit

finding efficiency. The XFT monitor loops over the outer 84 wirelayers (7 superlayers

× 12 wirelayers/superlayer) and looks at each level 3 track. If a track comes within

0.4 cells of a wire, it increments the denominator. If the XFT finds a hit on that

same wire then the numerator is also incremented. The efficiency is simply the

numerator divided by the denominator.
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Table 2.5: The following table gives the default requirements for a level 3 track to
pass our quality requirements. Note that there are exceptions for the first two

requirements: the curvature histograms require pT > 1.5 GeV/c; the number of hits
per superlayer can be changed in the setup file when running the XFTMonitor.

Cut Requirements

pT > 2 GeV/c

at least 7 hits per superlayer in at least 7 superlayers

2 cm < |z0| < 60 cm

|z(r = 137 cm)| < 155 cm

track lies entirely within one half of COT

The cells corresponding to a level 3 track are calculated at each wirelayer. The

XFT hit information is read out of the XFFD bank for the axial superlayers (2, 4,

6, and 8) and out of the XSFD bank for the stereo superlayers (3, 5, and 7). Note

that the XFT only uses information from superlayers 2 through 8. Superlayer 1 is

not used because its closeness to the beam pipe causes the wire occupancy to be too

high to be useful for track reconstruction.

2.5.1.2. Segment Finding Efficiency The second stage is monitored with the

segment finding efficiency. The XFT monitor loops over the outer seven superlayers

and increments the denominator for each level 3 track. It then calculates the closest

segment to the track within the superlayer. Finally, it checks whether the XFT

recorded a segment in the same superlayer close to the level 3 segment. If the angular

separation between those two segments contains less than or equal to 2 segments

then the numerator is incremented. The efficiency is the numerator divided by the

denominator.

The segments corresponding to a level 3 track are calculated at the middle

of each superlayer. The XFT segment information is read out of the XFFD bank
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for the axial superlayers (2, 4, 6, and 8) and out of the XSFD bank for the stereo

superlayers (3, 5, and 7).

2.5.1.3. Track Finding Efficiency The last stage of the XFT is monitored

with the track finding efficiency, which is the fraction of level 3 tracks that can be

matched to an XFT track out of all level 3 tracks. The XFT monitor increments the

denominator for each level 3 track. It also increments the numerator if it can match

an XFT track to the same level 3 track. The efficiency is the numerator divided by

the denominator.

The track matching works as follows. The XFT monitor calculates the closest

segment to the level 3 track within each axial superlayer (2, 4, 6, and 8). It does the

same for the XFT tracks and then compares the XFT and level 3 segments for each

superlayer and then considers the maximum of those four distances for each XFT

track. The XFT track with the smallest maximum distance is considered the closest

track. If the segments of the closest XFT track and the level 3 track are within 5

segment distances of each other for all four axial superlayers, then the tracks match.

The segments corresponding to a level 3 track are calculated at the middle of each

superlayer. The XFT segments are calculated in the same way from the TL2D track

information.

2.5.2 Monitoring Plots

This section shows the histograms generated by the XFT monitor and discuss

the criteria for alarm. The histograms in this section were generated from stream A

data between run 254999 and 255090 and required the

TEST_EXPRESS_W_NOTRACK_ROLXFT trigger. The errors in the histograms are calcu-

lated using the Wilson Score Interval for one standard deviation.
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Table 2.6: The following shows the most inefficient wires. These are the wires that
have a hit efficiency of less than 1 with a confidence of 3 standard deviations. This

corresponds to the output of the XFT monitor.

Superlayer: 2 Cell: 147 Wire: 11 Phi: 4.81056 Efficiency: 0.0416667 Error: 0.0306995

Superlayer: 4 Cell: 100 Wire: 0 Phi: 2.18166 Efficiency: 0.109375 Error: 0.0537616

Superlayer: 7 Cell: 199 Wire: 4 Phi: 2.89434 Efficiency: 0.03125 Error: 0.03125

Superlayer: 7 Cell: 199 Wire: 5 Phi: 2.89434 Efficiency: 0.0357143 Error: 0.0357143

Superlayer: 7 Cell: 217 Wire: 0 Phi: 3.15614 Efficiency: 0.675 Error: 0.104346

Superlayer: 7 Cell: 237 Wire: 11 Phi: 3.44703 Efficiency: 0.59375 Error: 0.122634

Superlayer: 7 Cell: 246 Wire: 6 Phi: 3.57792 Efficiency: 0.09375 Error: 0.0679882

Superlayer: 7 Cell: 385 Wire: 0 Phi: 5.5996 Efficiency: 0.15625 Error: 0.0880193

Figures 2.9, 2.10, and 2.11 show the plots that are displayed in the control

room and monitored by a shift crew member. The background colors give a general

indication of the XFT’s state. When they are all green then everything is fine, or,

in other words, all the efficiencies are above the alarm threshold, which is indicated

by the dotted line. When a plot has a red background then the efficiencies dropped

below the alarm threshold and an expert should be notified. Finally, a blue back-

ground indicates that the statistics are insufficient to make a conclusive statement

on the XFT’s state.

Figure 2.9 shows the track finding efficiency and track occupancy, Fig. 2.10

shows the segment finding efficiency for each superlayer, and Fig. 2.11 shows the

worst hit finding efficiency per TDC for each superlayer. Fig. 2.10 shows a drop in

the segment finding efficiency for superlayer 7. This drop can also be observed in

Fig. 2.11 for the hit finding efficiency, which means that the drop is caused by some

broken wires (see Table 2.6).
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Figure 2.9: The top two plots show the track finding efficiency as a function of φSL6

for different pT cuts; high pT is left and low pT is right. φSL6 is the angle of the
level 3 track at the radius of the center of superlayer 6. The black line gives the
efficiency for the axial system only (superlayers 2, 4, 6, and 8) and the red line shows
the efficiencies for the entire system. The alarm thresholds, which are indicated by
the dotted lines, can be set individually for the black and red efficiencies. The axial
efficiency in the low pT plot (right) drops below the alarm threshold for two bins,
so the background changes to red in order to alarm the shift crew. The bottom two
plots show the XFT track occupancy for high pT (left) and low (right) pT . These
plots are included to make sure that there are no problems in any section of the
detector. If there were a problem in one part of the detector then the efficiency
would not change, but one would observe a drop in the track occupancy.
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Figure 2.10: The segment finding efficiency for each superlayer. The background of
the superlayer 7 plot turned red in order to alarm the shift crew because one of the
efficiency bins dropped below the alarm threshold, which is indicated by the dotted
line.
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Figure 2.11: The worst hit finding efficiency within each set of 96 wires for each
superlayer. The background of the superlayer 3, 4, and 7 plots turned red in order
to alarm the shift crew because one or more of the efficiency bins dropped below the
alarm threshold, which is indicated by the dotted line.
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CHAPTER THREE

Object Identification

3.1 Introduction

This chapter describes the event selection that we use to isolate Higgs pro-

duction in association with a W boson. As described in Chap. 1, the final state

considered in this analysis consists of a lepton and a neutrino from the W decay

and a bottom and antibottom quark pair (bb̄) from the Higgs decay. Section 3.2 will

describe how the decay products from the W boson are identified, and Sec. 3.3 will

describe how the decay products of the Higgs boson are identified.

3.2 W Decay

The W boson has two main decay modes: leptonic and hadronic. Leptons

are easier to identify in our detector than hadrons because they only consist of one

high-momentum track in the tracking chamber and an isolated energy deposit in

the electromagnetic calorimeter or muon system. Because the Higgs boson decay

provides two additional bunches of hadrons, it is difficult to look for an event with

four bunches of hadrons as opposed to an event with two hadron bunches and one

lepton. For this reason, we only consider the leptonic W decay mode in this analysis.

Other groups at CDF consider all hadronic decays. The leptonic decay mode consists

of a lepton and its corresponding neutrino.

The W boson, when it decays leptonically, decays into one of three possible

lepton/neutrino pairs: e−/νe, µ
−/νµ, or τ−/ντ . The first two leptons are easily

identified in our detector because the electron is stable and the muon has a relatively

long lifetime. However, the tau lepton has a very short lifetime, so it decays before

it traverses the detector. This means that in order to identify a tau lepton, its decay
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products, which usually manifest themselves as soft jets, have to be reconstructed.

There are other groups at CDF that specialize in tau reconstruction and who are

in fact working on a WH analysis with a tau-only final state. This analysis only

considers the electron and muon final states. In the next sections, we will explain

how we identify electrons and muons and describe all the kinematic variables used

for identification.

When we look at a data event in our detector, we do not know a priori what

particles have been produced. We only have the detector read-out, from which we

indirectly attempt to identify what particles are produced. The following sections

discuss how we use the detector read-out to identify different objects in an event.

This analysis uses two types of electrons: central and forward electrons. The

central electrons are detected with the use of the CEM (see Sec. 2.3.4.1), so we

refer to them as CEM electrons. The forward electrons are identified with the use

of the PEM (see Sec. 2.3.4.1) and have to be matched to a Phoenix track, so we

refer to them as PHX electrons. There are two types of muons that we use in this

analysis. The first type is identified by the CMUP (see Sec. 2.3.5), so we refer to

them as CMUP muons. The second type is identified with the use of the CMX (see

Sec. 2.3.5), so we refer to them as CMX muons.

Let us now consider each one of the four lepton types (CEM, PHX, CMUP,

CMX) and their identification individually.

3.2.1 CEM Electrons

The first step to identifying a CEM electron is to look for an isolated track

together with an energy deposit in the CEM. We use two types of selection variables,

kinematic and identification variables. Let us first consider the requirements on the

kinematic selection variables:
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• ET > 20.0 GeV

• ztrack0 < 60.0 cm

• Central Region (|η| < 1.1)

• Fiducial to CES

• Conversion rejection

• Isolation / ET < 0.1

• N(Axial Track Segments) ≥ 3

• N(Stereo Track Segments) ≥ 2

• ptrack
T >


10.0 GeV/c and E/p < 2 when ET < 100.0 GeV

50.0 GeV/c when ET ≥ 100.0 GeV

Let us look at each of the kinematic selection variables above and explain them in

detail. We will only use 3-vectors in the following discussions:

• ptrack
T : The magnitude of the track’s momentum vector of the electron pro-

jected into the transverse plane of the detector, the xy-plane (see Sec. 2.3.1):

ptrack
T = ptrack sin θ (3.1)

• E: The energy read out of the calorimeter in the direction of the track’s

momentum (ptrack).

• ET : The transverse energy, which is the calorimeter energy scaled by the

transverse component of the momentum (see Sec. 2.3.1):

ET = E

(
ptrack
T

ptrack

)
(3.2)

= E sin θ (3.3)

• E/p: The ratio of energy to momentum. This can be rewritten as follows:

E

p
=

√
p2 +m2

p
=

√
1 +

(
m

p

)2

(3.4)

We expect this ratio to be close to unity for a particle with a mass much

smaller than its momentum. This is the case for electrons since p is larger
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than 10.0 GeV/c and me− = 0.511 MeV/c2 (see Table 1.1). Since we are

working in natural units where c = 1, we omitted the extra factor of c in

the above equation, which is necessary for this ratio to be unitless.

• ztrack
0 : The z component of the track where it intersects the beam line.

• Conversion rejection: We reject electrons that likely came from a conversion

(γ → e−e+) [24].

• Isolation / ET : The energy deposited in the CEM within a cone of ∆R =

0.4 around the electron cluster, but not including the energy of the electron

cluster itself, divided by the electron ET .

• N(Track Segments): Each superlayer in the COT has one layer of segments,

which are reconstructed from at least five wire layers. This requirement

is equivalent to requiring a track to have been registered on at least N

superlayers with at least five hits in each superlayer. We make separate

requirements for stereo and axial superlayers.

Now that we have defined all of the kinematic selection variables, let us consider

the requirements on the identification variables. These variables help us distinguish

electrons from other particles:

• |∆ZCES| < 3.0 cm

• CES Strip χ2 < 10.0

• Lshr < 0.2

• −3.0 < q ·∆XCES < 1.5

• EHAD/EEM < 0.055 + 0.00045E

Let us now examine each of the identification selection variables:
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• ∆ZCES and ∆XCES: The difference in the distances between the CES cluster

position and its associated track extrapolated to that cluster in the z and

transverse direction, respectively.

• CES Strip χ2: Result from a χ2 fit of the measured shower profile to an

electron baseline shower profile acquired during test beam.

• Lshr: Lateral shower sharing variable. It is defined as follows:

Lshr =
0.14

∑
i(Mi − Pi)√

(0.14
√
EEM)2 +

∑
i(∆Pi)

2

(3.5)

where the sums are over the towers in the EM cluster adjacent to the seed

tower and in the same wedge as the seed tower. Mi is the measured energy

in an adjacent tower, Pi is the predicted energy deposit in the adjacent

tower, EEM is the total electromagnetic energy in the cluster, and ∆Pi is an

estimate of the uncertainty in Pi. This cut is effectively an energy isolation

cut [25].

• EHAD/EEM: The ratio of energy measured in the hadronic calorimeter di-

vided by the energy measured by the electromagnetic calorimeter. Electrons

deposit the majority of energy in the electromagnetic calorimeter, so this ra-

tio should be small for real electrons.

3.2.2 PHX Electrons

The identification of PHX electrons proceeds in a similar way as for CEM

electrons except that we are now interested in electron objects in the plug region.

The PHX electrons are reconstructed only using the tracking information from the

silicon system and not from the COT. Here are the kinematic requirements that we

place on PHX electrons:
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• ET > 20.0 GeV

• ztrack
0 < 60.0 cm

• Plug Region (1.2 < |η| < 2.0)

• N(Silicon Track Hits) ≥ 3

• EHAD/EEM < 0.05

• Isolation / ET < 0.1

• PEM 3x3 χ2 < 10.0

• 1.2 < ηPES,2D < 2.0

• ∆R(PES, PEM) < 3.0

•
PES 2D 5x9 U > 0.65

PES 2D 5x9 V > 0.65

when ET < 100.0 GeV

The following explains all of the PHX-specific variables that have not already been

mentioned in Sec. 3.2.1:

• N(Silicon Track Hits): The number of hits in the silicon tracker associated

with the track.

• PEM 3x3 χ2: Similar to CES Strip χ2 except in the plug region using 9

PEM towers.

• ηPES,2D: The pseudorapidity measured by the PES cluster best matched to

the track.

• ∆R(PES, PEM): The difference in R between the PES and PEM position

measurement.

• PES 2D 5x9 U and V: The energy ratio of the central 5 towers to all 9

towers.

3.2.3 CMUP Muons

A muon is identified by a stub in the muon system together with a track

pointing to that stub. We consider two types of muons corresponding to the two
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muon systems: CMUP and CMX. The following list gives the requirements that we

place on the identification of a CMUP muon. The additional muon variables are

described at the end of Sec. 3.2.4:

• pT > 20.0 GeV/c

• ztrack
0 < 60.0 cm

• N(Axial Track Segments) ≥ 3

• N(Stereo Track Segments) ≥ 2

• Fiducial to CMU

• Fiducial to CMP

• |∆XCMU| < 7.0 cm

• |∆XCMP| < 5.0 cm

• EHAD <


6.0 GeV when p ≤ 100.0 GeV/c

6.0 GeV + 0.0280(p− 100.0) GeV when p > 100.0 GeV/c

• EEM <


2.0 GeV when p ≤ 100.0 GeV/c

2.0 GeV + 0.0115(p− 100.0) GeV when p > 100.0 GeV/c

• |dtrack
0 | <


0.2 cm when N(Silicon Track Hits) = 0

0.02 cm when N(Silicon Track Hits) > 0

3.2.4 CMX Muons

The CMX identification requirements are very similar to the CMUP require-

ments except that we now put requirements on the CMX system instead of the

CMUP system. The following shows all of the CMX identification requirements:

• pT > 20.0 GeV

• ztrack
0 < 60.0 cm

• N(Axial Track Segments) ≥ 3

• N(Stereo Track Segments) ≥ 2

• Fiducial to CMX

• |∆XCMX| < 6.0 cm

• ρCOT > 140.0 cm
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• Exclude wedge 14W for runs in the range: 190697 ≤ run < 209760

• EHAD <


6.0 GeV when p ≤ 100.0 GeV/c

6.0 GeV + 0.0280(p− 100.0) GeV when p > 100.0 GeV/c

• EEM <


2.0 GeV when p ≤ 100.0 GeV/c

2.0 GeV + 0.0115(p− 100.0) GeV when p > 100.0 GeV/c

• |dtrack
0 | <


0.2 cm N(Silicon Track Hits) = 0

0.02 cm N(Silicon Track Hits) > 0

The CMUP and CMX specific variables, which have not already been mentioned in

Secs. 3.2.1 and 3.2.2 include:

• dtrack
0 : The distance of closest approach of the track to the beamline.

• ρCOT: The radial distance from the beam pipe at which the reconstructed

track crosses the end plane of the COT. This requirement ensures that the

muon is within the range of the CMX trigger.

3.2.5 Neutrinos

Neutrinos have no charge and very small masses, so they interact very weakly

with other matter, specifically with our detector. In fact, the probability that a

neutrino interacts with our detector is so low that we do not consider neutrino

detection at all and simply consider neutrinos to have escaped our detector. This

means that we can only infer their presence indirectly by an overall deficit in detector

energy. We therefore calculate a two-dimensional vector quantity known as the

missing transverse energy, denoted by 6ET and defined as follows:

6ET = −
∑
i

pT(i) (3.6)
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Table 3.1: This table gives the minimum required 6ET for each lepton category.

Lepton Type Minimum 6ET
CEM 20 GeV

PHX 25 GeV

CMUP 20 GeV

CMX 20 GeV

where pT is the transverse momentum vector and the sum is over all detected parti-

cles. We will often refer to the magnitude of the missing transverse energy momen-

tum vector by 6ET . Since the neutrino carries half the energy of the W boson, which

is at least half the rest mass of a W boson (mW = 80.4 GeV/c2), it should have an

energy larger than 40 GeV. The transverse missing energy (6ET ) is only a fraction

of the total energy, so we place a conservative 6ET requirement on events. Table 3.1

shows the 6ET requirement for the different lepton categories.

3.3 H Decay

In this analysis, we search for a Higgs boson that decays to a bottom quark and

an antibottom quark. When quarks are formed, they fragment into many particles

because the isolated colored quarks will pull other quarks out of the vacuum to

create more stable colorless hadrons. This creates a spray of particles, which we call

a jet. Section 3.3.1 will explain how jets are identified. Once the jets are identified,

we want to know which ones correspond to bottom quarks. According to the CKM

matrix entry Vtb, the bottom quarks should transition more than 99% of the time

to top quarks, but the mass of the top quark is so large that this transition is

energetically unfavorable. This means that the bottom quarks will hadronize into B

mesons before they decay to other quarks. Section 3.3.2 will explain how we identify

bottom quarks.
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3.3.1 Jets

When an isolated quark is generated in a collision, it will pull other quarks

out of the vacuum, using the color force to form colorless hadrons. These hadrons

will in turn decay as they travel through the detector. By the time all of the quark’s

decay products interact with our detector, they form a wide spray of particles, which

is collectively known as a jet. We use jets to deduce the presence of quarks in our

collisions. If there were only one quark in an event, this would amount to the

easy task of summing together the momentum vectors of all particles in an event.

Other particles are created from the underlying event and other interactions with

the detector. This means that we have to cluster together the particles that actually

came from the quark. There are many algorithms used for identifying jets.

Jet identification is a fascinating subject of study that brings theorists, phe-

nomenologists, and experimentalists together. To date, there is no agreement on the

best method of jet identification. The main difficulty with jet identification is that

we do not fully understand the theory behind quark hadronization, which makes it

difficult to simulate. For this reason, there are many algorithms that are used to

identify jets. In this analysis, we use the JetClu algorithm with a cone size of R =

0.4. In Sec. 6.4.2, we will use an additional clustering algorithm, the KT algorithm,

to better understand the three-jet sample.

After the JetClu algorithm clusters all of the jets, we apply the following

selection criteria to every jet to identify which ones to use for our analysis:

• Jet energy corrected ET > 20.0 GeV

• |ηdetector| < 2.0

In this analysis, we use level 5 corrected jets, which means that the jet energy is

corrected for all of the following effects:
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• Online/Offline Calibrations. Measured calibration factors are applied to the

following subsystems to readjust their energy scales: CEM, CHA, WHA,

PEM, PHA, and PPR.

• Eta Dependence. This correction makes the measured jet energies uniform

along η. It is applied to jets outside of 0.2 < |η| < 0.6 to make their energy

scale correspond to jets inside that region.

• Multiple Interactions. When there is more than one interaction in a pp̄

collision, the additional decay products contribute to the overall jet cluster

energy. This contribution is subtracted out in the average.

• Energy Non-Linearity. This corrects the jet energy for any energy measure-

ment non-lineartity of the calorimeters since the measured energy is always

less than the true energy, especially for particles with low transverse mo-

mentum.

We sort the set of jets in descending order by jet-corrected ET , so the first jet will

always be the jet with highest jet-corrected ET .

3.3.2 Bottom Quark Identification

We are given a set of jets in each event, and we now have to determine which

ones correspond to bottom quarks. We use so-called tagging algorithms to determine

which jets are likely to originate from a bottom quark. Specifically, we use three

tagging algorithms in this analysis: the Secondary Vertex Tagger, the Jet Probability

Tagger, and the Roma Neural Network Tagger. The following sections will explain

each tagger in more detail.

3.3.2.1. Secondary Vertex Tagger The Secondary Vertex Tagger exploits the

long lifetime of the b-hadrons. It reconstructs a secondary decay vertex displaced
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from the interaction point. When the vertex is displaced sufficiently, the tagger

tags the jet under consideration. The tagger provides three mutually exclusively

outcomes: no tag, negative tag, or positive tag. A tag is considered positive when

it is in line with the event kinematics and negative when it is on the opposite side

of the primary vertex [26].

3.3.2.2. Jet Probability Tagger The Jet Probability Tagger uses track impact

parameters to calculate the probability that a jet originated from the primary ver-

tex [27]. This probability is very low for long-lived jets, so we require a probability

less than 5% for a jet to be considered tagged.

3.3.2.3. Roma Neural Network Tagger This tagger uses an array of kinematic

variables to train several neural networks [28]. We then cut on a specific value of

the combined neural network output to use the tagger in a binary mode. There

are three operating points that we can use: tight, loose, and ultra-loose [10]. This

analysis uses the ultra-loose operating point to maximize the number of tagged jets,

so we require a Roma neural network output larger than 0.0.

3.3.2.4. Tagging Categories As mentioned before, we are considering the

Higgs decay to a bottom and an antibottom quark, which will yield two b-jets in our

detector, so we use different combinations of tagged jets for each event. First, we

must assign every jet one of the following tags:

(1) Secondary Vertex tag.

(2) Jet Probability tag, but no Secondary Vertex tag.

(3) Roma Neural Network tag, but no Jet Probability tag or Secondary Vertex

tag.
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(4) No tag.

We then combine the jet tags in each event to categorize the event. Every event falls

into one of the following five tagging categories:

• ≥2S: The event contains two or more jets with a Secondary Vertex tag.

• S+J: The event contains one jet with a Secondary Vertex tag and at least

one other jet with a Jet Probability tag.

• S+R: The event contains one jet with a Secondary Vertex tag and at least

one other jet with a Roma Neural Network tag.

• 1S: The event contains exactly one jet with a Secondary Vertex tag and the

other jets have no tags.

• none: The event does not contain a jet with a tag.
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CHAPTER FOUR

Event Selection and Categorization

4.1 Introduction

In this chapter we discuss how to select events that are likely WH signal events

from the data sample collected by the CDF detector. In the previous chapter, we

saw how the different kinematic objects in a given event are identified. We now use

these objects to find events with a WH decay signature, called WH events. The goal

is to reject as many non-WH events as possible while keeping all of the WH events.

At the end of this chapter, we describe how we separate the selected data sample

into mutually independent samples, which are called analysis channels.

4.2 Data Sample

In this analysis, we use the data collected by the CDF detector during Run II

from February 4, 2002 to June 19, 2010. When protons and antiprotons collide in

the detector, we record the triggered output, which is known as an event. The time

for which we continuously collect events is known as a run, which can be as short

as a few minutes or as long as an entire day. We organize run ranges into periods.

The data sample that corresponds to the dates at the beginning of this section starts

with period 0 and run 138425 and ends with period 30 and run 293800. We also split

the recorded data into data sets according to which triggers were fired (see Sec. 2.4).

For this analysis, we use the following three data sets: bhel (central electrons), bpel

(plug electrons), and bhmu (central muons).

4.3 Event Selection

This section explains each selection requirement in detail. We apply this event

selection not only to the data sample, but also to samples of simulated events from
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Monte Carlo (MC) programs (see Sec. 5.2), so we will note when the selection differs

for the data or MC sample.

4.3.1 Good Runs

When we collect data in our detector, it sometimes happens that a detector

component malfunctions, rendering part of the data useless. Instead of deleting

every event for which there is a problem, CDF compiles lists of runs that are con-

sidered good or useful for analysis. These lists are compiled for different detector

components. For data, we use the Top Group’s version 36 good run list, which con-

tains all of the runs with a functional silicon tracker, electron systems, and central

muon systems (CMU, CMP, and CMX) where the CMX is ignored for runs before

run 150145. For MC, we use the good run list that contains the runs with functional

silicon tracker and electron systems.

4.3.2 Good z0 Vertex

We only select MC events with a primary z vertex (z0) within 60.0 cm because

our detection efficiency decreases with z vertices further from the detector center

[29].

4.3.3 Triggers

As explained in Sec. 2.4, we reduce the amount of data collected by only

recording events that pass a set of predefined triggers. For this analysis, we require

data events to pass at least one of the following level 3 triggers. There is a different

set of triggers for each lepton type:

• CEM: We require ELECTRON_CENTRAL_18 for all runs.

• PHX: We require MET_PEM for all runs.

58



• CMUP: For runs before and including run 229763, we require

MUON_CMUP18 or MUON_CMUP18_L2_PT15. After run 229763, we only require

MUON_CMUP18.

• CMX: Table 4.1 shows the trigger requirements for the CMX muons.

The main triggers are explained in detail in Appendix A. We do not have a trigger

requirement for MC events because the detector simulation does not model the

triggers well.

Table 4.1: The trigger requirements for the CMX muons.

Run Range Required Triggers

run ≤ 200272
MUON_CMX18 or

MUON_CMX18_L2_PT15

200272 < run ≤ 226194
MUON_CMX18_L2_PT15 or

MUON_CMX18_L2_PT15_LUMI_200

226194 < run ≤ 257201

MUON_CMX18_&_JET10 or

MUON_CMX18_&_JET10_LUMI_270 or

MUON_CMX18_&_JET10_DPS

257201 < run MUON_CMX18

4.3.4 Number of Leptons

The event must contain exactly one lepton that passes all of the identification

requirements from Chap. 3. We also veto dilepton events, which are events that

contain two or more of any combination of the following leptons:

• Tight leptons: leptons that pass the requirements from Chap. 3.

• Non-isolated leptons: leptons that pass the requirements from Chap. 3 ex-

cept that the isolation / ET cut is reversed. In other words, we require the

lepton to have an isolation / ET of larger than 0.1.
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• Loose leptons: leptons that have looser requirements than the tight leptons.

We use the definition from the smry branch.

• Fake leptons: These leptons are used for the construction of the non-W

templates, which will be described in Secs. 5.4.1 through 5.4.3.

One of the purpose of the dilepton veto is to keep single-lepton analyses like this

one and many-lepton analyses mutually exclusive. In other words, this veto ensures

that we do not count events twice when the results of all analyses are combined. In

addition, the dilepton veto helps to eliminate events that come from top quark pair

production and events that contain a Z boson.

4.3.5 Z Veto

Since we are only interested in events that contain a W boson, we veto events

that likely contain a Z boson due to misidentification of one of the leptons from the

Z decay. This is achieved by rejecting events that contain a track, electromagnetic

cluster, or jet that together with the lepton form an invariant mass between 76 and

106 GeV/c2. This does not eliminate all of the Z events, but it keeps their number

very small (see Sec. 5.6).

4.3.6 Cosmic Veto

Highly energetic muons can be created in the upper atmosphere and then

penetrate our detector, so we veto any muon that comes from outside the detector.

This is achieved by excluding events that contain back-to-back muons with the same

impact parameter (dtrack
0 ). We do not apply this veto to MC events because cosmic

rays are not simulated in the CDF detector simulation.
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4.3.7 Same Interaction

In order to ensure that the lepton and jets originate from the same interaction,

we require that their initial z vertices are separated by less than 5.0 cm. This ensures

that we do not consider objects from separate decay processes in one event.

4.3.8 Duplicate Events

It sometimes occurs that the same event ends up in multiple data sets, so in

order to prevent double counting, we ensure that each event is only read once.

4.3.9 Heavy Flavor Filter

In Sec. 5.3.1, we will discuss the composition of the W + jets MC sample

generated with two MC generators. The second generator adds extra partons to

each sample, so sometimes an event that is only supposed to contain light-flavored

quarks can end up with a heavy-flavored quark (b or c). In order to prevent this

from happening, we veto events from the W + jets and Z + jets MC samples that

contain inappropriate quarks. Specifically, we veto all W + LF and Z + LF events

that contain one or more charm or bottom quarks, and we veto all W + c/cc̄ and

Z + cc̄ events that contain a bottom quark. LF stands for light-flavored quarks and

refers to u, d, and s.

4.3.10 QCD Veto

Some of the largest background sources are QCD multijet interactions that

create heavy jets but do not contain a Higgs boson. This is one of the least under-

stood backgrounds and hence the most difficult to exclude. There have been many

studies of how to optimize this veto. In this analysis we chose to use the QCD

veto that was used in the single-top analysis, which varies for each lepton type [30].

Before we detail the QCD vetoes, let us define two important quantities. The first
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is the transverse mass of the W boson, which is calculated as follows:

1

2
m2
T = pT ( 6ET )pT (Lepton)− px(6ET )px(Lepton)− py(6ET )py(Lepton) (4.1)

Note that the transverse component of the 6ET vector is the same as the 6ET . The

second quantity is the 6ET significance, which is defined as follows:

6ET sig =
6ET√
∆6ET

∆6ET =
∑
jet

[
C2

JES cos2(∆φ(6ET,pjet))ET,jet

]
+ cos2(∆φ( 6ET,vtx +

∑
jet

pjet), 6ET))(ET,sum −
∑
jet

ET,jet) (4.2)

where CJES is the jet energy correction factor, 6ET,vtx is the two-dimensional 6ET

vector read out from the vertex branch, ET sum is the scalar sum of ET read out of

the met branch, and all bold faced quantities represent two-dimensional vectors in

the transverse plane.

Here are the QCD vetoes for each lepton type:

• CEM: Veto events that have fewer than two tagged jets and for which any

one of the following conditions holds:

– mT < 20 GeV/c2

– 6ET sig < −0.05mT + 3.5

– If the event contains one jet,

6ET sig < −7.6 + 3.2|dφ(Lepton,Leading Jet)|

– If the event contains two or more jets,

6ET sig < 2.5− 3.125|dφ(6ET , Second Leading Jet)|

• PHX: Veto events for which any one of the following conditions holds:

– mT < 20 GeV/c2
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– 6ET sig < 2.0

– 6ET < 45− 30|dφ(6ET ,Leading Jet)|

– If the event contains two or more jets,

6ET < 45− 30|dφ(6ET , Second Leading Jet)|

• CMUP: Veto events that have fewer than two tagged jets and for which the

following condition holds:

– mT < 10 GeV/c2

• CMX: Veto events that have fewer than two tagged jets and for which the

following condition holds:

– mT < 10 GeV/c2

One of the general principles for the design of the above veto is that we do not veto

double tagged events in the TLEP sample.

4.4 Event Classification

Now that we have selected the events that we believe have the maximal fraction

of WH events, let us classify them into different analysis channels. The signal

sample is first split into two large samples, the two-jet sample and the three-jet

sample. Within each sample, we further divide the events into twelve orthogonal

analysis channels. First, we analyze each lepton category separately, so each sample

is divided into four lepton categories in the following order: CEM, PHX, CMUP, and

CMX. In some cases, we summarize the CEM, CMUP, and CMX lepton categories

into one category entitled tight leptons (TLEP). Then we split the sample one more

time based on tagging category, so that each tagging category is analyzed separately.

The four tagging categories are: ≥2S, S+J, S+R, and 1S. Section 3.3.2.4 explains

these tags in detail. Table 4.2 shows all twenty-four channels schematically.
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We also need control samples to ensure that our background modeling is correct

outside of the signal region. We pick two control regions for untagged and single

tagged events. The first region consists of events that contain exactly one jet, and

the second region consists of events that contain four or more jets. By definition, an

event with two or more tagged jets has to contain at least two jets, so the control

region for events with more than one tagged jet consists of events that contain four or

more jets. The jet counts are based on jets that pass the identification requirements

from Sec. 3.3.1. We also use the entire data sample before application of tagging

information as a control sample, which is known as the pretag sample.
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Table 4.2: The subdivision of the 24 analysis channels.

2 Jets

CEM CEM CEM CEM

≥2S S+J S+R 1S

CMUP CMUP CMUP CMUP

≥2S S+J S+R 1S

CMX CMX CMX CMX

≥2S S+J S+R 1S

PHX PHX PHX PHX

≥2S S+J S+R 1S

3 Jets

CEM CEM CEM CEM

≥2S S+J S+R 1S

CMUP CMUP CMUP CMUP

≥2S S+J S+R 1S

CMX CMX CMX CMX

≥2S S+J S+R 1S

PHX PHX PHX PHX

≥2S S+J S+R 1S
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CHAPTER FIVE

Background Modeling

5.1 Introduction

In order to calculate the amount of signal in our data, we first need to under-

stand all of the backgrounds. The data sample consists of events that pass the data

selection criteria detailed in Chap. 4, which include events that contain one lepton,

one neutrino, one bottom quark jet, and one antibottom quark jet. We attempt

to isolate events from associated Higgs boson production with this selection, but of

course some events with the same decay products from different decay processes also

become included in this selection, as well as events bearing the same event signature

as associated Higgs boson production due to the misidentification of some object.

Such events are called background events. In this chapter, we explain how we model

these background events. In Chap. 6, we will use these models to help us separate

background-like data events from signal-like data events.

The method that we use to model the background events is commonly known

at CDF as Method II and has successfully been used in the tt̄ cross section measure-

ment [31] and the single top observation [30]. This method relies on the assumption

that we understand all of the background processes in the sample. With this as-

sumption, some of the backgrounds are fitted to the data to fill in the gaps between

the background model and data [32].

5.2 Monte Carlo Based Backgrounds

It might seem that the best way to calculate the kinematic properties of a

decay taking place from a pp̄ collision inside of the CDF detector would be to use

quantum field theory to calculate the appropriate Feynman diagrams. This works
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well for the leading-order Feynman diagram that involves the quarks from the proton

and antiproton. However, when we start to consider the quarks that are produced

in such a collision and try to calculate how they travel through space radiating

gluons and creating other quarks from the vacuum, we quickly reach the limits of

our understanding. Since we do not completely understand how to model quarks in

a vacuum, it would be impossible to calculate the interaction of all the hadronized

particles with the CDF detector. For this reason, we make use of Monte Carlo

simulations.

A Monte Carlo (MC) simulation is first created based on the leading-order

Feynman diagram of a process. The simulation then utilizes statistical techniques

to sample the total phase space available to the interacting particles. Instead of pro-

viding an analytical output, a MC simulation yields individual events that, within

the limit of many events, approximate the physics of the interaction. In this analysis,

we use three types of MC-generated samples in order to take advantage of different

modeling strengths of the available generators. The first type is entirely generated

by PYTHIA version 6.216, and we will refer to such samples as “PYTHIA gener-

ated.” The second type is generated by ALPGEN version 2.10 prime with the latest

updates from MLM and then showered with PYTHIA version 6.325. In other words,

ALPGEN calculates the kinematic distributions of the leading-order Feynman dia-

gram particles, and PYTHIA then calculates the gluons that can radiate from the

partons, also known as parton showering. We will refer to samples of this second

type as “ALPGEN + PYTHIA generated.” The third type is generated by MadE-

vent and showered with PYTHIA and we will refer to such samples as “MadEvent

+ PYTHIA generated.” The MC-generated output is then processed by the CDF

detector simulation, which provides its output in the same way as the data. This

final output will henceforth be referred to as “MC sample.”
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We apply the same event selection criteria to the MC samples that we apply

to the data. Since each MC sample is generated with an arbitrary number of events,

we need to scale the number of MC events such that they properly correspond to

the number of collected data events. Furthermore, we need to scale the number of

MC events by various efficiencies from the data and MC samples. The following

equation gives the scaled number of MC events:

Ni = (σ ·BR)i ·
∫
Ldt · N

sel
i

N tot
i

· εdata
z0
· εdata

trig · SFlep ID · SFtag (5.1)

• i: Index of MC sample.

• Ni: The number of events of MC sample i that we expect in our data sample.

• (σ ·BR)i: MC sample i’s production cross section multiplied by its branching

ratio.

•
∫
Ldt: Integrated luminosity (see Sec. 2.3.6).

• N tot
i : The “total” number of events of MC sample i that pass the z0 good

vertex and good run list requirements (see Secs. 4.3.2 and 4.3.1).

• N sel
i : The number of events of MC sample i that pass our event selection

from Chap. 4.

• εdata
z0

: z0 vertex requirement efficiency in data. This efficiency is used as a

luminosity correction since the CLC reports the luminosity for the entire z

range [29].

• εdata
trig : Trigger efficiency in data.

• SFlep ID: Lepton identification and reconstruction scale factor.

• SFtag: Tagging scale factor. We use a different scale factor for each tagging

category: SF≥2S, SFS+J, SFS+R, and SF1S. Note that this scale factor is

equal to unity for pretag events.
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Table 5.1: The efficiencies and scale factors that we use in this analysis. These
numbers come from the Joint Physics Group’s scale factor text file for period 28.
We use the run-averaged values from the text file. The PHX trigger efficiency is
calculated as the product of four trigger efficiency functions parameterized by

lepton ET : L1L2L3MET, L1PEM, L2PEM20, and L3PEM.

εdata
z0

εdata
trig SFlep ID

CEM 0.972± 0.002 0.961± 0.004 0.976± 0.005

PHX 0.972± 0.002 (see caption) 0.918± 0.009

CMUP 0.972± 0.002 0.877± 0.008 0.891± 0.009

CMX 0.972± 0.002 0.90± 0.01 0.948± 0.009

The first two terms in Eq. (5.1), (σ ·BR)i ·
∫
Ldt, represent the number of events of

MC sample i’s decay process expected for the collected amount of data. The next

term (
Nsel
i

Ntot
i

) gives the efficiency of our data selection in MC sample i. The last four

terms scale the number of expected MC events by inefficiencies in data and MC.

Tables 5.1 and 5.2 show the efficiencies and scale factors used in this analysis. A

scale factor is the ratio of the efficiency in data to the efficiency in MC ( ε
data

εMC ). Such

scale factors are necessary because the MC cannot model all of the effects in the

data perfectly.

The tagging scale factors are more complicated to compute because we have to

correct for events migrating between tagging categories due to the individual scale

factors. These are the scale factor definitions that we use for this analysis:

SF≥2S = SF 2
S (5.2)

SFS+J = SFS SFJ +

1

NS+J

[2N≥2S SFS (1− SFS) SFJ] (5.3)

SFS+R = SFS SFR +

1

NS+R

[2N≥2S SFS (1− SFS) (1− SFJ) SFR] +

1

NS+R

[NS+J SFS (1− SFJ) SFR] (5.4)
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Table 5.2: The scale factors for the individual taggers, which are then combined
into the scale factors for the individual tagging categories in Eqs. (5.2)–(5.5). The

values of the Secondary Vertex and Jet Probability scale factors come from the
b-Tagging Group for period 28. The Roma Neural Network tagger value comes

from [10]. Muon jets are jets that contain a muon. We use a weighted average to
determine the Roma Neural Network scale factor and its unceretainty for each
event from the individual scale factors and uncertainties for each jet. We use

1
(∆SFj)2

as the weight, where ∆SFj is the scale factor uncertainty for jet j.

Jet Tagger SFJet Tagger

Secondary Vertex (S) 0.96± 0.05

Jet Probability (J) 0.78± 0.05

Roma Neural Network (R)
0.8881 – 0.0046 (ET (jet) – 45 GeV) for muon jets

0.785 – 0.182 (N(z-vertices) – 1.8) for non-muon jets

SF1S = SFS +

1

N1S

[2N≥2S SFS (1− SFS) (1− SFJ) (1− SFR)]

1

N1S

[NS+J SFS (1− SFJ) (1− SFR)]

1

N1S

[NS+R SFS (1− SFR)] (5.5)

where SFS, SFJ, and SFR refer to the scale factors of the three taggers shown in

Table 5.2.

The following list shows the decay processes that we treat as MC-based back-

grounds:

• Top Pair Production (tt̄)

• Single Top Production (s-channel)

• Single Top Production (t-channel)

• Diboson (WW , WZ, and ZZ)

• Z + jets
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Table 5.3: The theoretical cross section and branching ratio used for each
MC-based background process. The branching ratio depends on the sample in

consideration. Some MC samples were generated inclusively with all decay modes,
so we only need to multiply by unity. Other samples were generated exclusively

with leptonic decays, so we have to use the leptonic branching ratio.

Background Cross Section (pb) Branching Ratio

tt̄ 7.04± 0.44 1.0

Single Top (s-channel) 1.046± 0.07 0.324

Single Top (t-channel) 2.10± 0.19 0.324

WW 11.66± 0.70 1.0

WZ 3.46± 0.30 1.0

ZZ 1.51± 0.20 1.0

Z + jets 787.4± 85.0 1.0

Table 5.3 shows the cross sections and branching ratios for each of the above pro-

cesses. In this analysis we assume a top mass (mt) of 172.5 GeV/c2. Table 5.4 shows

the identification names and generators used for each MC sample.

5.2.1 Z + Jets

The Z + jets background is considered an MC-based background in this anal-

ysis because its overall contribution to our backgrounds is small. There is no MC

Table 5.4: The sample identifications and MC generator used for each MC sample.
The information for the Z + jets and W + jets samples appears in Tables 5.5–5.7.

MC Sample Name Generator Sample IDs

tt̄ PYTHIA ttop25

Single Top (s-channel) MadEvent + PYTHIA stop26 stop23

Single Top (t-channel) MadEvent + PYTHIA stop27_28 stop3m

WW PYTHIA ihht1a

WZ PYTHIA jhht1a

ZZ PYTHIA khht1a
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sample that contains all of the Z + jets events, so we have to combine the follow-

ing three samples whose exact composition and relative cross sections are given in

Table 5.5:

(1) Z + Light Flavor: One Z boson together with light-flavored quarks (u, d,

or s).

(2) Z + bb̄: One Z boson together with a pair of bottom/antibottom quarks

plus light-flavored quarks.

(3) Z + cc̄: One Z boson together with a pair of charm/anticharm quarks plus

light-flavored quarks.

Since the relative cross sections of the individual samples are not the same, we have

to weigh them as follows when combining them into one Z + jets sample:

N sel
Z+jets

N tot
Z+jets

=
1

σtotal

∑
j

σj
N sel
j

N tot
j

(5.6)

σtotal =
∑
j

σj

The above sum is taken over all Z + jets processes (j) listed in Table 5.5. Equa-

tion (5.6) is then plugged into Eq. (5.1) to calculate the number of Z + jets events.

One may notice that the individual Z + jets processes are added up in the same way

as the other backgrounds except for being scaled by an additional factor of
σj

σtotal
.

5.3 W + Jets Backgrounds

The backgrounds from Sec. 5.2 are all calculated from MC simulations and

the corresponding measured cross sections. We will now use a mixture of MC and

data to model the backgrounds that contain one W boson and quarks. This is a

substantial background for this analysis because it has the same final state as the

WH decay. We use the MC sample for the kinematic distributions, but we fit it to
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Table 5.5: Sample identifications and relative cross sections for the Z + jets
sample. All samples were generated using ALPGEN + PYTHIA. In this table, p

stands for parton, which means light-flavored quark (u, d, or s) here.

MC Sample
Process

Relative
Sample IDs

Name Cross Section (pb)

Z + Light Flavor

Z(e, e) + 0p 158 ztopp0 btopz0

Z(e, e) + 1p 21.6 ztopp1 btopz1

Z(e, e) + 2p 3.47 ztop2p btop2d

Z(e, e) + 3p 0.550 ztop3p btopz3

Z(e, e) + ≥ 4p 0.0992 ztop4p btopz4

Z(µ, µ) + 0p 158 ztopp5 btopz5

Z(µ, µ) + 1p 21.6 ztopp6 btopz6

Z(µ, µ) + 2p 3.47 ztop7p btop7d

Z(µ, µ) + 3p 0.548 ztop8p btopz8

Z(µ, µ) + ≥ 4p 0.0992 ztop9p btopz9

Z(τ, τ) + 0p 158 ztopt3 btopza

Z(τ, τ) + 1p 21.5 ztopt4 btopzb

Z(τ, τ) + ≥ 2p 4.14 ztopt2 btopzc

Z + bb̄

Z(e, e) + bb̄+ 0p 0.511 ztopb0 btopzd

Z(e, e) + bb̄+ 1p 0.134 ztopb1 btopze

Z(e, e) + bb̄ + ≥ 2p 0.0385 ztopb2 btopzf

Z(µ, µ) + bb̄+ 0p 0.511 ztopb5 btopzg

Z(µ, µ) + bb̄+ 1p 0.134 ztopb6 btopzh

Z(µ, µ) + bb̄ + ≥ 2p 0.0385 ztopb7 btopzi

Z(τ, τ) + bb̄ + ≥ 0p 0.625 ztopbt btopzj

Z + cc̄

Z(e, e) + cc̄+ 0p 1.08 ztopc0 btopzk

Z(e, e) + cc̄+ 1p 0.331 ztopc1 btopzl

Z(e, e) + cc̄ + ≥ 2p 0.107 ztopc2 btopzm

Z(µ, µ) + cc̄+ 0p 1.08 ztopc5 btopzn

Z(µ, µ) + cc̄+ 1p 0.332 ztopc6 btopzo

Z(µ, µ) + cc̄ + ≥ 2p 0.107 ztktc7 btopzp

Z(τ, τ) + cc̄ + ≥ 0p 1.28 ztopct btopzq
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the data to determine the overall normalization. This fit will be described in more

detail in Sec. 5.5.

We use this fitting method for the W + jets background instead of calculating

it from the measured cross section because if we were to use the cross section, its

uncertainty would dominate our systematic uncertainty. The fitting method allows

us to measure the contribution of W + jets events in our data sample directly.

5.3.1 W + Jets Kinematic Distributions (Shapes)

As a first step, the W + jets sample is determined in a similar way as the

Z + jets sample, except that we do not determine an overall normalization. We use

the same process as above (see Eq. (5.6)) to create the following three templates

whose exact composition and relative cross sections are given in Tables 5.6 and 5.7:

(1) W + LF: One W boson together with light-flavored (LF) quarks (u, d, or

s).

(2) W + bb̄ : One W boson together with a pair of bottom/antibottom quarks

plus light-flavored quarks.

(3) W + c/cc̄: One W boson together with one charm quark or a pair of

charm/anticharm quarks plus light-flavored quarks:

• W + c

• W + cc̄

5.3.2 Normalization

Now that we have the shapes of the three W + jets templates (W + LF,

W + bb̄ , and W + c/cc̄), we can proceed to determine the normalizations. Before

we can understand how the normalization of the W + jets sample is calculated,
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Table 5.6: Sample identifications and relative cross section used for the W + LF
and W + bb̄ samples. All samples were generated using ALPGEN + PYTHIA. In
this table, p stands for parton, which means light-flavored quark (u, d, or s) here.

MC Sample
Process

Relative
Sample IDs

Name Cross Section (pb)

W + LF

W (e, νe) + 0p 1800 ptopw0 utop00

W (e, νe) + 1p 225 ptopw1 utop01

W (e, νe) + 2p 35.3 ptop2w utop02

W (e, νe) + 3p 5.59 ptop3w utop03

W (e, νe) + ≥ 4p 1.03 ptop4w utop04

W (µ, νµ) + 0p 1800 ptopw5 utop05

W (µ, νµ) + 1p 225 ptopw6 utop06

W (µ, νµ) + 2p 35.3 ptop7w utop07

W (µ, νµ) + 3p 5.59 ptop8w utop08

W (µ, νµ) + ≥ 4p 1.03 ptop9w utop09

W (τ, ντ ) + 0p 1800 utopw0 utop10

W (τ, ντ ) + 1p 225 utopw1 utop11

W (τ, ντ ) + 2p 35.4 utop2w utop12

W (τ, ντ ) + 3p 5.60 utop3w utop13

W (τ, ντ ) + ≥ 4p 1.03 utop4w utop14

W + bb̄

W (e, νe) + bb̄+ 0p 2.98 btop0w btop00

W (e, νe) + bb̄+ 1p 0.888 btop1w btop01

W (e, νe) + bb̄ + ≥ 2p 0.287 btop2w btop02

W (µ, νµ) + bb̄+ 0p 2.98 btop5w btop05

W (µ, νµ) + bb̄+ 1p 0.889 btop6w btop06

W (µ, νµ) + bb̄ + ≥ 2p 0.286 btop7w btop07

W (τ, ντ ) + bb̄+ 0p 2.98 dtop0w btop10

W (τ, ντ ) + bb̄+ 1p 0.888 dtop1w btop11

W (τ, ντ ) + bb̄ + ≥ 2p 0.286 dtop2w btop12
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Table 5.7: The sample identifications and relative cross sections for the W + c/cc̄
samples. All samples were generated using ALPGEN + PYTHIA. In this table, p

stands for parton, which means light-flavored quark (u, d, or s) here.

MC Sample
Process

Relative
Sample IDs

Name Cross Section (pb−1)

W + c/cc̄

W (e, νe) + cc̄+ 0p 5.00 ctop0w btop15

W (e, νe) + cc̄+ 1p 1.79 ctop1w btop16

W (e, νe) + cc̄ + ≥ 2p 0.628 ctop2w btop17

W (µ, νµ) + cc̄+ 0p 5.00 ctop5w btop20

W (µ, νµ) + cc̄+ 1p 1.79 ctop6w btop21

W (µ, νµ) + cc̄ + ≥ 2p 0.628 ctop7w btop22

W (τ, ντ ) + cc̄+ 0p 5.00 etopw0 btop25

W (τ, ντ ) + cc̄+ 1p 1.80 etopw1 btop26

W (τ, ντ ) + cc̄ + ≥ 2p 0.628 etopw2 btop27

W (e, νe) + c+ 0p 17.1 stopw0 otopwd

W (e, νe) + c+ 1p 3.39 stopw1 otopwe

W (e, νe) + c+ 2p 0.507 stopw2 otopwf

W (e, νe) + c + ≥ 3p 0.0830 stopw3 otopwg

W (µ, νµ) + c+ 0p 17.1 stopw5 otopwh

W (µ, νµ) + c+ 1p 3.39 stopw6 otopwi

W (µ, νµ) + c+ 2p 0.507 stopw7 otopwj

W (µ, νµ) + c + ≥ 3p 0.0830 stopw8 otopwk

W (τ, ντ ) + c+ 0p 17.1 stopwa otopwl

W (τ, ντ ) + c+ 1p 3.39 stopwb otopwm

W (τ, ντ ) + c+ 2p 0.507 stopwc otopwn

W (τ, ντ ) + c + ≥ 3p 0.0830 stopwd otopwo
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we need to understand the QCD backgrounds. Section 5.5 then explains how the

W + jets and QCD backgrounds are normalized together.

5.4 QCD Background

All of the backgrounds that we have considered so far contain a W or a Z

boson. The QCD background deals with events where a jet mismeasurement fakes a

W decay signature and is therefore also known as the non-W background. It mainly

comes from events with two jets where the energy of one jet is mismeasured and

the other jet looks like an electron by leaving a track in the COT associated with

an electromagnetic energy deposit [33]. This is one of the hardest backgrounds to

estimate because we cannot generate an MC sample that properly describes mis-

measurements in the detector. In the past, we would estimate the amount of QCD

background from the data by constructing QCD ratios outside of the signal region

and then extrapolate them into the signal region. Today, we use a method that is

based on creating QCD templates from fake leptons. An extensive discussion on the

advantages of this technique appears in [33]. The fake lepton templates are different

for each lepton type, so let us consider them one by one:

5.4.1 Fake CEM Template

The template for fake central electrons is created by selecting data events

from the bhel sample using the same selection criteria as for the data except that

we change the definition of an electron. This is achieved by requiring the reverse of

any two of the electron identification cuts shown in Sec. 3.2.1 [33]. This template is

therefore known as the antielectron template and is orthogonal to the electron data.

5.4.2 Fake CMUP and CMX Templates

The template for fake CMUP (CMX) muons is generated by selecting data

events from the bhmu sample, except that the isolation requirement in Sec. 3.2.3
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(Sec. 3.2.4) is reversed. This template is therefore known as the non-isolated muon

template. When we select the non-isolated muons, we remove any jet that falls within

∆R = 0.4 of the non-isolated muon in order to prevent using the same object twice,

once as the fake muon and once as a jet. Furthermore, we correct the 6ET vector

to account for the additional calorimeter energy associated with the non-isolated

muon. The vector components are corrected as follows:

6ET corrected
i = 6ET i − pi(muon) + (EHAD + EEM)

pi(muon)

p(muon)
(5.7)

where i stands for the x and y components of the 6ET and p(muon) vectors.

5.4.3 Fake PHX Template

The template for fake PHX electrons is generated from a jet-triggered data

sample (gjt1) to which we apply our standard selection, except that we redefine the

electron identification requirements to apply to jets. This means that every object

that is identified as an electron is actually a jet. This template is known as the

jet electron template. These are the requirements for a jet to be identified as an

electron:

• ET (jet) > 20.0 GeV

• 0.8 < FEM < 0.95

• N(jet tracks) ≥ 4

• 1.2 < |η(jet)| < 2.0

where the electromagnetic fraction (FEM) is defined as the fraction of electromagnetic

energy in the combined electromagnetic and hadronic calorimeter, mathematically

this looks as follows:

FEM =
EEM

EEM + EHAD

(5.8)
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5.4.4 Tagged Fake Templates

We now have fake templates for each of the lepton categories, so let us consider

how we modify these templates for each tagging category. We use all events of each

template for the pretag sample. For the 1S category, we only use events that pass the

QCD veto (see Sec. 4.3.10) and that only contain one jet taggable by the Secondary

Vertex Tagger (SecVtx). A SecVtx taggable jet is defined as a jet that contains at

least two secondary vertex tracks. For the S+J and S+R categories, we only use

events that contain at least one SecVtx taggable jets, and for the ≥2S category, we

only use events that contain at least two SecVtx taggable jets

5.5 Normalization of the W + Jets and QCD Backgrounds

With the W + jets and QCD background shapes in hand (see Secs. 5.3 and

5.4), we can now determine the normalization for each background. The idea is to fit

the W + jets and QCD background shapes to the data minus the MC backgrounds

itemized in Sec. 5.2.

Let us define the following conventions: when we consider a distribution gj(x)

from source j over a kinematic variable x, we refer to a specific bin in that distribu-

tion when we write a second subscript i; for example, gWW,i(φlep) refers to bin i of

the WW distribution of φlep. When we omit the second index, we refer to the entire

distribution, for example gtt̄(ηb1) refers to the entire tt̄ distribution of ηb1. When it

is clear what kinematic variable is considered, we might drop the argument of g. We

also define d to stand for gdata (and di for gdata,i). Let us also define the number of

events of source j that pass our selection cuts from Chap. 4 as Nj.

We fit the shapes as a function of 6ET because the QCD backgrounds are peaked

at a lower 6ET than the W + jets backgrounds, so this provides a good separation

variable. The QCD backgrounds are peaked at a lower 6ET because the 6ET is due to

mismeasurement of the jets and not from a neutrino as in the W + jets backgrounds.
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Here is the fit that we want to perform:

d(6ET ) = pQCDgQCD(6ET ) + pWgW ( 6ET ) + gMC(6ET ) (5.9)

where pQCD and pW are the two free fit parameters, also known as strength factors,

and gW is short for gW+jets. The following section will explain in detail how this fit

is performed.

5.5.1 Fitting the Background Models to Data

It is a fairly common problem in high energy physics to fit the sum of back-

ground models to data for a given kinematic distribution. In concrete terms, we

subdivide a kinematic distribution into n bins and then investigate how to fit the

sum of background templates {f1, f2, ..., fn} to the data {d1, d2, ..., dn}. R. Barlow

and C. Beeston introduce a method of performing this fit which incorporates the

statistical fluctuations due to the finite statistics of the background samples [34]. To

understand the fit, let us define and adopt some of their useful nomenclature. Let

fi(p1, p2, ..., pM) represent the predicted number of events in the bin, given by the

strength factors pj and the number of background events gji from source j in bin i:

fi =
m∑
j=1

pjgji (5.10)

As mentioned above, we will perform this fit as a function of 6ET because it gives

the best QCD/W separation. Since the QCD background is peaked in the low 6ET

region, we do not apply the 6ET requirements from Table 3.1 for the purpose of this fit.

Table 5.8 shows the fit ranges used for the different lepton categories. The sources in

this analysis consist of three categories: QCD, W , and MC. Section 5.4 explains how

the QCD template is created, Sec. 5.3 explains how the W template is created, and

Sec. 5.2 explains how the MC template and normalization are determined. Since the

normalization of the MC template is already determined, we do not need to fit it,

so we set pMC = 1.0. This means that only pW and pQCD need to be determined by
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Table 5.8: This table gives the 6ET values of the fitting ranges for the QCD fit.

Lepton Type
Fit Range Fit Range

Minimum (GeV) Maximum (GeV)

CEM 0 100

PHX 10 100

CMUP 0 100

CMX 0 100

the fitting algorithm. The fit is performed by maximizing a binned likelihood that

is not only based on the Poisson fluctuations of the data, but also on the Poisson

fluctuations of the finite number of background events in each bin [34]. The ROOT

package TFractionFitter implements this technique.

We use this fitting method to determine the QCD normalization in all channels

and the W normalization in the pretag channels. For the tagged categories, the fit

is performed by fixing the W normalizations to the values that we will calculate in

the next sections. In other words, pW in Eq. (5.9) is fixed for the tagged fits. This

fit is performed for each lepton category individually. Figures 5.1 and 5.2 show the

results of the QCD fits for the two and three-jet samples.

The number of events in the double-tagged samples are sometimes too small

to be able to perform a meaningful fit, so we implement a low-statistics fitting

method for such samples. We perform the fit in the combined sample of all four

tagging categories (≥2S, S+J, S+R, and 1S), known as ≥1S, and then extrapolate

the number of QCD events into the double-tagged sample as follows:

Ndouble tag
QCD =

Bdouble tag + Cdouble tag

B≥1S + C≥1S
N≥1S

QCD (5.11)

where B is the number of events that fail the 6ET requirement from Table 3.1 and C is

the number of events that fail the isolation / ET requirement from Secs. 3.2.1–3.2.4.
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(c) CMUP QCD Estimate
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(d) CMX QCD Estimate

Figure 5.1: The QCD estimates for all lepton categories in the two-jet pretag sample.
FnonW is equivalent to the QCD fraction (FQCD).
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(d) CMX QCD Estimate

Figure 5.2: The QCD estimates for all lepton categories in the three-jet pretag sam-
ple. FnonW is equivalent to the QCD fraction (FQCD).
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5.5.2 QCD Fraction

The QCD normalization can now be used to determine the QCD fraction in

the data sample, which is defined as follows:

FQCD =

∫∞
6ETmin

pQCDgQCD( 6ET )d6ET
Ndata

(5.12)

6ETmin corresponds to the 6ET requirement from our object identification requirements

(see Table 3.1), and Ndata corresponds to the number of data events after application

of the same 6ET requirement.

5.5.3 W + Jets

The QCD fraction from the pretag sample is the starting point for determining

the W normalization in the tagged channels. First, let us estimate the number of

W + jets events in the pretag sample:

NW+jets = Ndata −NQCD −
∑
j∈MC

Nj

= Ndata − FQCDNdata −
∑
j∈MC

Nj (5.13)

This means that the number of W + jets events is what remains when the QCD

background and all of the MC-based backgrounds are subtracted from the number of

data events. NW+jets is used as the total normalization of the W + jets distributions

in the pretag sample. However, when we consider the tagged samples, we need

to consider what quarks the jets came from because they behave differently. We

consider two general categories: heavy and light-flavored jets.

5.5.3.1. W + Heavy-Flavored Jets In order to calculate the number ofW + HF

events in the tagged sample, we first need to calculate the heavy flavor fraction (fW+bb̄

and fW+c/cc̄), the tagging efficiency (εtag
W+bb̄

and εtagW+c/cc̄), and the K factor (KF ). The

heavy flavor fraction is the fraction of matched events in the total W + jets MC,
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which consists of W + LF, W + bb̄ , and W + c/cc̄. Matching refers to the process

of matching detector-level jets to quarks from the observed particle branch (obsp).

The observed particle branch, which only exists in MC samples, identifies the par-

ticles that are observed in our detector. For example, when we identify a jet using

the identification requirements from Sec. 3.3.1, we can look in the obsp branch for

a particle that is within ∆R = 0.4 of the jet and then identify that particle’s type.

We are specifically interested in seeing whether one or more jets in an event match

a bottom, charm, or light quark, in that order. Events that contain one or more jets

matched to a bottom quark are considered matched to one or more bottom quarks.

The heavy flavor content of the W + jets sample is studied in more detail in [35].

In this analysis, we consider two heavy flavor samples, W + bb̄ and W + c/cc̄, so

we need to consider the following two heavy flavor fractions:

fW+bb̄ =
N≥1b
W+bb̄

+N≥1b
W+c/cc̄ +N≥1b

W+LF

NW+bb̄ +NW+c/cc̄ +NW+LF

(5.14)

fW+c/cc̄ =
N≥1c
W+bb̄

+N≥1c
W+c/cc̄ +N≥1c

W+LF

NW+bb̄ +NW+c/cc̄ +NW+LF

(5.15)

where N≥1b
(sample) and N≥1c

(sample) stand for the number of events matched to one or more

bottom or charm quark in the sample. The tagging efficiencies for the ≥2S tagging

category are defined as follows:

ε≥2S
W+bb̄

=
N≥1b,≥2S

W+bb̄
+N≥1b,≥2S

W+c/cc̄ +N≥1b,≥2S
W+LF

N≥1b
W+bb̄

+N≥1b
W+c/cc̄ +N≥1b

W+LF

(5.16)

ε≥2S
W+c/cc̄ =

N≥1c,≥2S

W+bb̄
+N≥1c,≥2S

W+c/cc̄ +N≥1b,≥2S
W+LF

N≥1c
W+bb̄

+N≥1c
W+c/cc̄ +N≥1c

W+LF

(5.17)

where N≥2S is the number of events that are in the ≥2S tagging category. The

calculations of the tagging efficiencies for S+J, S+R, and 1S follow in the same way

by substituting the relevant tagging category above.
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Table 5.9: The K factors that are used for this analysis [11].

W + bb̄ W + c/cc̄

KF 1.4± 0.4 1.4± 0.4

Due to the low number of matched events in any one lepton category, the

above fractions are determined from the combined TLEP sample and then applied

to all four lepton categories. This is based on the assumption that the heavy flavor

content is independent of the lepton category.

The K factor (KF ) is the calibration factor of the heavy flavor fraction, and

its calculation is performed in [11]. This factor is needed to correct our MC samples

because the MC simulation models the gluon splitting incorrectly. It also corrects

the MC samples for higher-order effects since we only use leading-order MC simula-

tions [36]. Here is the definition of the K factor:

KF =
f≥1b

data

f≥1b
MC

(5.18)

Table 5.9 gives the value that was calculated in [11] and that we will use in this

analysis.

Now that we have defined all of the factors, we can estimate the number of

events containing heavy-flavored jets in our sample. Here is how we do it for the

≥2S tagging category:

N≥2S
W+bb̄

= NW+jets ·KF · fW+bb̄ · ε≥2S
W+bb̄

(5.19)

N≥2S
W+c/cc̄ = NW+jets ·KF · fW+c/cc̄ · ε≥2S

W+c/cc̄ (5.20)

The number of events containing heavy-flavored jets are calculated in the same

for the S+J, S+R, and 1S tagging categories by substituting the relevant tagging

category above.
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5.5.3.2. W + Light-Flavored Jets / Mistags The last background that we

need to determine is the contamination of our tagged sample with jets that originate

from light-flavored quarks. We estimate this by calculating the negative tag fraction

in the W + LF MC sample as follows:

f− =
N−
Ntotal

(5.21)

where (N−) is the number of negatively tagged events in the W + LF MC sample

and Ntotal is the total number of events in the W + LF MC sample. The number of

light flavor jets in the data can then be calculated as follows:

NW+LF = f−

(
NW+jets −Npretag

W+bb̄
−Npretag

W+c/cc̄

)
(5.22)

where Npretag

W+bb̄
and Npretag

W+c/cc̄ come from the pretag fit outlined in Sec. 5.5. We use

negative tags to estimate the number of mistagged jets because they are a good

indication of the number of positively tagged light-flavored quarks. The idea is that

a light-flavored quark is equally likely to be tagged positively or negatively because

of its short lifetime. A heavy-flavored quark, on the other hand, is very unlikely

to be negatively tagged, so light- and heavy-flavored quarks make up the set of

positively tagged jets. We can therefore use the number of negatively tagged jets

to infer the number of light-flavored quarks in the positively tagged sample. The

total number of negatively tagged jets in the W + LF sample are estimated with

the use of three mistag matrices, which give the probability of negatively tagging a

jet. Each tagging algorithm has its own mistag matrix. In this analysis, we use the

Secondary Vertex Tagger (SecVtx) mistag matrix derived from 5.6 fb−1 of data [37]

together with its asymmetry corrections [38], the Jet Probability Tagger (JetProb)

mistag matrix derived from 5.6 fb−1 [39] together with an asymmetry correction

factor of 1.27, and the Roma Neural Network Tagger (RomaNN) mistag matrix

derived from 4.3 fb−1 [40]. The asymmetry correction factor accounts for the effect

87



that the number of negatively and positively tagged light-flavored jets is not exactly

the same because of material interactions in the detector and long-lived particles

within light jets [38].

The mistag matrices provide us with a mistag rate for each jet in an event. In

order to count the total number of negatively tagged events (N−) in a sample, we

need to combine the jet mistag rates into a mistag probability for each event. The

total number of negatively tagged events is then the sum of the per-event mistag

probabilities for all events in the sample. We calculate a mistag probability for each

tagging category. Let us define the following four probabilities:

• rS(j): The probability that jet j is mistagged by SecVtx.

• rJ(j): The probability that jet j is mistagged by JetProb, but is not mistagged

by SecVtx.

• rR(j): The probability that jet j is mistagged by RomaNN. Ideally, we would

use the probability that jet j is mistagged by RomaNN, but is not mistagged

by either SecVtx or JetProb, but unfortunately such a mistag matrix has

not been calculated yet.

• rn(j): The probability that jet j is not mistagged by any tagger. Since there

is no specific mistag matrix for this, we assume that rn(j) ≈ 1− rR(j). The

results are consistent within the systematic uncertainties if we would use

1− rS(j) or 1− rJ(j).

The mistag probability calculations vary for each jet sample, so let us explain them

individually:

• If the event contains exactly one jet, we only need the mistag probability

for the 1S category:

P1S = rS(1) (5.23)
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• If the event contains exactly two jets, the mistag probabilities are given as

follows:

P≥2S = rS(1)rS(2) (5.24)

PS+J = rS(1)rJ(2) + rJ(1)rS(2) (5.25)

PS+R = rS(1)rR(2) + rR(1)rS(2) (5.26)

P1S = rS(1)rn(2) + rn(1)rS(2) (5.27)

• If the event contains three or more jets, the mistag probabilities are given

as follows:

P≥2S = rS(1)rS(2)rS(3) +

rS(1)rS(2)rn(3) + rS(1)rn(2)rS(3) + rn(1)rS(2)rS(3) (5.28)

PS+J = rS(1)rJ(2)rn(3) + rS(1)rn(2)rJ(3) + rn(1)rS(2)rJ(3) +

rJ(1)rS(2)rn(3) + rJ(1)rn(2)rS(3) + rn(1)rJ(2)rS(3) (5.29)

PS+R = rS(1)rR(2)rn(3) + rS(1)rn(2)rR(3) + rn(1)rS(2)rR(3) +

rR(1)rS(2)rn(3) + rR(1)rn(2)rS(3) + rn(1)rR(2)rS(3) (5.30)

P1S = rS(1)rn(2)rn(3) + rn(1)rS(2)rn(3) + rn(1)rn(2)rS(3) (5.31)

As mentioned before, we estimate N− by summing the above probabilities over the

W + LF sample without applying the heavy flavor filter.

5.6 Results of the Background Modeling

In this section, we will look at the results of the modeling described in the

previous section. Tables 5.10 through 5.13 show the background estimates for the

two and three-jet samples for the TLEP and PHX lepton categories. The background

estimates for the control and signal samples for all tagging categories are shown in

Figs. 5.3 and 5.4 for the TLEP and PHX lepton categories, respectively.
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Figure 5.3: The total background estimates for the tight lepton sample (TLEP) for
the pretag category and all of the tagging categories.
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Figure 5.4: The total background estimates for the PHX lepton sample for the pretag
category and all of the tagging categories.
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Table 5.10: The background estimation for the two-jet sample in the tight lepton
category (TLEP).

1S ≥2S S+J S+R
W + LF 891.98 ± 183.78 4.65 ± 1.94 23.65 ± 8.32 25.87 ± 5.20
W + bb̄ 686.57 ± 196.73 126.55 ± 36.52 113.85 ± 32.61 65.52 ± 18.80
W + c/cc̄ 823.86 ± 236.07 11.61 ± 3.35 46.70 ± 13.38 26.65 ± 7.65

tt̄ 209.87 ± 27.57 63.33 ± 10.32 52.19 ± 7.62 32.94 ± 5.08
Single Top (s-ch) 51.39 ± 6.75 24.35 ± 3.97 18.18 ± 2.65 10.95 ± 1.69
Single Top (t-ch) 102.19 ± 13.42 7.27 ± 1.19 7.37 ± 1.08 4.66 ± 0.72

Diboson 108.38 ± 11.29 7.18 ± 1.02 8.34 ± 1.02 5.20 ± 0.69
Z + jets 57.98 ± 7.97 3.62 ± 0.61 5.61 ± 0.85 3.34 ± 0.53

Non-W QCD 293.48 ± 117.39 24.27 ± 9.71 28.89 ± 11.56 24.46 ± 9.78
Total Background 3225.68 ± 800.98 272.83 ± 68.61 304.80 ± 79.08 199.58 ± 50.15

WH Signal 6.86 ± 0.68 3.33 ± 0.46 2.45 ± 0.29 1.48 ± 0.19
Observed Events 3114 239 261 202

Table 5.11: The background estimation for the two-jet sample in the PHX lepton
category.

1S ≥2S S+J S+R
W + LF 207.43 ± 40.49 1.00 ± 0.40 5.40 ± 1.66 5.79 ± 1.10
W + bb̄ 158.93 ± 46.13 29.30 ± 8.52 26.35 ± 7.57 15.17 ± 4.38
W + c/cc̄ 190.71 ± 55.35 2.69 ± 0.78 10.81 ± 3.11 6.17 ± 1.78

tt̄ 24.74 ± 3.44 7.46 ± 1.24 5.66 ± 0.84 3.85 ± 0.60
Single Top (s-ch) 5.86 ± 0.81 2.47 ± 0.41 1.81 ± 0.27 1.23 ± 0.19
Single Top (t-ch) 11.76 ± 1.63 0.93 ± 0.16 0.83 ± 0.12 0.63 ± 0.10

Diboson 19.44 ± 2.21 1.68 ± 0.25 1.80 ± 0.22 1.08 ± 0.15
Z + jets 2.72 ± 0.39 0.11 ± 0.02 0.15 ± 0.02 0.12 ± 0.02

Non-W QCD 47.03 ± 18.81 0.47 ± 0.47 1.19 ± 0.47 0.52 ± 0.52
Total Background 668.62 ± 169.27 46.09 ± 12.24 54.00 ± 14.29 34.56 ± 8.85

WH Signal 0.78 ± 0.08 0.34 ± 0.05 0.24 ± 0.03 0.15 ± 0.02
Observed Events 654 33 43 31
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Table 5.12: The background estimation for the three-jet sample in the tight lepton
category.

1S ≥2S S+J S+R
W + LF 227.91 ± 39.92 2.96 ± 1.09 13.84 ± 3.90 15.24 ± 2.65
W + bb̄ 163.52 ± 52.36 41.14 ± 12.47 41.96 ± 12.89 24.63 ± 7.77
W + c/cc̄ 171.03 ± 54.76 5.43 ± 1.65 20.82 ± 6.39 13.07 ± 4.12

tt̄ 367.09 ± 71.23 179.66 ± 33.70 156.05 ± 28.61 92.25 ± 18.87
Single Top (s-ch) 14.41 ± 2.80 8.45 ± 1.59 6.66 ± 1.22 4.02 ± 0.82
Single Top (t-ch) 24.87 ± 4.83 7.64 ± 1.43 6.44 ± 1.18 3.96 ± 0.81

Diboson 24.92 ± 4.41 2.21 ± 0.38 3.72 ± 0.61 1.95 ± 0.37
Z + jets 16.79 ± 3.33 2.31 ± 0.44 3.56 ± 0.67 2.37 ± 0.49

Non-W QCD 86.08 ± 34.43 14.06 ± 5.62 20.99 ± 14.69 16.62 ± 11.64
Total Background 1096.61 ± 268.06 263.87 ± 58.38 274.04 ± 70.17 174.11 ± 47.54

WH Signal 1.55 ± 0.27 0.92 ± 0.15 0.72 ± 0.12 0.40 ± 0.07
Observed Events 1040 259 232 165

Table 5.13: The background estimation for the three-jet sample in the PHX lepton
category.

1S ≥2S S+J S+R
W + LF 55.79 ± 9.60 0.70 ± 0.25 3.39 ± 0.89 3.64 ± 0.63
W + bb̄ 38.90 ± 12.97 9.79 ± 3.15 9.98 ± 3.11 5.86 ± 1.82
W + c/cc̄ 40.68 ± 13.56 1.29 ± 0.42 4.95 ± 1.54 3.11 ± 0.96

tt̄ 41.03 ± 8.82 18.71 ± 4.03 16.05 ± 3.06 9.81 ± 1.92
Single Top (s-ch) 1.51 ± 0.32 0.72 ± 0.15 0.62 ± 0.12 0.38 ± 0.08
Single Top (t-ch) 2.73 ± 0.59 0.83 ± 0.18 0.65 ± 0.12 0.41 ± 0.08

Diboson 4.01 ± 0.80 0.39 ± 0.08 0.65 ± 0.11 0.35 ± 0.06
Z + jets 1.36 ± 0.30 0.12 ± 0.03 0.15 ± 0.03 0.08 ± 0.02

Non-W QCD 19.40 ± 7.76 0.27 ± 0.27 2.68 ± 1.07 0.31 ± 0.31
Total Background 205.41 ± 54.72 32.82 ± 8.56 39.13 ± 10.07 23.96 ± 5.86

WH Signal 0.17 ± 0.03 0.09 ± 0.02 0.07 ± 0.01 0.04 ± 0.01
Observed Events 201 28 38 22
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CHAPTER SIX

Data Analysis

6.1 Introduction

In this chapter we will analyze the composition of the data in order to iden-

tify WH signal events. In Chap. 5, we detailed the background composition of our

data sample, so we will begin this chapter by describing how we model WH signal.

With the signal template in hand, we can proceed to separate background-like events

from signal-like events. In the two-jet sample, we employ a Bayesian Neural Net-

work, which has proven effective in separating signal-like events from background-like

events in the past. In the three-jet sample, we will introduce a new technique of

forming a multijet mass to discriminate signal events from background events.

6.2 WH Signal Modeling

As discussed in Sec. 1.5, the current theory does not predict the mass of the

Higgs boson, so we have to model the Higgs signal separately for each possible

Higgs mass. We also saw in Sec. 1.5 that this analysis is most sensitive for a Higgs

boson within the mass range of 100 to 150 GeV/c2. We model the Higgs signal in

5 GeV/c2 increments, so we will create signal templates for the following ten Higgs

mass points: 100, 105, 110, 115, 120, 125, 130, 135, 140, 145, and 150 GeV/c2. The

WH signal template for each mass point is modeled in the same way as the MC-

based backgrounds described in Sec. 5.2 using the cross sections, branching ratios,

and samples given in Table 6.1. The cross sections in Table 6.1 are calculated by

taking the product of each Higgs boson production cross section and its WH decay

branching ratio from Table 1.3. The W branching ratio in Table 6.1 is necessary
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because the WH MC samples were generated exclusively with leptonic W decay

modes.

Table 6.1: WH MC sample information. The cross section is calculated by taking
the product of the Higgs boson production cross section and its WH decay
branching ratio from Table 1.3. All samples are generated using PYTHIA.

Higgs Mass WH Cross Section
W Branching Ratio Sample ID

(GeV/c2) (fb)

100 234.48 0.324 chgt7a

105 195.16 0.324 chgt7b

110 160.90 0.324 chgt7c

115 130.87 0.324 chgt7d

120 103.99 0.324 chgt7e

125 80.35 0.324 chgt7f

130 59.82 0.324 chgt7g

135 42.78 0.324 chgt7h

140 29.17 0.324 chgt7i

145 18.82 0.324 chgt7j

150 11.24 0.324 chgt7k

6.3 Two-Jet Sample

For the two-jet sample, we employ a Bayesian Neural Network (BNN) to sepa-

rate signal events from background events [41]. The BNN calculates an output value

for each event based on the values of that event’s kinematic variables. This output

is a real numeric value in the range between zero and one. An output close to zero

indicates that the event is likely to be a background event, whereas an output close

to one indicates that the event is likely to be a signal event.

In this analysis, we use a different network for each one of the ten mass points

and three for the different tagging categories, so we use a total of thirty networks. We

use one set of networks for the ≥2S tagging category, another set for the 1S tagging

category, and a third set for both the S+J and S+R tagging categories. All of the

networks have been trained for a data sample corresponding to an integrated lumi-
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nosity of 4.3 fb−1 and have been used in a previous WH search [41]. Table 6.2 shows

the kinematic variables that are used as inputs for the different tagging categories.

Table 6.2: The kinematic inputs for the three different categories of networks. The
inputs are sorted in order of importance within the network with the most

important variable on top.

≥2S S+J and S+R 1S

Mjj Mjj Mjj

pT imbalance
∑
ET (loose jets)

∑
ET (loose jets)

Mmax
`νj qlepηlep qlepηlep

qlepηlep Mmin
`νj pT (W )∑

ET (loose jets) HT HT

pT (W ) pT (W ) 6ET
HT 6ET pT imbalance

The kinematic variables in Table 6.2 are defined as follows:

• Mjj is the reconstructed dijet mass of the two jets. This is the most sensitive

discrimination variable in this analysis, so we further improve its resolution

by applying another neural network to correct the b-jet energies [42].

• pT imbalance is defined as pT (jet 1) + pT (jet 2) + pT (lepton) – 6ET .

• Mmax
`νj andMmin

`νj are the reconstructed masses from the lepton, neutrino ( 6ET ),

and one jet. Since there are two jets, there are two possible values for this

mass, which we label as max and min corresponding to the larger and smaller

value, respectively. This variable is used to discriminate WH events from

top quark events, since the top quark can decay into one W boson and one

bottom quark.

• qlepηlep is the product of the charge and the η angle of the lepton.

• pT (W ) is the transverse momentum of the reconstructed W boson.
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•
∑
ET (loose jets) is the sum of all the loose jets’ ET . A loose jet is defined

as a jet that fails at least one of our two jet requirements on ET and η from

Sec. 3.3.1 but passes both of the following two requirements:

– Jet energy corrected ET > 12.0 GeV

– |ηdetector| < 2.4

• HT is the scalar sum of all transverse energies and is defined as ET (jet 1) +

ET (jet 2) + pT (lepton) + 6ET .

Figures 6.1 through 6.4 show all of the kinematic input variables for the BNN for the

pretag sample and each of the lepton categories. We can see that our backgrounds

model the data well. Also note the superimposed red line for the WH signal at

a mass point of 115 GeV/c2, which has been scaled up by 100 to make its shape

visible.

6.3.1 Two-Jet Discriminants

Figures 6.5 through 6.8 show the outputs of the mH = 115 GeV/c2 BNN with

the WH signal scaled by a factor of 10. We use these templates in Chap. 8 to

calculate how much WH signal is in our data. The effectiveness of the BNN in

separating background events (BNN output = 0) from signal events (BNN output

= 1) is clearly seen in the right-hand plots with a logarithmic scale.

6.4 Three-Jet Sample

In this section, we discuss a novel technique to improve discrimination of signal

events in the three-jet sample. While we search for a WH decay signature that

includes a bottom and an antibottom quark, it is possible that one of those quarks

radiates a very energetic gluon that is identified as a jet, yielding an event with

three jets. In this case, the mass of the Higgs boson will be underestimated when
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Figure 6.1: The BNN input variables for the tight leptons before any tagging require-
ment is applied. The WH (mH = 115 GeV/c2) signal has been scaled up by a factor
of 100 and superimposed on the plots in red.
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Figure 6.2: The BNN input variables for the tight leptons before any tagging require-
ment is applied. The WH (mH = 115 GeV/c2) signal has been scaled up by a factor
of 100 and superimposed on the plots in red.
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Figure 6.3: The BNN input variables for the PHX leptons before any tagging re-
quirement is applied. The WH (mH = 115 GeV/c2) signal has been scaled up by a
factor of 100 and superimposed on the plots in red.
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Figure 6.4: The BNN input variables for the PHX leptons before any tagging re-
quirement is applied. The WH (mH = 115 GeV/c2) signal has been scaled up by a
factor of 100 and superimposed on the plots in red.
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Figure 6.5: The output distributions for the 1S mH = 115 GeV/c2 BNN for the tight
and PHX leptons. The left plots have a linear scale and the right plots a logarithimic
scale. The superimposed WH (mH = 115 GeV/c2) signal is scaled up by a factor of
10.
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Figure 6.6: The output distributions for the ≥2S mH = 115 GeV/c2 BNN for the
tight and PHX leptons. The left plots have a linear scale and the right plots a
logarithimic scale. The superimposed WH (mH = 115 GeV/c2) signal is scaled up
by a factor of 10.
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Figure 6.7: The output distributions for the S+J mH = 115 GeV/c2 BNN for the
tight and PHX leptons. The left plots have a linear scale and the right plots a
logarithimic scale. The superimposed WH (mH = 115 GeV/c2) signal is scaled up
by a factor of 10.
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Figure 6.8: The output distributions for the S+R mH = 115 GeV/c2 BNN for the
tight and PHX leptons. The left plots have a linear scale and the right plots a
logarithimic scale. The superimposed WH (mH = 115 GeV/c2) signal is scaled up
by a factor of 10.
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only two jets are used for the reconstruction. There are other cases in which a jet

can be created in the underlying pp̄ interaction or can radiate a gluon from the

incoming quarks; in such cases, we would not want to use the third jet for the Higgs

boson reconstruction. Below we explain how we first studied these different types

of events and then developed a technique to identify an event based only on its

kinematic attributes. At the end of the section we will show the three-jet sample’s

discriminatory variables together with their background modeling.

6.4.1 The Third Jet

In order to differentiate between three-jet events caused by a WH decay and

those caused by other factors, we must examine the origin of the third jet in a given

event. The first step is to investigate a WH Monte Carlo (MC) sample. In general,

a MC sample is generated based on a decay process, and the MC program then

propagates the resulting decay products as they travel through space and continue

to yield more particles. This decay information is recorded in the MC sample for

each event in a data structure called hepg, and we therefore refer to it as hepg-level

information. This information is ideal for our purposes because we can trace each

particle through its decay hierarchy to find its origin. We can therefore look at the

simulated particles that make up all three jets and determine their origin.

6.4.2 Jet Clustering

Now that we can trace the decay hierarchy of an individual particle, we need

to determine what particles make up a given jet. This is a very difficult question to

answer since jet formation from initial quarks is not well understood. At CDF, we

use clustering algorithms to form jets from the individual particles that we detect.

We therefore need to cluster the individual hepg particles into jets, so that we can

compare them to the detector-level jets. The detector-level jets are the jets clustered
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from the detector response from the CDF simulation based on the MC simulation

output (see Sec. 5.2). The jet clustering algorithm that we use for the general

analysis is JetClu with a clustering parameter of R = 0.4 (see Sec. 3.3.1). One

of the effects that might be responsible for the third jet is the choice of clustering

algorithm, so for this study we employ a different clustering algorithm. We use the

KT algorithm, which is diagramed in Fig. 6.9 with a clustering parameter of R = 0.4.

One of the advantages of the KT algorithm over the JetClu algorithm is that it is

simpler to implement.

There are three types of hepg particles, which are identified by the value

of hepg.stdHep shown in parentheses: generator-level particles (3), intermediate

particles (2), and final-state particles (1). Once the MC simulation declares a particle

to be in its final state, it is not decayed any further. For this study, we use the final

state particles as the initial set of preclusters for the KT algorithm.

Let us now consider two specific events from theWH MC sample corresponding

to a Higgs mass of 115 GeV/c2 and compare the detector-level jets to the KT -

clustered jets. Figure 6.10 shows the jet positions of these two events, and we

can see that the agreement is excellent. In this study, we only consider events for

which each KT -clustered jet falls within a ∆R = 0.4 of a detector-level jet. This

corresponds to approximately 70% of all events in the three-jet sample.

6.4.3 b-Fraction

We can now determine the origin of a given detector-level jet by looking at its

corresponding KT -clustered jet, which we created from the MC final-state particles.

We can trace the origin of each particle to see where in the decay chain it was

produced. Specifically, we can check whether the particles in a jet came from a

b or b̄ quark. If the majority of particles in a jet derive from a b or b̄, the jet is

identified as being the result of the Higgs boson decay. To make this identification,
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Figure 6.9: Simple Implementation of KT Algorithm. This diagram shows the
method for clustering particle-level jets that we use for the three-jet sample stud-
ies. The algorithm starts with a list of preclusters, hepg particles in our case, and
then iteratively decides whether to merge two preclusters or declare a precluster a
jet. The dij are determined for all pairs of preclusters, and the di are determined
for every individual precluster. If the smallest of all dij and di is a specific di then
precluster i is declared a jet; otherwise, precluster i and j of the smallest dij are
merged into a new precluster. The equations used for merging two preclusters are
given on the bottom right.
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Figure 6.10: The positions in φ-η space of the jets in two different WH events. The
green boxes show the position of the detector-level jets, and the red lines show the
positions of the KT -clustered jets. The size of the box represents the ET of the jet; we
only plotted jets with ET > 20 GeV/c2. The agreement between the detector-level
jets and KT -clustered jets is excellent.

we calculate the b-fraction (Fb) for each jet as follows:

Fb =

∑
b particles

ET∑
all particles

ET
(6.1)

where b particles are the particles in a jet that contain a b or b̄ in their decay hierarchy.

This fraction provides a measure of how likely it is that a jet comes from a b decay,

which in turn measures its likeliness of having come from a Higgs boson decay in our

WH MC sample. In this analysis, we consider jets that have a b-fraction of more

than 25% to come from a Higgs boson decay. Generally speaking, jets fall into two

major groups, jets with Fb close to zero and jets with Fb close to one. This means

that the exact value of Fb at which we assign a jet to come from a Higgs boson does

not greatly impact this analysis. Figure 6.11 shows the values of Fb for each of the

jets from Fig. 6.10 and indicates with a circle those jets that are considered to come

from a Higgs boson decay (i.e. Fb > 0.25).

109



(a) Run 176696 Event 8 (b) Run 177314 Event 162

Figure 6.11: The positions in φ-η space of the jets for the same events as in Fig. 6.10
together with the b-fraction (Fb) of each event. The circles indicate jets that we
consider to come from the Higgs decay (i.e. Fb > 0.25).

6.4.4 Higgs Boson Reconstruction

We see in Fig. 6.11 that the Higgs boson has to be reconstructed from different

numbers of jets depending on the event. In this section, we will first compare the

standard dijet reconstruction technique, which only uses the leading two jets, to our

new multijet reconstruction method for theWH MC sample. We then proceed to find

kinematic variables to help us determine which jets need to be used to reconstruct

the Higgs boson.

In the WH MC sample, we can determine the b-fraction for every jet and then

use the jets with Fb > 0.25 to reconstruct the Higgs boson mass, which will be

referred to as the multijet mass. Mathematically, this is expressed as:

mmultijet
H =

∣∣∣∣∣∑
i

p jet
i

∣∣∣∣∣ (6.2)

where p jet
i is the four-momentum of jet i and the sum is taken over all jets with

Fb > 0.25. We only consider events that have at least two jets with Fb > 0.25 because

we cannot properly reconstruct the Higgs boson from only one jet because the other

jets from the Higgs boson most likely escaped our detection. Figure 6.12 shows the

resultant distribution for the WH (mH = 115 GeV/c2) sample. For comparison, we
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also show the mass distribution if only the two highest ET jets are used to reconstruct

the Higgs boson mass, which is known as the standard dijet mass. It is clear that the

multijet mass distribution reflects the resonance better close to mH = 115 GeV/c2.
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Figure 6.12: The reconstructed Higgs boson mass using two different reconstruc-
tion methods. The red distribution was generated with the multijet mass method
described in Eq. (6.2). The black distribution shows the standard dijet mass for
comparison. Both distributions come from the WH (mH = 115 GeV/c2) sample and
include events in the three-jet sample that contain at least two Higgs-like jets before
any lepton selection or tagging requirement.

Having demonstrated the value of using this multijet reconstruction technique,

we next need to find a way to apply it to data events. Of course, the data do

not contain any hepg level information, so we cannot calculate the b-fractions to

determine which jets to use for the multijet mass. Instead we have to look to general

kinematic variables to indicate which jets most likely come from the Higgs decay.

In the three-jet sample, there are four ways to reconstruct a Higgs boson from the

combination of at least two jets:
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(1) Combine jets 1, 2, and 3 (39%).

(2) Combine jets 1 and 2 (32%) (commonly known as the standard dijet mass).

(3) Combine jets 1 and 3 (20%).

(4) Combine jets 2 and 3 (9%).

The percentages in parentheses indicate the fraction of simulated events that have

at least two jets with b-fractions larger than 0.25. It is difficult to find discrimination

variables to isolate the four kinds of events, so we will focus here on isolating events

from the first two categories, which account for more than 70%. We have investigated

many kinematic variables to discriminate category 1 from category 2 events and

found that the following two provide the best separation:

• Leading Jet ET (ET (jet 1)): ET of the highest ET jet.

•
∑

∆R: The sum of the separation in R between all three jet pairs:

∑
∆R = ∆R(j1, j2) + ∆R(j1, j3) + ∆R(j2, j3) (6.3)

where ji stands for jet i.

The distributions of these two kinematic variables are shown in Fig. 6.13. We can

see that the distributions can be used to separate the two types of events. In order

to enhance the discrimination power of the two variables, let us consider the
∑

∆R

distributions for various leading jet ET (jet 1) ranges. Fig. 6.14 shows these distri-

butions for four ET (jet 1) ranges. We can see that in the lowest ET (jet 1) range

(ET (jet 1) < 40 GeV) most events have three jets coming from the Higgs boson,

which might be predicted intuitively because the jet energies are split among three

jets rather than two. We also notice that events with three jets coming from the

Higgs boson tend to have a low
∑

∆R. This is because three jets coming from the
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Higgs boson are expected to be more collimated than if only two jets came from the

Higgs boson and the third jet came from elsewhere.

Using the four diagrams in Fig. 6.14, we can classify events into two categories

based on how we combine the jets to reconstruct the Higgs boson; these categories

correspond to items 1 and 2 in the above list. We can either reconstruct the Higgs

boson mass using all three jets (m123) or only the leading two jets (m12). Here is

how we define mmultijet
H based on the kinematic variables of the event:

• If ET (jet 1) < 40 GeV, mmultijet
H = m123.

• If 40 < ET (jet 1) < 60 GeV, and

–
∑

∆R < 6.5, mmultijet
H = m123.

–
∑

∆R > 6.5, mmultijet
H = m12.

• If 60 < ET (jet 1) < 100 GeV, and

–
∑

∆R < 5.0, mmultijet
H = m123.

–
∑

∆R > 5.0, mmultijet
H = m12.

• If ET (jet 1) > 100 GeV, and

–
∑

∆R < 3.5, mmultijet
H = m123.

–
∑

∆R > 3.5, mmultijet
H = m12.

The
∑

∆R requirements are indicated with a red arrow in the four plots in Fig. 6.14.

Figure 6.15 shows the reconstructed multijet mass (mmultijet
H ) distribution for the data

and the backgrounds, from which we can see that the backgrounds model the data

well. The WH (mH = 115 GeV/c2) signal is superimposed and scaled up by a

factor of 100. We can see that the signal distribution takes on the expected mass

distribution and peaks at the modeled Higgs mass.
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Figure 6.13: The kinematic variables that we will use to separate events with three
jets coming from the Higgs boson from events with only the leading two jets coming
from the Higgs boson. Both distributions come from the WH (mH = 115 GeV/c2)
sample and include events in the three-jet sample that contain at least two Higgs-like
jets before any lepton selection or tagging requirement is applied.

Figure 6.16 show the input variables for our multijet mass for the tight lep-

tons (TLEP) and PHX leptons before any tagging requirement. The backgrounds

model the data well, so we can proceed to look at the multijet reconstructed mass

distributions for all the tagging categories.

6.4.5 Three-Jet Discriminants

Figures 6.17 through 6.18 show the multijet mass distributions with the WH

signal scaled up by a factor of 10. We will use these templates in Chap. 8 to calculate

how much WH signal is present in our data.
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Figure 6.14: The
∑

∆R distributions for four leading jet ET (ET (jet 1)) ranges. The
red arrows indicate the

∑
∆R requirements for our definition of the reconstructed

multijet mass (mmultijet
H ), if the value is lower than the red arrow, we use all three

jets to reconstruct the Higgs boson, and if it is above, we only use the two leading
jets. If ET (jet 1) < 40 GeV, we always use all three jets for the reconstruction.
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Figure 6.15: The reconstructed multijet mass (mmultijet
H ) with all of the backgrounds

for the tight leptons before any tagging requirement is applied. The WH (mH =
115 GeV/c2) signal is superimposed and scaled up by a factor of 100.
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Figure 6.16: The three-jet sample discrimination variables together with their back-
ground predictions before any tagging requirement is applied. The superimposed
WH (mH = 115 GeV/c2) signal is scaled up by a factor of 100.
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Figure 6.17: The multijet mass distributions (mmultijet
H ) for all tagging categories for

the tight leptons.
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Figure 6.18: The multijet mass distributions (mmultijet
H ) for all tagging categories for

the PHX leptons.
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CHAPTER SEVEN

Systematic Uncertainties

7.1 Introduction

Before determining how much Higgs signal we can extract from the data, we

need to consider all of the uncertainties associated with our measurements. These

include uncertainties on the backgrounds that we calculated in Chap. 5, uncertainties

on the lepton and tagging identification from Chap. 4, uncertainties on measurements

performed by our detector from Chap. 2, and uncertainties on the theoretical cross

sections from Chap. 1. In this chapter, we explain how each uncertainty is calculated

in detail and conclude by showing the uncertainties used for the limit calculation in

Chap. 8.

The total uncertainties for the MC-based backgrounds and signal distributions

come from the uncertainties of each of the terms in Eq. (5.1), which is reproduced

here:

Ni = (σ ·BR)i ·
∫
Ldt · N

sel
i

N tot
i

· εdata
z0
· εdata

trig · SFlep ID · SFtag (7.1)

Let us first consider the uncertainties on each of the terms and then turn to the

uncertainties associated with the other backgrounds.

7.2 Cross Section

We use the cross sections in Table 5.3 to normalize the MC-based backgrounds.

We use the quoted uncertainty for the Z + jets template, which is equivalent to a

relative uncertainty of 10.8%. For the other processes, we use the relative uncer-

tainties set by the Tevatron New Phenomena & Higgs Working Group, which are

10% for all top processes (tt̄, single top s-channel, single top t-channel), 6% for all
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diboson processes (WW , WZ, and ZZ), and 5% for the WH cross sections from

Table 6.1.

7.3 Branching Ratio

The branching ratio is purely related to the choice of MC sample and what

processes are generated therein, so we do not associate an uncertainty with it.

7.4 Luminosity

We apply a 6% relative uncertainty due to mismeasurements of the luminosity

with the CLC.

7.5 z0 Vertex Efficiency

The relative uncertainty for the z0 vertex efficiency is provided by the Joint

Physics group and is approximately 0.2% (cf. Table 5.1).

7.6 Trigger Efficiency

The uncertainties for the trigger efficiency are also provided by the Joint

Physics Group and are less than 1% for all of the lepton triggers (cf. Table 5.1).

7.7 Lepton Identification Efficiency

We use a 2% relative uncertainty for all lepton categories based on the study

in [43].

7.8 b-Tagging Scale Factor

We calculate the scale factor uncertainties by propagating the uncertainties

from Table 5.2 through the leading terms in Eqs. (5.2) – (5.5). This yields one
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uncertainty for each tagging category:

∆≥2S = 2
∆SFS

SFS

(7.2)

∆S+J =

√(
∆SFS

SFS

)2

+

(
∆SFJ

SFJ

)2

(7.3)

∆S+R =

√(
∆SFS

SFS

)2

+

(
∆SFR

SFR

)2

(7.4)

∆1S =
∆SFS

SFS

(7.5)

7.9 Initial- and Final-State Radiation

Initial-state (final-state) radiation refers to the gluon radiation from the in-

coming (outgoing) quarks. We set a parameter that controls the amount of gluon

radiation from the quarks when we generate MC samples. In order to study the ef-

fects of this MC parameter, we generate two WH (mH = 120 GeV/c2) MC samples.

For one, we increase the amount of initial- and final-state radiation (chgt70), and

for the other, we decrease the amount of initial- and final- state radiation (chgt71).

The uncertainty is then calculated from the difference in the number of accepted

events between the samples with more ISR/FSR (Nmore) and less ISR/FSR (Nless).

Here is the mathematical definition of the relative uncertainty:

∆ISR/FSR =
|Nmore −Nless|

2Nnominal

(7.6)

whereNnominal is the number of accepted events in the standardWH (mH = 120 GeV/c2)

MC sample (chgt7e).

7.10 Parton Distribution Function

When we generate MC samples, we use Parton Distribution Function (PDF)

sets to describe the momentum distribution of the partons inside of a proton. The

Coordinated Theoretical-Experimental Project on QCD (CTEQ) collaboration com-

piles these PDF sets from experimental data. At CDF, we use the CTEQ5L PDF
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set to generate our MC samples. In order to study the uncertainty due to this PDF

set, we use the Joint Physics Group’s recommended PDF reweighting procedure.

The idea is to calculate event weights for 22 different PDF sets and then calculate

the relative uncertainty by comparing the weighted events to the nominal CTEQ5L

events. The 22 PDF sets consist of 20 CTEQ6M sets (CTEQ6M1 – CTEQ6M20)

and two PDF sets from the MRST collaboration (MRST72 and MRST75). The

uncertainties calculated by this method are asymmetric, so we use the larger of the

two for this analysis.

7.11 Jet Energy Scale

We also have to account for uncertainties due to the the jet energy corrections

that we calculated in Sec. 3.3.1, known as jet energy scale (JES) uncertainties. We

do this by shifting the corrected jet ET up and down by one standard deviation and

then calculating the uncertainty from the difference between accepted events and

the nominal value. We use the WH (mH = 115 GeV/c2) sample for this study. The

acceptances are Nup for the up-shifted sample, Ndown for the down-shifted sample,

and Nnominal for the standard sample. The relative uncertainty is the larger of the

following two:

∆up =
|Nnominal −Nup|

Nnominal

∆down =
|Nnominal −Ndown|

Nnominal

(7.7)

7.12 QCD Estimation

The uncertainties due to the QCD estimation method in this section are based

on unpublished studies performed within the WH group. We use a 40% relative

uncertainty for samples that use the standard QCD estimation and a 100% uncer-

tainty for the double-tagged samples that require the low-statistics QCD estimation

method (cf. Sec. 5.5.1). In the TLEP samples, we use a 70% relative uncertainty
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if at least one of the QCD estimates for CEM, CMUP, and CMX were performed

with the low-statistics method; if all three were performed with the low-statistics

method, we use 100%.

7.13 W + Heavy Flavored Jets

The largest uncertainty on the W + bb̄ and W + c/cc̄ samples comes from

the K factors from Table 5.9.

7.14 W + Light Flavored Jets / Mistags

The mistag matrices discussed in Sec. 5.5.3.2 provide uncertainties for their

tag rates. For each tagger, we individually shift the mistag rates up and down and

then calculate the resulting shift in the number of negative tags (N−) using the same

method as in Eq. (7.7). The uncertainty for each tagger is the larger of the two shift

uncertainties. We then combine the uncertainties for the three taggers as follows:

∆mistag =
√

∆2
S + ∆2

J + ∆2
R (7.8)

7.15 Combined Uncertainties for the Limit Calculation

In this section, we show what uncertainties are combined for the background

and signal samples. The uncertainties for each sample are added in quadrature for

Tables 5.10–5.13. In Chap. 8, we explain how the uncertainties are combined for the

limit calculation. We conclude this section with tables showing the numeric values

of the individual uncertainties that are used for the limit calculation.

For the WH signal, diboson (WW , WZ, ZZ), top (tt̄, single top s-channel,

single top t-channel), and Z + jets samples, we combine the uncertainties of the

following quantities:

• cross section • luminosity
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• z0 vertex efficiency

• trigger efficiency

• lepton identification efficiency

• b-tagging scale factor

• initial- and final-state radiation

• parton distribution function

• jet energy scale

For the W + bb̄ and W + c/cc̄ samples, we combine the uncertainties of the following

quantities:

• K factor

• initial- and final-state radiation

• parton distribution function

• jet energy scale

For the W + LF sample, we only use the uncertainty due to the mistag estimation

method and for the QCD sample, we only use the uncertainty due to the QCD

estimation method. Tables 7.1 and 7.2 show the relative uncertainties that change

for each sample category for the two-jet and three-jet samples, respectively. Ta-

ble 7.3 shows the relative uncertainties that are the same for all samples. The total

uncertainty for a given background sample is calculated by summing the relevant

uncertainties from the tables in quadrature.

125



Table 7.1: The relative uncertainty values given as percentages for each sample
category in the two-jet sample.

Sample Category Trigger b-Tagging ISR/FSR PDF JES QCD Mistags

TLEP 1S 0.8 5.2 1.5 0.8 1.3 40.0 20.6

TLEP ≥2S 0.8 10.4 3.9 0.9 0.6 40.0 41.8

TLEP S+J 0.8 8.3 1.8 0.8 0.4 40.0 35.2

TLEP S+R 0.8 9.5 2.4 0.8 1.0 40.0 20.1

PHX 1S 0.1 5.2 1.8 2.5 4.1 40.0 19.5

PHX ≥2S 0.1 10.4 4.7 2.4 1.4 100.0 39.7

PHX S+J 0.1 8.3 1.1 2.5 1.5 40.0 30.8

PHX S+R 0.1 9.5 3.0 2.4 1.1 100.0 19.1

Table 7.2: The relative uncertainty values given as percentages for each sample
category in the three-jet sample.

Sample Category Trigger b-Tagging ISR/FSR PDF JES QCD Mistags

TLEP 1S 0.8 5.2 5.1 0.7 13.5 40.0 17.5

TLEP ≥2S 0.8 10.4 3.0 0.8 9.7 40.0 36.9

TLEP S+J 0.8 8.3 4.0 0.9 10.5 70.0 28.2

TLEP S+R 0.8 10.0 6.1 0.8 11.8 70.0 17.4

PHX 1S 0.1 5.2 7.2 2.7 15.4 40.0 17.2

PHX ≥2S 0.1 10.4 7.8 2.7 12.1 100.0 36.4

PHX S+J 0.1 8.3 3.0 3.1 11.7 40.0 26.3

PHX S+R 0.1 10.0 1.5 2.2 11.7 100.0 17.2
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Table 7.3: The relative uncertainty values that are the same for all sample
categories.

Uncertainty Type Value

Luminosity 6%

z0 Vertex Efficiency 0.185%

Lepton Identification Efficiency 2%

WH Cross Sections 5%

Top Cross Sections 10%

Diboson Cross Sections 6%

Z + jets Cross Section 10.8%

K factor 28.6%
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CHAPTER EIGHT

Limit Calculation

Now that we have the discriminant distributions from Chap. 6 and the system-

atic uncertainties from Chap. 7, we can calculate how much Higgs boson signal is in

our data. We do this by calculating the upper limit on the Higgs boson production

cross section allowed for by our data. In high-energy particle physics, limits are con-

sistently reported with a 95% confidence level. In this chapter, we will first explain

how to calculate a general limit using a Bayesian approach and then account for

systematic uncertainties; we will then explain how to determine an expected limit

range with the use of pseudodata, and we will conclude by presenting the limits for

this analysis.

8.1 Statistical Inference

In experimental physics, we often want to infer the statistical properties of

a distribution based on a measurement. In this analysis, the measurements are

subdivided into discrete bins, so the data in each bin can be considered the result

of a one-bin counting experiment. We can use a Poisson distribution to describe the

outcomes of these one-bin experiments. To rephrase the initial question, we want to

infer the expected number of events (µ) of the Poisson distribution from the number

of collected events (n) in each bin. The Poisson probability of n events occurring

for an expectation of µ is given by:

p(n|µ) =
µne−µ

n!
(8.1)

There are two approaches to making such an inference, the Frequentist and

Bayesian approaches. The Frequentist approach assumes no prior knowledge of the

probability distributions and relies on a test statistic to separate background and
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signal. This approach is used by DØ. At CDF, we employ the Bayesian approach,

which is based on Bayes’ theorem:

p(µ|n) =
p(n|µ)p(µ)

p(n)
(8.2)

where p(µ) represents the assumed probability distribution of µ before the experi-

ment, known as the prior probability. Similarly, p(µ|n) is known as the posterior

probability distribution; this is the distribution that we want to calculate. The

denominator of Eq. (8.2) is called the marginal probability and is defined as follows:

p(n) =

∫
p(n|µ)p(µ)dµ (8.3)

where the integral is taken over all values of µ.

Before we can rewrite Eq. (8.2) in terms of the number of background, signal,

and data events, we have to define the prior probability distribution. Let us first

define the following three quantities:

• D: The number of observed data events (cf. Tables 5.10–5.13).

• B: The total number of background events (cf. Tables 5.10–5.13).

• S: The number of signal events. This is the number that we are ultimately

interested in.

The sum of background and signal corresponds to the expected number of events

(i.e. µ = B + S), and D corresponds to the number of observed events (n). We do

not want to favor any one expected number of signal events over another, and we

do not want to allow a negative number of expected signal events, so we assume the

following prior probability distribution:

p(µ) =


0 when µ < B

k when µ ≥ B

(8.4)
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where k is a constant. We can now rewrite Eq. (8.2) as follows:

p(µ|n) =


0 when µ < B

cnp(n|µ) when µ ≥ B

(8.5)

where p(n|µ) is given by Eq. (8.1), and cn = k
p(n)

is a constant for a given value of n

and can be determined with the normalization condition:∫
p(µ|n)dµ = 1 (8.6)

Since we are interested in placing an upper limit on the number of signal

events, let us rewrite S as a function of the number of calculated WH signal events s

predicted by the standard model (cf. Tables 5.10–5.13) multiplied by a scaling factor

f :

S(f) = f · s (8.7)

We want to calculate the 95% confidence level limit (x95) on f so that we can

report the limit on the multiplicative factor of the standard model prediction. The

significance of using f rather than S is that if the observed limit for f falls below

one, we can exclude the existence of a standard model Higgs boson with a 95%

confidence level. We can now form the limit integral in terms of B, D, s, and f :

0.95 =

∫ x95

0

p(B + f · s|D)df

=

∫ x95

0

cDp(D|B + f · s)df

=

∫ x95

0

cD
(B + f · s)De−(B+f ·s)

D!
df (8.8)

8.2 Uncertainties

The discussions in the previous section did not take uncertainties associated

with the measurement and the background predictions into account. We assume

that our systematic uncertainties follow a Gaussian distribution. This means that,
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given a nominal value r̂ and an uncertainty σr, we expect the probability distribution

to be Gaussian, which is defined as follows:

pg(r; r̂, σr) =∼ 1√
2πσ2

r

e
− (r−r̂)2

2σ2
r (8.9)

In order to incorporate a Gaussian uncertainty (σ) into our limit calculation, we in-

troduce a nuisance parameter (k) with Gaussian probability distribution pg(k; 1, σ).

For example, B is the sum of several backgrounds B =
∑
bi, and each one of these

backgrounds has an uncertainty σi. We can therefore rewrite the expected number

of events as a function of the ki as follows:

µ(f, ki) = B(ki) + f · s =
∑
i

(ki · bi) + f · s (8.10)

Of course, we also have uncertainties that apply to multiple backgrounds collectively,

as for example the lepton identification uncertainty, and we have uncertainties that

are only applied to the signal, so we have to introduce nuisance parameters for all

of these uncertainties. Taking all of these uncertainties into account, the combined

expectation becomes:

µ(f, kij) =
∑
i≥1

((∏
j∈∆i

kij

)
· bi

)
+

(∏
j∈∆0

k0j

)
· f · s (8.11)

where ∆0 and ∆j are the sets of indices of the nuisance parameters that apply to the

signal and background, respectively. We then form the probability distribution by

convolving the probability with a Gaussian distribution for each nuisance parameter

as follows:

P (D|µ(f, kij)) = p(D|µ(f, kij))
∏
j

pgj (kij; 1, σj) (8.12)

where p(D|µ(f, kij)) is formed by substituting Eq. (8.11) into Eq. (8.5). In order to

form the confidence level integral from Eq. (8.8), we also have to integrate over all

kj. This is known as integrating out the nuisance parameters and mathematically
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it looks like this:

0.95 =

∫ x95

0

[∫
P (D|µ(f, kij))dk1...dkj

]
df (8.13)

Note that P has to be normalized.

All of the previous discussion was based on a one-bin counting experiment, so

in order to form the limit integral over several bins, we convolve the probabilities of

all bins. If the probability of one bin is given by Pm, then Eq. (8.13) can be rewritten

as follows:

0.95 =

∫ x95

0

[∫ ∏
m

{Pm(D|µ(f, kij))} dk1...dkj

]
df (8.14)

In this equation, the number of nuisance parameters (kj) has increased to include un-

certainties for individual bins as well as uncertainties that span several bins. Finally,

we can form the limit integral over several channels by concatenating the discrim-

inant histograms from Secs. 6.3.1 and 6.4.5 into one long histogram with several

bins.

8.3 Pseudodata and Expected Limit

As discussed in previous sections, we rely heavily on simulation techniques

to interpret the detector data and to calculate our background and signal distri-

butions. For this reason, it is not possible to calculate analytically what our final

sensitivity to WH production is, so we generate so-called pseudodata based on our

backgrounds in the absence of signal. Pseudodata is generated by fluctuating the

background estimates within their uncertainties, which yields a distribution that re-

sembles our expected data distribution. With this pseudodata, we calculate the 95%

confidence level upper limit as described in the previous sections. If our detector

and analysis techniques were ideal, this should yield a limit close to zero since the

pseudodata were produced in the absence of signal. The process of performing the

analysis with pseudodata is known as a pseudoexperiment. In order to obtain a sta-
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tistically meaningful range of expected limits, we generate 1000 pseudoexperiments

that yield a distribution of 1000 limits. The median of this distribution is considered

the expected limit. In Sec. 8.4, we will report the distribution of the 1000 pseudo-

experiments with the following five quantities: the median, the lower and upper one

standard deviation bounds (±1σ), and the lower and upper two standard deviation

bounds (±2σ).

8.4 Results

In this section we present the 95% confidence level upper limits on the WH

production cross section calculated for this analysis. First, we will present the limits

for the three-jet sample using our multijet reconstruction technique and compare

them to the three-jet sample limits that would result from using only the dijet mass.

We will then present the two-jet sample limits and the final limits resulting from the

combination of the two- and three-jet samples.

We use the following channels for the three-jet sample limit calculation:

• TLEP ≥2S

• TLEP S+R

• PHX 1S

• PHX ≥2S

• PHX S+J

• PHX S+R

The TLEP 1S and TLEP S+J were excluded from the limit calculation because their

individual limits fall far below the expected range. This is due to the fact that the

background model cannot incorporate the large downward fluctuation of the data

in the signal region of the TLEP S+J channel and because of its underestimation in

the high mass tail of the TLEP 1S channel.
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We use the following channels for the two-jet sample limit calculation:

• TLEP ≥2S

• TLEP S+J

• TLEP S+R

• PHX ≥2S

• PHX S+J

• PHX S+R

As explained in Sec. 6.3, the BNN discrimination templates in the two-jet sample are

based on a previous WH search [41]. Since that analysis was performed, the accepted

method of calculating the W + LF background has changed. This does not play

a large role in the double-tagged categories because the W + LF contribution is

small; however, in the 1S category this causes our W + LF estimates to be different

from the ones in [41]. For this reason, we exclude the 1S channels from the limit

calculation.

As discussed in Sec. 8.3, the expected limit is a measure of the sensitivity of

our search. In Table 8.1, we compare the limit calculated in the three-jet sample

using the dijet reconstruction technique with the limit calculated using the multijet

reconstruction technique. We see that the new multijet technique improves our

search sensitivity by up to 3.9% for some Higgs boson masses. More important

than an improvement in the sensitivity is that we are able to better model the WH

signal distribution using the multijet reconstruction technique (see Fig. 6.12). In the

future, we plan to better exploit this modeling to separate the signal and background

events in the three-jet sample.

Figure 8.1 shows the expected and observed limits for the two-jet sample using

the BNN discriminants and for the three-jet sample using the multijet reconstructed

mass. Figure 8.2 shows the combined limit for the two- and three-jet samples, and

Table 8.2 gives the numerical values. Based on the observed limits, we set upper
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Table 8.1: The median expected 95% confidence level upper limits on WH
production normalized to the standard model prediction. The limits are based on

the three-jet sample using the dijet and multijet reconstructed masses. The
improvement is relative to the dijet limit and is only displayed for masses for which

the new multijet technique improved the limit.

Higgs Boson Mass (GeV/c2) Dijet Limit Multijet Limit Improvement

100 24.6 23.7 3.7%

105 27.2 26.6 2.2%

110 31.1 31.9 -

115 36.9 37.4 -

120 43.7 43.5 0.5%

125 56.7 54.5 3.9%

130 71.0 73.4 -

135 97.3 96.1 1.2%

140 149 144 3.4%

145 194 193 0.5%

150 270 280 -

limits on the WH production rate between 3.36 and 28.7 times the standard model

prediction in the Higgs boson mass range from 100 to 150 GeV/c2.

In Table 8.3 we compare the median expected limit for the two-jet sample

with that of the combined two- and three-jet sample. We see that the addition of

the three-jet sample with the multijet reconstruction technique improved our overall

search sensitivity between 1.1 and 11.5% in the entire Higgs boson mass range from

100 to 150 GeV/c2.
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(b) Three-Jet Sample

Figure 8.1: The 95% confidence level upper limits on the WH production cross section
as a function the Higgs boson mass. The limits are normalized to the standard model
prediction, which is indicated by the blue line.

Table 8.2: The observed and median expected 95% confidence level upper limits on
WH production normalized to the standard model prediction. The limits are

shown for the combined two- and three-jet samples.

Higgs Boson Mass (GeV/c2) Observed Limit Median Expected Limit

100 3.45 2.59

105 3.36 2.84

110 4.68 3.23

115 4.75 3.54

120 4.94 4.14

125 5.17 4.83

130 6.91 6.36

135 10.2 8.24

140 12.1 10.8

145 23.3 19.6

150 28.7 24.1
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Figure 8.2: The combined two- and three-jet sample 95% confidence level upper limits
on the WH production cross section as a function the Higgs boson mass. The limits
are normalized to the standard model prediction, which is indicated by the blue
line. The numerical values of the observed and median expected limit are shown in
Table 8.2.
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Table 8.3: The median expected 95% confidence level upper limits on WH
production normalized to the standard model prediction. The limits are shown for
the two-jet sample and the combined two- and three-jet sample. The improvement

is relative to the two-jet sample limit.

Higgs Boson Mass Two-Jet Two- and Three-Jet
Improvement

(GeV/c2) Sample Sample

100 2.62 2.59 1.1%

105 2.95 2.84 3.7%

110 3.33 3.23 3.0%

115 3.82 3.54 7.3%

120 4.46 4.14 7.2%

125 5.30 4.83 8.9%

130 6.75 6.36 5.8%

135 9.02 8.24 8.6%

140 12.2 10.8 11.5%

145 20.7 19.6 5.3%

150 26.2 24.1 8.0%
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CHAPTER NINE

Conclusion

We performed a direct search for standard model Higgs boson production

in pp̄ collisions at a center of mass energy of
√
s = 1.96 TeV. The search was

performed using the CDF II detector and a data set corresponding to an integrated

luminosity of 6.3 fb−1. We searched for Higgs boson production in association with a

W boson with the Higgs boson decaying into a bottom/antibottom quark pair. We

introduced a novel technique to reconstruct a Higgs boson in the three-jet sample

using a multijet reconstruction technique and found that this technique improves

the signal modeling over the standard dijet reconstruction technique. Furthermore,

by combining the BNN discriminants in the two-jet sample with the multijet mass

in the three-jet sample, we found an overall improvement of our search sensitivity

of 1.1 to 11.5% for Higgs boson masses between 100 and 150 GeV/c2.

Our data shows no evidence of a Higgs boson since the observed limits are

within the expected limit range, so we set 95% confidence level upper limits on the

WH production rate. The limit for a Higgs boson mass of 115 GeV/c2 is

σ(pp̄→ W±H)× BR(H → bb̄) < 4.75× SM

where SM stands for the standard model prediction. We set limits between 3.36 and

28.7 times the standard model prediction for the Higgs boson mass range from 100

to 150 GeV/c2.
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APPENDIX A

Trigger Tables

In this appendix we will show the detailed trigger tables for the triggers that we

currently use. Trigger table versions change over time, so we will only show the most

current tables here. As described in Sec. 2.4, we use a three level triggering system,

so each trigger table below will show the level one, two, and three requirements.

Here are the main triggers for the four lepton categories (CEM, PHX, CMUP, and

CMX):

• CEM Electrons (ELECTRON_CENTRAL_18)

– Level 1:

ELECTRON ET_CENTRAL = 8 GeV

ELECTRON HAD_EM_CENTRAL = .125

ELECTRON NUMBER = 1

ELECTRON XFT_CHARGE = 0

ELECTRON XFT_LAYERS = 4

ELECTRON XFT_PT = 8.34 GeV/c

– Level 2:

ElectronCluster ABS_ETA_MAX = 1.317

ElectronCluster ABS_ETA_MIN = 0

ElectronCluster CLUSTER_PASS = 14

ElectronCluster ET = 18 GeV

ElectronCluster HAD_EM = .125

ElectronCluster NUMBER = 1

ElectronCluster XFT_LAYERS = 4
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ElectronCluster XFT_PT = 8 GeV/c

ElectronCluster XFT_STEREO_CONFIRM = 0

– Level 3:

CalorRegion = 0

LShr = 0.4

ZVert = 2

cenDeltaZ = 8

cenEt = 18.0

cenHadEm = 0.125

cenTrackPt = 9.0

nEmObj = 1

nTowersHadEm = 3

• PHX Electrons (MET_PEM)

– Level 1:

PHOTON ET_CENTRAL = 8 GeV

PHOTON ET_PLUG = 8 GeV

PHOTON HAD_EM_CENTRAL = .125

PHOTON HAD_EM_PLUG = .0625

PHOTON NUMBER = 1

MET_PULSAR ET = 15 GeV

– Level 2:

GlobalMisEt ET = 15 GeV

GlobalMisEt MET_TYPE = 2

PhotonCluster ABS_ETA_MAX = 3.6

PhotonCluster ABS_ETA_MIN = 1.1
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PhotonCluster CLUSTER_PASS = 14

PhotonCluster ET = 20 GeV

PhotonCluster ET_TOTAL = 0 GeV

PhotonCluster HAD_EM = .125

PhotonCluster ISO_ET = 999 GeV

PhotonCluster ISO_FRACTION = 999

PhotonCluster NUMBER = 1

– Level 3:

CalorRegion = 1

ZVert = 2

nEmObj = 1

plugEt = 20

plugHadEm = 0.125

plugHadEmCeiling = 9999

MetCut = 15.0

• CMUP Muons (MUON_CMUP18)

– Level 1:

MUON_CMU(P) CMU_STUB_PT = 6 GeV/c

MUON_CMU(P) CMU_XFT_PT = 4.09 GeV/c

MUON_CMU(P) REQUIRE_CMP = 1

MUON_CMU(P) REQUIRE_CSP = 0

MUON_CMU(P) REQUIRE_HTDC_CMU = 0

– Level 2:

Muon CALOR_TYPE = 0

Muon MUON_TYPE = 3
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Muon NUMBER = 1

Muon USE_CSP = 0

Muon XFT_LAYERS = 4

Muon XFT_PT = 14.77 GeV/c

Muon XFT_STEREO_CONFIRM = 3

– Level 3:

cmpDx = 20

cmuDx = 10

minPt = 18.0

nMuon = 1

selectCMUP = true

• CMX Muons (MUON_CMX18)

– Level 1:

MUON_CMX CMX_STUB_PT = 6 GeV/c

MUON_CMX CMX_XFT_LAYERS = 4

MUON_CMX CMX_XFT_PT = 8.34 GeV/c

MUON_CMX REQUIRE_CSX = 1

MUON_CMX REQUIRE_HTDC_CMX = 0

– Level 2:

Muon CALOR_TYPE = 0

Muon MUON_TYPE = 4

Muon NUMBER = 1

Muon REQUIRE_HTDC = 1

Muon USE_CSP = 0

Muon XFT_LAYERS = 4
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Muon XFT_PT = 14.77 GeV/c

Muon XFT_STEREO_CONFIRM = 3

– Level 3:

cmxDx = 10

minPt = 18.0

nMuon = 1

selectCMX = true
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