
ABSTRACT

Faster k-means Clustering

Jonathan Drake, M.S.

Mentor: Gregory J. Hamerly, Ph.D.

The popular k-means algorithm is used to discover clusters in vector data

automatically. We present three accelerated algorithms that compute exactly the

same clusters much faster than the standard method. First, we redesign Hamerly’s

algorithm to use k heaps to avoid checking distance bounds for all n points, with

little empirical gain. Second, we use an adaptive number of distance bounds to avoid

redundant calculations (Drake and Hamerly 2012). Experiments show the superior

performance of adaptive k-means in medium dimension (20 ≤ d ≤ 200) on uniform

random data. Finally, we reformulate the triangle inequality to constrain the search

space for a point’s nearest center to an annular region centered at the origin. For

uniform random data, annulus k-means is competitive with or much faster than other

algorithms in low dimension (d < 20), and it outperforms other algorithms on five of

six naturally-clustered, real-world datasets tested (d ≤ 74).
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CHAPTER ONE

Introduction

1.1 Overview

As early as the mid-1960s, Forgy, MacQueen, and Lloyd contributed ideas

and algorithms which led to the formulation of k-means as a method of clustering

vector data (Forgy 1965; MacQueen 1967; Lloyd 1982). Broadly, k-means is an

unsupervised machine learning method useful for dividing a dataset into subgroups.

Although there are many ways to define a cluster, we generally mean for points within

a cluster to be maximally similar and for points in separate clusters to be maximally

different. Clustering, and hence k-means, is popular where there are large amounts

of multi-dimensional data requiring analysis, e.g. in bioinformatics, cheminformatics,

astrophysics, vector quantization, and computer vision.

Today k-means is a common tool for machine learning and data mining. De-

spite its long history, k-means continues to enjoy widespread relevance (Jain 2010);

it has been named among the top 10 algorithms in data mining (Wu et al. 2008).

Currently, there are many avenues of ongoing research into accelerating, enhancing,

and otherwise improving k-means. Since clustering is often at the heart of larger data

mining efforts, new developments in k-means have a wide impact. In Chapter 2, we

discuss published discoveries and contributions from researchers worldwide, ranging

from theory to practice.

The algorithms introduced in Chapter 3 accelerate Lloyd’s standard k-means

algorithm by avoiding redundant distance calculations. Embedding additional geo-

metric reasoning into the algorithm allows us to eliminate significant computational

overhead without changing the answer, yielding 10- to 40-fold speedups in runtime.

The results of our experiments are detailed and analyzed in Chapter 4.

1



Figure 1.1: A simple clustering of points in the plane with k = 3 clusters sampled
from the normal distribution; centers are shown as large black dots.

1.1.1 Clustering Vector Data, and the Name “k-means”

Cluster analysis is a fundamental machine learning and data mining technique.

When clustering vector data, we partition a dataset into disjoint subsets called clus-

ters, and by convention we say there are k such clusters. We also identify each

cluster with a representative center point, where the natural center is the mean of

all data points belonging to the cluster. There are k of these means; hence the name

k-means clustering. In various contexts, centers may equivalently be called centroids,

barycenters, or centers of mass (Kanungo et al. 2002; Arthur and Vassilvitskii 2006).

Figure 1.1 shows a simple example of Gaussian data and centers, with k = 3 clusters.

1.1.2 Applications of k-means

Clusters form an encoded description or compression of the dataset used to

generate them. Moreover, after clustering a dataset of sample observations, we can

quickly predict the cluster assignment of a previously-unobserved sample by choosing

its closest center. Clustering and hence k-means is relevant within many scientific,

engineering, and other technical disciplines.
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In the biological sciences, clustering is useful for grouping related organisms

into phylogenies, according to whatever features of the organisms are under investiga-

tion. As mentioned previously, we can cluster related genes sequences for genotyping

or for research into genetic evolution (Celebi 2009). In chemistry, the behaviors and

properties of complex molecules can be encoded numerically, clustered, and used

to understand which aspects of molecular structure predict molecular properties.

k-means can be used to aid in computer vision by clustering the pixels of an im-

age into segments, facilitating border detection and object recognition (Celebi 2011).

k-means is also useful in social networking. For example, k-means could be used to

find communities within a network of people, or group related videos based on usage

logs. In data communications, it is a common method of vector quantization, e.g. for

lossy data compression of streaming voice or video signals.

Clustering groups related items. For example, recommender systems might use

k-means to help users find items they like. It can also help automatically generate

abstracts of certain types of streaming video, which is becoming increasing prevalent

on the web (Furini et al. 2008).

1.2 Lloyd’s Algorithm

The standard implementation of k-means clustering is a simple iterative pro-

cess named Lloyd’s algorithm; in common usage, it’s synonymous with k-means.

1.2.1 Basic Procedure

The strength of Lloyd’s algorithm is its simplicity. Given a dataset {xi}n1 ⊂ Rd

and a set of initial center locations {cj}k1 ⊂ Rd, we merely alternate between the

following two steps repeatedly, until center locations converge (Moore 2001):

− Assign each point xi to its nearest center

− Relocate each center cj to the centroid of all points assigned to it

3



1.2.2 Formal Restatement as Optimization Problem

Formally, the k-means task is an optimization problem that partitions data

into clusters while minimizing the sum of the squared distances between each data

point and the center of the cluster it belongs to. Given a set of points {xi}n1 ⊂ Rd

and a set of centers {cj}k1 ⊂ Rd, we define the minimization objective function J(x, c)

as the sum of squared errors given in Equation 1.1.

J(x, c) =
n∑

i=1

argmin
j
‖xi − cj‖2 (1.1)

1.2.3 Convergence and Termination

The consequence of alternately assigning points to their nearest center and

moving centers to their cluster centroids is that the average distance between each

point and its assigned center decreases after each iteration, so the algorithm always

makes progress in reducing the sum of squared distances between each point and its

assigned center, i.e. the objective function J .

There are kn ways to partition a set of n points into k possibly-empty clusters.

If we insist on strictly non-empty clusters, then the number of ways to partition

the set is given by the Stirling numbers of the second kind
{
n
k

}
, which we define

below in Equation 1.2. In either case the number of configurations is bounded by a

finite number, and we always make progress on the objective surface. For the same

reason that monotone, bounded sequences converge, the k-means algorithm eventually

terminates.

{
n

k

}
=

1

k!

k∑
j=0

(−1)k−j
(
k

j

)
jn (1.2)
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1.2.4 Limitations

This standard but naive approach has several limitations. First, the clusters

Lloyd’s algorithm produces may be arbitrarily far from the optimal clustering. Sec-

ond, the algorithm requires the user to specify k, the number of clusters, and to

provide an initial guess of cluster locations. Finally, and having most relevance to

this thesis, the standard algorithm takes a long time to run (Kanungo et al. 1999).

While the centers must necessarily converge in finite time, Lloyd’s algorithm

need not produce the globally best clustering. We want to minimize the sum of

squared distances between each point and its assigned center, but k-means merely

descends a multidimensional surface to its local minimum, which may or may not be

the global minimum. In particular, both the number of iterations required and the

actual output clustering are highly sensitive to the choice of initial center locations

used to seed the first iteration. Methods of initialization are discussed in Section 2.1.

We also consider non-Lloyd k-means heuristics in Section 2.4.

1.3 Distance Metrics

A key assumption underlying the clustering task is the existence of an appro-

priate distance metric for points in the dataset. Although we have formulated the

k-means problem in Rd using straight-line Euclidean distance for convenience and

ease of understanding, our acceleration techniques also apply to more general spaces

with suitable distance metrics.

For many purposes, the Euclidean 2-norm is a perfectly satisfactory measure

of distance, but depending on context, other metrics may be more useful. For exam-

ple, the Mahalanobis distance has the advantage of being able to correct for scaling

and distribution of data, while the generalized Minkowski norm allows for various

5



non-spherical cluster shapes. Kernelized variants of k-means are also possible. More-

over, kernel k-means has been shown to be equivalent to kernel principal component

analysis (kernel-PCA) (Dhillon et al. 2004).

As long as we have a distance metric d supporting the triangle inequality, i.e.

satisfying ∀x, y, z

d(x, y) ≤ d(x, z) + d(z, y), (1.3)

we can accelerate k-means considerably. Our work continues a long tradition of

triangle-inequality-based geometric reasoning (Drake and Hamerly 2012; Hamerly

2010; Elkan 2003; Huang et al. 1992; Orchard 1991).

1.4 Complexity

1.4.1 Worst-case Analysis

As a decision task, k-means belongs to the class of NP-hard problems, i.e.

there is no known polynomial-time way to decide if, given some target distortion

D, there exists a set of k centers having distortion less than D. However, for a

dataset of n points, we can trivially bound the number of iterations by the number of

possible configurations, kn. Inaba et al. counted the number of possible Voronoi cells

to improve this upper bound to O(nkd) (Inaba et al. 1994). It is not known whether

this bound is tight, i.e. Θ(nkd), as finding lower bounds has proven difficult. Har-Peled

and Sadri (2005) showed Ω(n) worst-case performance, and Arthur and Vassilvitskii

(2006) later showed a super-polynomial lower-bound for worst-case complexity of

2Ω(
√
n). Subsequently, Vattani further improved the lower bound by adversarially

constructing an instance requiring 2Ω(n) iterations (Vattani 2009).

6



1.4.2 Smoothed Analysis

Despite its exponential worst-case behavior, k-means has polynomial smoothed

complexity, as proved by Arthur et al. (2009). They also mention research in im-

proving the degree of this polynomial, which is currently about 30. Intuitively, this

smoothed analysis means that the algorithm’s realistic performance feels polynomial

and that worst-case behavior is the exception rather than the norm. This theoretical

analysis helps to explain the generally good performance of k-means in practice.

1.5 Scalability and Parallelism

Lloyd’s algorithm is embarrassingly parallelizable: during a given iteration,

we can easily partition a dataset of size n among different processors, replicating

the k clusters. Typically k � n, so k-means can easily handle big data. There exist

modern implementations of Lloyd’s algorithm based on common parallel programming

frameworks such as MPI, OpenMP, and MapReduce (Zhao et al. 2009; Zhang et al.

2011).

Many of the accelerations discussed in this thesis are also parallelizable, so the

speedups achieved through geometric reasoning multiply across parallel processing

units, allowing scalability to even larger datasets. Alternatively, from the opposite

perspective, our improvements allow an already-parallel clustering system to perform

the same task in a fraction of the time, or perform the same task in the same time

using a fraction of the computational resources.

1.6 Exact Acceleration

We have designed the k-means accelerations presented in this thesis to produce

exactly the same centers as Lloyd’s algorithm for any given initialization. We intend

these fast algorithms to be drop-in replacements wherever standard k-means is used.

Even while restricting our discussion to exact methods, there are many ways to make

7



k-means faster. Some techniques are now obsolete and others remain competitive in

certain circumstances. We discuss several noteworthy approaches in greater detail in

Chapter 2, including methods based on spatial data structures and others based on

geometric reasoning.

1.6.1 Justification of Exactness

Having differentiated between the k-means task and Lloyd’s algorithm, we

acknowledge that the standard algorithm is already heuristic. Nevertheless, exact

acceleration of this heuristic is valuable for several reasons. First, k-means is widely

used and widely studied, so acceleration offers immediate benefits. Second, any given

non-exact variant of k-means may also be amenable to our triangle-inequality acceler-

ations; even distant cousins like the k-nearest neighbors problem share this property.

Finally, maintaining exactness allows researchers and end-users to make clear com-

parisons between different algorithms.

1.6.2 Spatial Data Structures

In the category of spatial structures, k-d trees tend to work best in very low

dimension, e.g. d ≤ 5 (Pelleg and Moore 1999; Kanungo et al. 1999), Moore’s anchors

hierarchy tolerates high dimension but achieves only modest speedups (Moore 2000),

and the filtering algorithm of Kanungo et al. (2002) is practical only for 10 ≤ d ≤ 20.

1.6.3 Geometric Reasoning

These structural approaches are largely made obsolete by a class of algorithms

leveraging the triangle inequality. Phillips (2002) adapts Orchard’s nearest-neighbors

method to k-means and makes major improvements by pre-sorting a table of inter-

center distances, yielding competitive speedups over Lloyd’s algorithm in medium and

low dimension. Elkan’s algorithm introduces lower bounds on the distance between

8



points and centers, a technique which avoids explicitly computing distances across all

pairs in every iteration (Elkan 2003). In high dimension, roughly d > 200, Elkan’s

algorithm remains the fastest competitor at the time of this writing.

Simplifications and modifications of Elkan’s technique have yielded new algo-

rithms with different characteristics, including Hamerly’s low-dimensional algorithm

(Hamerly 2010), the medium-dimensional adaptive distance bounds algorithm pre-

sented in Chapter 3 of this thesis (Drake and Hamerly 2012), and the annular search

algorithm, which is also introduced in this thesis.

1.6.4 Towards a Universal k-means Algorithm

These accelerated methods vary in memory overhead, as well as in their sen-

sitivity to the number of centers k, the dataset’s dimension d, and the dataset’s level

of natural clusterability. Ideally, we want a k-means algorithm performing well for

all values of n, k, and d and all datasets. Meanwhile, we can construct a piecewise

algorithm that switches to the most appropriate acceleration technique based on the

particular conditions of the problem.

9



CHAPTER TWO

Literature Review

2.1 Initialization Methods

The clustering found by k-means depends on the choice of initial center lo-

cations. Since k-means is heuristic, a bad initialization can lead to poor quality

results. So what is a good way to choose initial centers? There have been several

proposed techniques. We first review basic initialization strategies and then discuss

more sophisticated options.

2.1.1 Basic Approaches

The simplest and most obvious way to initialize centers is just to pick k random

points from the dataset. Random initialization (Forgy 1965) has several advantages,

including fast runtime and being easy to understand and trivial to implement. Ran-

dom initialization often performs adequately, but arbitrary center selection can lead

to arbitrarily high distortion, e.g. if two centers are too close and become trapped

together inside one true cluster of points in the dataset. Figure 2.1 gives a simple

example of poor initialization.

Since we generally want points from the same cluster to be maximally simi-

lar and points from different clusters to be maximally different, it makes sense that

centers should not be near each other. This insight motivates an improved tech-

nique called farthest-first initialization (Hochbaum and Shmoys 1985). To start

off, the first center is initialized randomly, but remaining centers are selected to be

those points that maximize the minimum distance to previously-chosen centers. This

straightforward method does a better job of distributing centers across the dataset

than random initialization, but it has a serious pitfall: farthest-first initialization
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Figure 2.1: Given these initial center locations (black dots), k-means cannot iterate:
points are already assigned to their nearest centers, and all k = 3 centers are at the
mean of their assigned points. Here, the points marked with red ◦’s are closest to
the center in the space between them, whereas the points marked with green �’s and
blue +’s belong to separate clusters, according to their nearest center.

preferentially selects distant outliers as centers, as noted by Hamerly (2010). This

choice of initial center locations tends to increase the number required iterations and

reduce the quality of the final clusters found by k-means.

Turnbull and Elkan (2005) describe a variation of the farthest-first technique

using a random subset of the data points of size 2k ln(k) rather than the entire dataset.

The idea here is to choose a subset containing a better ratio of non-outliers to outliers,

such that running farthest-first initialization selects fewer outliers as centers. We call

this method subset-farthest-first.

2.1.2 Advanced Methods

The popular k-means++ algorithm (Arthur and Vassilvitskii 2007) is a ran-

domized technique for picking statistically good initial centers from the dataset, also

based on the insightful observation that clusters should be far away from each other.

Impressively, this recent technique offers theoretical guarantees about the output

clustering quality. While k-means itself provides no bound on the distance between
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the local minimum it finds and the true optimal clustering, k-means++ initialization

leads to solutions Θ(log k)-competitive with the optimal clustering.

The k-means++ initialization method chooses the first center c1 at random

from the dataset x, but each successive center cj is selected with probability

D2(cj)∑
xi∈xD

2(xi)
, (2.1)

where D(cj) denotes the minimum distance between cj and all previously-chosen

centers (Arthur and Vassilvitskii 2007). One noteworthy shortcoming of k-means++

initialization is its lack of straightforward parallelizability, however Bahmani et al.

(2012) recently developed a highly-scalable variant called k-means|| with similar

guarantees about the quality of the resulting clusters.

In an article analyzing the efficient application of k-means to color quantiza-

tion, Celebi compares random selection, farthest-first, subset-farthest-first,

and k-means++ (Celebi 2009). The methods performing most consistently and lead-

ing to the highest-quality solutions, i.e. with least distortion, were k-means++ and

subset-farthest-first. Another paper comparing additional k-means initializa-

tion schemes makes usage recommendations based on time and memory constraints

and other problem conditions (Celebi et al. 2013). Notably, there has been promis-

ing research into deterministic (non-random) initialization schemes competitive with

k-means++, e.g. Var-part and PCA-part (Su and Dy 2007).

For both internal and external consistency and ease of comparison, our ac-

celerated algorithms employ k-means++ to initialize centers owing to its widespread

adoption and good performance. Additionally, we perform a number of experiments

with random initialization to show our algorithms’ speedup is not contingent on a par-

ticular initialization method. Although we use k-means++ because it represents best

practice, we note that better center initialization means there is relatively less room

for subsequent acceleration, which if anything tends to dampen empirical results.

12



2.2 Spatial Data Structures

Another branch of k-means research seeks to accelerate the process of comput-

ing nearest-neighbors by implementing Lloyd’s algorithm with efficient structures.

2.2.1 k-d trees

In 1999, Moore used multi-resolution k-d trees to build a fast expectation-

maximization algorithm for mixture model clustering (Moore 1999). That same year,

Pelleg and Moore (1999) and Kanungo et al. (1999) independently proposed new

implementations of k-means that achieved speedups by structuring data points in

these multi-dimensional trees.

Kanungo et al. gave no empirical analysis of their proposed algorithm, but

the authors did discuss an insightful theoretical motivation for their work. “After

an initial phase of rapid movement of the center points, the [standard] algorithm

tends to settle into a long phase where the center points move only very slowly.

This [observation] suggests that a smart algorithm should attempt to update nearest

neighbors incrementally after the centers move, rather than recompute them from

scratch each time” (Kanungo et al. 1999). The new algorithm reduces the number

of explicit nearest-neighbor computations by storing the dataset in balanced box-

decomposition trees.

Pelleg and Moore independently developed essentially the same method of ac-

celeration using the familiar name k-d trees. Their experiments showed that k-means

is not intractably slow, at least in low dimension: d ≤ 5. Beyond that, k-d trees

rapidly become unwieldy and expensive to maintain. The original paper acknowledges

that for d > 8, the costs of updating the tree exceed the benefits of the structure, and

the algorithm performs “badly” (Pelleg and Moore 1999). Regardless of dimension,

faster alternatives now exist, including Hamerly’s simplification of Elkan’s algorithm

(Hamerly 2010) and the annular search variant proposed in this thesis.
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2.2.2 Moore’s Anchors Hierarchy

Moore later published another acceleration technique: the anchors hierar-

chy (Moore 2000), which tolerates high dimension well, complementing the low-

dimensional speedups from k-d trees. In the anchors hierarchy, points are stored in

metric trees, improving the efficiency of determining a point’s nearest center. Moore

also used a novel middle-out technique for building these trees, which is faster than

top-down or bottom-up construction and leads to faster runtime.

2.2.3 The Filtering Algorithm

Later still, Kanungo et al. published a new technique using k-d trees called the

filtering algorithm (Kanungo et al. 2002). After indexing the dataset in a tree, the

algorithm maintains a set of candidate nearest centers for each node in the tree, and

propagates these candidate centers from the root down. The authors gave a data-

sensitive analysis describing the theoretical merits of their algorithm, and then gave an

empirical analysis which showed the algorithm’s good performance for 10 ≤ d ≤ 20.

2.3 Geometric Reasoning: the Triangle Inequality

Many accelerated algorithms use the triangle inequality, which we defined in

Chapter 1 as Inequality 1.3, to decide that a distance calculation is unnecessary.

2.3.1 Elkan’s Algorithm

Elkan demonstrates how to use the triangle inequality in metric spaces to

significantly accelerate k-means (Elkan 2003). His accelerated algorithm maintains

n upper bounds on the distance between each point and its assigned center, nk

lower bounds on the distances between points and each center, and O(k2) inter-center

distances. For a given data point, as long as the upper bound on the distance to its

assigned center is within the lower bound on its distance to some other center, then
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we do not need to compute the exact distance to that other center, because it cannot

possibly be closer than the currently assigned center.

Kanungo et al. suggested that a good k-means algorithm would exploit the

fact that, as centers converge to their ultimate configuration, most points remain as-

signed to the same center (Kanungo et al. 2000). Elkan observes that his algorithm

achieves this goal (Elkan 2003). Keeping distance bounds allows for many unneces-

sary calculations to be eliminated when points do not frequently change assignment.

Intuitively, since centers do not move very much, we can get away with only keeping

loose bounds on distances instead of making many exact distance calculations.

Coupled with low overhead compared to indexing algorithms that maintain

large tree structures, Elkan’s algorithm is exact, correct, and quite fast. Hamerly

provides a clear and concise summary of this algorithm in (Hamerly 2010). For full

details, see the original paper (Elkan 2003).

2.3.2 Hamerly’s Algorithm

Subsequently, Hamerly gives an “even faster” k-means algorithm that simpli-

fies Elkan’s algorithm by replacing the lower bounds on point-center distances with

a single lower bound between points and the second-closest centers (Hamerly 2010).

Whereas Elkan kept nk lower bounds, Hamerly keeps only n lower bounds on the

distance between each point and its second-closest center. Now we no longer need to

test bounds on all k centers: ideally, the second-closest center is sufficiently far away,

and hence all the other centers are as well.

Assuming that converging centers do not move very much, these loose bounds

are sufficient to get an exact k-means solution without making many expensive dis-

tance calculations. Provided that this assumption holds, Hamerly’s algorithm spends

less time updating bounds and is much more efficient than Elkan’s algorithm and

other accelerated algorithms, including indexing methods. However, due to the curse
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of dimensionality, centers move greater distances in higher dimension, so we expect

speed gains to deteriorate as dimension increases. In fact, Hamerly’s algorithm out-

performs competitors up to medium dimension (d ≤ 50), whereas the additional lower

bounds in Elkan’s algorithm tolerate higher-dimensional spaces (Hamerly 2010).

Notably, Hamerly’s algorithm and Elkan’s are complementary: one gives su-

perior performance in low-dimension, and the other tolerates high-dimension well. A

lesion study of four modifications to the algorithm demonstrated performance trade-

offs depending on dimension and the number of clusters (Hamerly 2010). Attempts

to apply the triangle equality to the still-expensive computation of O(k2) inter-center

distances at each iteration were unsuccessful.

Hamerly concludes by orienting his accelerated algorithm as a precursor to

an ideal, universal k-means algorithm that automatically selects between different

methods of acceleration depending on circumstance. The adaptive distance bounds

algorithm presented in this thesis takes the next step toward this goal by keeping a

variable number of lower bounds instead of just one or all of them.

2.3.3 Orchard’s Method and Sort-means

In an article on fast nearest-neighbor search, Orchard shows how to use the

triangle inequality to eliminate codewords from consideration (Orchard 1991). Given

a point x and potential nearest-neighbor y, he observes that another point z cannot

possibly be nearer to x than y if inequality 2.2 holds. Since Lloyd’s algorithm amounts

to finding a data point’s nearest neighbor among the set of centers, we can easily adapt

Orchard’s algorithm to k-means, which is exactly what Phillips did in his apparently

independent Compare-means algorithm (Phillips 2002).

‖z − y‖ > 2‖x− y‖ (2.2)
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In fact, Phillips published two k-means algorithms simultaneously: Compare-

means and Sort-means. True to its name, Compare-means compares the dis-

tances between centers at each iteration in order to intelligently eliminate point-

center computations in the next iteration, via the triangle inequality, exactly as Or-

chard eliminates candidate nearest-neighbors. This approach yields modest speedups

in low dimension; in higher-dimensional spaces, it’s often even slower than Lloyd’s

method due to negligible gains and the overhead of maintaining and testing Θ(k2)

inter-center distances.

Sort-means improves this process by building a sorted table of inter-center

distances, allowing the algorithm to not only skip over centers but to completely

stop searching once a distance threshold is crossed. This scheme is quite profitable

when k is not too large. On a real-world dataset of BGP updates for internet routers

containing roughly 140,000 29-dimensional points, the speedup of the new algorithms

was about 11-13 times faster than Lloyd’s algorithm for k = 5,000.

Phillips gives the complexity of standard k-means at each iteration as O(nkd),

and claims that his algorithms reduce the per-iteration dependency on k to O(nγd).

Here, γ ≤ k is the average over all points x of the number of centers that are no more

than twice as distant from x as x was distant from the center it was assigned to in the

previous iteration. Phillips suggested that since Pelleg and Moore’s algorithm (Pelleg

and Moore 1999) reduced the dependency on n, perhaps a hybrid algorithm could

achieve further acceleration relative to both n and k. However, such a combination

would suffer from k-d trees’ poor performance beyond very low dimension, and we

expect the curse of dimensionality to prevent Phillips’s γ from being very small when

the number of dimensions is large.
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2.3.4 Partial Distance Search

Partial distance search (PDS) is a method of stopping d-dimensional distance

calculations early when we are calculating distance in order to test it against a min-

imum threshold. If, after considering a subset of the d vector dimensions, we know

that the full distance must be sufficiently large, we do not need to calculate the con-

tributions of remaining dimensions. In k-means, we can use PDS to accelerate the

key process of calculating a point’s closest center.

First, consider the squared distance between two arbitrary vectors a, b ∈ Rd,

as shown in Equation 2.3 below. Given some distance m, suppose we want to know

whether ‖a− b‖ ≤ m. While summing the right-hand side of Equation 2.3 over each

of the d vector dimensions, we can stop early if any partial sum exceeds m2, because

the total sum must also exceed m2, and hence the distance ‖a− b‖ > m.

‖a− b‖2 =
d∑

p=1

(ap − bp)2 (2.3)

In k-means, we’re trying to find a point’s nearest center, so we check all centers

to see if they’re closer than the previously-closest center. While computing point-

center distances, we can stop early via PDS if the partial sum exceeds the distance to

the closest known center, meaning the center under consideration cannot possibly be

the new closest center. Formally, given two vectors a, b ∈ Rd and a minimum distance

m, PDS looks for minimal d0 with 1 ≤ d0 < d such that inequality 2.4 holds.

d0∑
p=1

(ap − bp)2 ≥ m (2.4)

Savings clearly increase with lower d0 and lower m. Naively, m begins at

∞ in each k-means iteration and is reduced as additional point-center distances are

computed. Note that this algorithm is useless in one dimension, and in general, its

benefits are only realized in sufficiently high-dimensional spaces.

Al-Zoubi et al. (2008) propose a better strategy for finding good values of m

by persisting its value from one iteration to the next. The authors’ empirical analysis
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compares Lloyd’s algorithm, the naive PDS method, and their modified PDS method,

achieving a modest 40-50% time-savings relative to Lloyd’s algorithm on datasets from

the UCI Repository of Machine Learning Databases. Since this algorithm is easy to

implement, PDS may be a useful addition to other k-means implementations with

more sophisticated acceleration techniques.

2.4 Alternative k-means Heuristics

There are alternative heuristics for the k-means minimization problem beyond

Lloyd’s common algorithm. We briefly describe three such methods: core-sets, Har-

tigan’s method, and mini-batch k-means.

2.4.1 Core-sets

Agarwal et al. (2005) describe a core-set as a small subset extracted from a

large dataset so that computations may be performed on the subset, giving an ap-

proximation for computations on the full set. Unlike previously-discussed approaches,

using core-sets constitutes an alternative, non-Lloyd heuristic for the k-means task.

Har-Peled and Kushal (2005) demonstrate the existence of suitable core-sets

for the k-means problem. Frahling and Sohler (2006) give an approximation algorithm

called CoreMeans, which is competitive with KMhybrid, a simulated annealing

variant of Lloyd’s algorithm. The core-set acceleration is most pronounced in low

dimension, accruing penalties of reduced accuracy in higher dimension. Although

this method is inexact, it can run quickly for many different values of k, making it

useful for discovering the number of clusters (Frahling and Sohler 2006).
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2.4.2 Hartigan’s Method

Hartigan’s method is another non-Lloyd heuristic, which updates centers upon

consideration of each point, rather than after each pass over the entire dataset (Har-

tigan and Wong 1979). More recently, Telgarsky and Vattani resurrected this old

approach and show that the set of local optima found by Hartigan’s method is a sub-

set of the local optima found by Lloyd’s algorithm (Telgarsky and Vattani 2010). In

other words, Hartigan’s method finds a better, more refined clustering. Practically,

experiments by Telgarsky and Vattani reveal a modest 5-10% improvement in the

k-means objective function (Equation 1.1).

Essentially, Hartigan’s method repeatedly chooses a point’s best cluster as-

signment until a stopping condition is met, where the order of point traversal has

little empirical effect (Telgarsky and Vattani 2010). Telgarsky and Vattani derive

three formulations of the stopping condition. Holistically, the idea is to calculate the

net k-means cost of moving a point from one cluster into another cluster. Relative to

Lloyd’s algorithm, this expanded stopping criterion means that more points will be

reassigned, leading to better clusterings.

Although the authors did not give an empirical runtime comparison, it seems

likely that any cluster quality improvement from Hartigan’s method is paid for by ad-

ditional computational expense: Hartigan’s method searches a larger space of possible

partitions. Telgarsky and Vattani suggest there may be ways to accelerate Hartigan’s

method, which is still an open question.

2.4.3 Mini-batch k-means

While we can make Lloyd’s method significantly faster, there are extreme

real-world situations where exact acceleration is too conservative, e.g. the sub-second

runtime on large datasets required for web-scale clustering at Google (Sculley 2010).

Bottou and Bengio (1995) proposed an stochastic gradient descent variant of online
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k-means, which computes a descent step one data point at a time. Sculley (2010)

revises this approach, simultaneously computing a small set of points: a mini-batch.

Mini-batch k-means exhibits convergence orders of magnitude faster than the

original online stochastic gradient descent method. Moreover, the tradeoff between

cluster quality and runtime is smoothly adjustable: the more iterations, the better

the cluster quality. When extreme speed is more important than cluster quality, mini-

batch k-means is a good alternative to accelerated variants of Lloyd’s algorithm.
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CHAPTER THREE

Methodology

3.1 Adaptive k-means

Our proposed adaptive k-means algorithm combines ideas from Elkan (2003)

and Hamerly (2010). As Hamerly notes, these two algorithms have complementary

strengths. Elkan primarily achieves speedups by avoiding distance calculations be-

tween data points and centers. Hamerly does not avoid as many distance calculations,

but he keeps lower bounds on the distance to each point’s second-closest center; when

updating point-center assignments, this lower bound often gives Hamerly’s algorithm

more opportunities to avoid looping across all centers to determine if one has become

the closest, a trade-off which works well in low dimension. If the lower bound holds,

then the second-closest center is still further away than the assigned centers, so there

is no need to check any of the other centers. Hamerly refers to this process as skip-

ping the innermost loop. However, as dimension increases, the expense of distance

calculations begins to outweigh gains from skipping the loop.

A better algorithm would balance these expenses, avoiding many distance

calculations and simultaneously avoiding many inner loops. Our adaptive k-means

algorithm achieves this goal by keeping a variable number of lower bounds.

3.1.1 Keeping a Variable Number of Bounds

The adaptive k-means algorithm leverages the complementary strengths of

Elkan’s and Hamerly’s algorithms by keeping a variable number of lower bounds,

which is automatically adjusted at runtime. We never completely skip the innermost

loop, but we often break out early when a lower bound holds, giving a partial inner

loop. Maintaining a smaller number of lower bounds gives the algorithm potentially
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more opportunities to avoid looping, while a greater number of lower bounds gives

more opportunities to avoid distance calculations.

For sufficiently large k, this hybrid approach achieves superior efficiency on

medium-dimensional data. In particular, we keep the same upper bound on the

distance to each point’s assigned center, but we track b lower bounds per point on

the distance to its b next-closest centers, always ordered by increasing distance, where

1 ≤ b ≤ k. In practice, 1 < b < k, since the mechanism required to maintain a variable

number of bounds is more expensive than the mechanism required to maintain all k

bounds per point like Elkan or simply 1 bound per point like Hamerly.

3.1.2 Automatically Tuning the Number of Bounds

Keeping b bounds introduces another parameter to k-means. In order to make

our algorithm more useful, we built an adaptive tuning mechanism. We generated

several training datasets with uniform random distribution and found that runtime

is generally good in the interval k
8
≤ b ≤ k

4
.

Next, we observed that, for the majority of data points, the first lower bound

is enough to avoid distance calculations (line 6 in Algorithm 3.1), the second lower

bound is enough for the majority of any remaining points, and so on. This trend

becomes stronger as the algorithm progresses, such that in later iterations, some of

the outer bounds are never used. Figure 3.1 shows the fraction of a particular dataset

for which each bound enables us to avoid distance calculations over time.

We use the following tuning strategy. Initially, b = k
4
. After each iteration, we

calculate the number of useful bounds, i.e. bounds that allowed the algorithm to avoid

distance calculations, taking the maximum across all data points. We then reduce

b to that number of bounds, subject to a minimum of b = k
8
, saving on subsequent

bound-maintenance overhead. Advantageously, this strategy allows us to proceed

without knowing the optimal b in advance.
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Figure 3.1: Fraction of dataset for which each bound was useful in each iteration on
uniform data, with n = 320,000, d = 32, k = 200, b = 50.

3.1.3 Data Structures

The new algorithm achieves speedups by storing additional information beyond

the requirements of Lloyd’s algorithm. Given a dataset {xi}n1 and initial centers {cj}k1,

the algorithm maintains the structures shown in Table 3.1, where the number of lower

bounds b is adjusted automatically from k
4

to k
8
.

3.1.4 Pseudocode

We give pseudocode for the new algorithm, omitting minor details and opti-

mizations for clarity. To improve reading ease, in pseudocode we render subscripted

parameters using parentheses instead: for example, we display point xi as x(i). Given

a dataset x, initial centers c, and a number of lower bounds b to keep, the algorithm

proceeds as described in Algorithm 3.1, which calls the subroutines in Algorithm 3.2
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Table 3.1: Data structures maintained by adaptive k-means

Structure Cardinality Description

yi n index of point xi’s assigned closet center
ui n upper bound on the distance ‖xi − cyi‖
ai,z n× b index of point xi’s (z + 1)th closest center
li,z n× b lower bound on the distance ‖xi − cai,z‖
tj k distance that center cj travelled in the last iteration

and Algorithm 3.3. Naturally, Algorithm 3.1 is similar to Hamerly’s and Elkan’s

algorithm. In our innermost loop (lines 5-10), we are hoping the upper bound u(i)

satisfies one of our b lower bounds. If the zth lower bound works, we only need to

re-sort the first (z + 1) closest centers rather than the entire set c.

Algorithm 3.1 Adaptive-k-means(x, b, c)

1: for i = 1 to |x| do
2: Sort-Centers(x(i), b, c)

3: end for

4: while not converged do

5: for i = 1 to |x| do
6: for z = 1 to b do

7: {Check if this lower bound holds}
8: if u(i) ≤ l(i, z) then

9: {Re-sort only assigned center y and z next-closest centers}
10: r ← {yi, a(i, 1), . . . , a(i, z)}
11: Sort-Centers(x(i), z, r)

12: Skip to next iteration of for i loop

13: end if

14: end for

15: {All lower bounds failed, so sort all centers}
16: Sort-Centers(x(i), b, c)

17: end for

18: Move centers to centroid of assigned points, updating t

19: Update-Bounds()

20: end while
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Algorithm 3.2 sort-centers(x(i), q, r)

1: Sort r by increasing distance from x(i)

2: y ← r(1)

3: u(i)← ||x(i)− y||
4: for z = 1 to q do

5: a(i, z)← r(z + 1)

6: l(i, z)← d(x(i), c(a(i, z)))

7: end for

Algorithm 3.3 update-bounds()

1: m← max1≤j≤k t(j)

2: for i = 1 to |x| do
3: u(i)← u(i) + t(y)

4: l(i, b)← l(i, b)−m
5: for z = b− 1 to 1 do

6: l(i, z)← l(i, z)− t(a(i, z))

7: if l(i, z) > l(i, z+ 1) then

8: l(i, z)← l(i, z + 1)

9: end if

10: end for

11: end for

3.1.5 Updating Distance Bounds

Algorithm 3.3 is more subtle. We pre-compute m (line 1) in order to update

the outermost lower bound (line 4). Lower bounds shrink by the distance moved

by their corresponding center just as in Elkan’s algorithm, but the outermost bound

must also account for the movement of the (k − b − 1) farthest centers not tracked

by our algorithm. Computing this bound tightly would be expensive, so we settle for

m, which we only need to compute once per iteration. Finally, we sacrifice additional

tightness in order to force the bounds to stay in increasing order (lines 6-8), which

enables us to search the b bounds efficiently in subsequent iterations.

3.2 Annulus k-means

Our proposed annulus k-means algorithm is a variant of Hamerly’s algorithm

(Hamerly 2010), which keeps an upper bound on the distance between each data

point and its assigned center, plus a single lower bound on the distance to the data

point’s second-closest center. As long as the upper bound on the closest center is less

than the lower bound on the second-closest center, the data point’s center assignment

cannot change, avoiding distance calculations. However, when the bounds overlap for
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a particular data point, Hamerly’s algorithm must compute distances from that point

to all centers in the innermost loop to find the center with minimum distance.

3.2.1 Reducing the Search Space

Annulus k-means efficiently prunes the search space of this innermost loop

over all centers, by considering only those centers c′ that satisfy Inequality 3.1, where

x is a given data point and c is its previously assigned closest center. Except in high

dimension, annular search avoids about 50-90% of the distance calculations made by

Hamerly’s algorithm. ∣∣ ‖x‖ − ‖c′‖ ∣∣ ≤ ‖x− c‖ (3.1)

This inequality defines an annular region centered at the origin, which must contain

any centers c′ closer to x than c. If Inequality 3.1 is not satisfied, then

‖x− c‖ <
∣∣ ‖x‖ − ‖c′‖ ∣∣ (3.2)

≤ ‖x− c′‖. (3.3)

Here we have used the reverse triangle inequality to show centers c′ that fail

to satisfy Inequality 3.1 cannot possibly be closer to x than c. Therefore, we do not

need to calculate the explicit distance ‖x− c′‖. Figure 3.2 illustrates how the annular

region can be used to exclude centers from consideration as the closest to x.

Huang et al. applied this same geometric reasoning to nearest neighbor cal-

culations for vector quantization (Huang et al. 1992), constructing an annulus that

avoids explicit distance calculations. However, the annulus has limited usefulness for

finding nearest neighbors, because it depends on the estimate c used to construct it.

The success of the approach of Huang et al. relies on their specific application:

image compression. To estimate a point’s nearest neighbor, their algorithm supposes

that one point is like the next, i.e. that one pixel is likely similar to adjacent pixels
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in the image. However, this convenient structure is not present in arbitrary datasets,

and the algorithm fails to provide speedup for general nearest neighbor problems.

annulus

x

c4

||x− c4||

c1

c2

c3

c5c6

Figure 3.2: The annular region (white ring centered at origin) bounds where the
closest center for x might be. Centers cj are numbered by their distance from the
origin. Point x has c4 as its previously-closest center, so the width of the annulus is
2||x− c4|| (dashed circle centered at x).

3.2.2 Algorithm Description

Since ‖x‖ is fixed and ‖c‖ changes once per iteration, we can leverage this

information efficiently in k-means: each iteration, we keep an auxiliary list of centers

sorted by their norms. Whenever Hamerly’s distance bounds fail to avoid a distance

calculation, we use binary search on the sorted list of center norms to find a set of

candidate centers satisfying Inequality 3.1.
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3.2.3 Pseudocode

We give pseudocode for our proposed k-means variant with annular search

in Algorithm 3.4. Where possible, we maintain consistency with Hamerly (2010).

Likewise, we assume a distance metric d(·, ·) and use the important data structures

from Hamerly’s algorithm shown in Table 3.2, introducing the new structure bi.

Table 3.2: Data structures maintained by annulus k-means

Structure Cardinality Description

ai n index of point xi’s assigned closet center

ui n upper bound on the distance ‖xi − cai‖

bi n index of point xi’s second-closet center (when li tight)

li n lower bound on the distance ‖xi − cbi‖

sj k distance from center cj to its closest other center

As in the pseudocode for adaptive k-means, to improve reading ease, we render

subscripted parameters in our pseudocode using parentheses instead: for example, we

display bound ui as u(i) and distance sj as s(j).

We also omit minor implementation details for clarity. For example, we make

comparisons using squared distances to avoid taking roots where possible. Also,

finding the set J from Line 12 in Algorithm 3.4 is implemented as a binary search

over the sorted centers from Line 4. Additionally, to ensure that our algorithm

produces identical clusterings to Lloyd’s algorithm, we explicitly break ties in closest-

center calculations. For example, points are occasionally the same distance from two

would-be-closest centers; here we must choose the same center as Lloyd, namely the

one with the lower index.
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Algorithm 3.4 Annulus-k-means(x, c)

1: Compute ‖x(i)‖ for all i

2: while not converged do

3: Compute s(j) and ‖c(j)‖ for all j

4: Sort centers by increasing norm

5: for i = 1 to |x| do
6: m← max(s(a(i))/2, l(i))

7: if u(i) ≤ m then continue to next i

8: u(i)← d(x(i), c(a(i)))

9: if u(i) ≤ m then continue to next i

10: l(i)← d(x(i), c(b(i)))

11: r ← max(l(i), u(i))

12: J ←
{
j |
∣∣ ‖x(i)‖ − ‖c(j)‖

∣∣ ≤ r
}

13: for all j ∈ J do {Search the annulus}
14: if d(x(i), c(j)) < u(i) then

15: {New closest center found}
16: l(i)← u(i)

17: b(i)← a(i)

18: u(i)← d(x(i), c(j))

19: a(i)← j

20: else if d(x(i), c(j)) < l(i) then

21: {New second-closest center found}
22: l(i)← d(x(i), c(j))

23: b(i)← j

24: end if

25: end for

26: end for

27: Move each center to its centroid

28: Update upper and lower bounds

29: end while
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3.3 Theoretical Analysis of Annulus k-means

We can derive theoretical results about the effectiveness of annular search in

d-dimensional space. If we make the simplifying assumption that data is uniformly

distributed in the unit d-ball centered at the origin, then we can obtain an analytic

solution for the expected volume of the data space eliminated from the nearest-center

search, the predictions of which we confirm by Monte Carlo simulation. If our data

is instead uniformly distributed throughout the unit hypercube [−0.5, 0.5]d centered

at the origin, we lack an analytic solution for all cases, so we give only results from

Monte Carlo simulation for that scenario.

3.3.1 Clustering in a Spherical Space

Assuming data and k centers are uniformly distributed in the unit d-ball cen-

tered at the origin, namely the set of points {p ∈ Rd | ‖p‖ ≤ 1}, we can determine the

expected portion of the dataset eliminated by the annulus in Line 12 of Algorithm 3.4,

giving an estimate of our algorithm’s performance relative to Hamerly’s algorithm.

Now, the volume of a ball in d dimensions with radius r is

Vball(r) =
rdπ

d
2

Γ
(
d
2

+ 1
) , (3.4)

where Γ(z) is the extended factorial function, defined by Γ(z + 1) =
∫∞

0
tze−tdt.

Ideally, we want to divide this volume into k equal partitions, each with volume

1
k
Vball(1). Since this fractional volume corresponds naturally to a ball of radius

u = k−
1
d (3.5)

we make the simplifying assumption that we can somehow divide the ball into k

smaller balls, each of radius u, giving the same total volume. This assumption en-

ables us to easily propose an upper bound on the expected distance u from a point
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to its nearest center: the radius u = k−
1
d of each of the k balls. In fact, as dimen-

sion increases, the upper bound becomes an increasingly good estimate of expected

distance to a point’s nearest center.

3.3.2 Constructing the Annular Search Region

We now show how to calculate the volume of the annular search region for an

arbitrary point x. In general, the volume of an annulus in d dimensions with outer

radius r and inner radius s is given by

Vannulus(s, r) =
(rd − sd)π d

2

Γ
(
d
2

+ 1
) . (3.6)

Assuming the expected distance from x to its nearest center is fixed at u = k−
1
d

allows us to explicitly construct the annular search region for an arbitrary point x in

the ball. To satisfy Inequality 3.1, the annulus must have an outer radius of ‖x‖+ u

and an inner radius of ‖x‖ − u.

Balls conveniently exhibit radial symmetry, so to determine the expected vol-

ume of the annular search region over all points x in the d-dimensional ball, we need

only consider the radius r = ‖x‖. Therefore, the expected volume of the annular

search region (ASR) can be expressed as

VASR =

∫ 1

0

v(r)ρ(r)dr (3.7)

where we have combined the volume of annulus v(r) at radius r with the probability

density ρ(r) of a point with radius r within the ball.

What is the probability density ρ(r) in the d-ball? It is easy to show that

points in the ball are distributed proportionally to rd−1 by calculating the surface

area of a sphere of radius r, which is intuitively the first derivative of the d-ball’s

volume. This multi-dimensional surface area calculates the volume of points in the

d-ball at a given radius, i.e. on the sphere surface.
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Thus we have ρ(r) ∝ rd−1, but for ρ(r) to be a valid probability density

function we also need to satisfy the definite integral∫ 1

0

ρ(r)dr = 1, (3.8)

so we multiply by the constant d to get the probability density function

ρ(r) = drd−1. (3.9)

Now we have expressed the probability density for points of radius r, but we

still need to compute the associated volume v(r) of the annular search region at r.

However, computing v(r) is somewhat tricky, so we split into cases. At its simplest,

v(r) =
[(r + u)d − (r − u)d]π

d
2

Γ
(
d
2

+ 1
) . (3.10)

For r ∈ [u, 1 − u], the annulus is fully formed, and so the above formula is

valid. However, we must deal with two degenerate cases, namely when the outer

radius exceeds 1 and when the inner radius collapses to 0.

For r ∈ [0, u], the inner radius (r− u) collapses to zero, so we must adjust the

volume calculation accordingly, giving ṽ(r):

ṽ(r) =
(r + u)dπ

d
2

Γ
(
d
2

+ 1
) (3.11)

For r ∈ [1−u, 1], the outer radius must not exceed the unit ball, so we modify

the volume function again, giving v̂(r):

v̂(r) =
[1− (r − u)d]π

d
2

Γ
(
d
2

+ 1
) (3.12)

We now have the expected volume of the ASR in three pieces:

VASR =

∫ u

0

ṽ(r)ρ(r)dr +

∫ 1−u

u

v(r)ρ(r)dr +

∫ 1

1−u
v̂(r)ρ(r)dr (3.13)

These integrals can be evaluated analytically in terms of the Gaussian hyper-

geometric function 2F1 in the general case. Alternatively, for fixed d, the underlying
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indefinite integrals are polynomial in r and can be expressed in closed form. For our

purposes, numerical integration is satisfactory.

Finally, we are trying to prune the overall search space, so we report the

fraction α of the ball’s volume avoided by the annular search, namely the region

outside the annulus, giving a measure of expected performance:

α = 1− VASR

Vball(1)
(3.14)

The results in Table 3.3 show that annulus k-means has the best chance of

speedups in low dimension, under the pessimistic assumption that points are uni-

formly distributed throughout a spherical space.

Table 3.3: Expected fraction of the unit ball eliminated by the annulus, according to
numerical integration of our analytic result for k = 64 and 1 ≤ d ≤ 10. An

avoidance fraction of α = 1 would be ideal: eliminating the entire search region.

Dimension Fraction of search space avoided (α)

2 0.6978
3 0.3500
4 0.1322
5 0.0399
6 0.0100
7 0.0022
8 0.0004
9 0.0001
10 0.0000

3.3.3 Monte Carlo Simulation

To confirm our theoretical results in spherical space, we ran Monte Carlo

simulations and calculated the average fraction of distance calculations avoided by

the annulus. The results of our simulations very closely match and confirm the validity

of our analytic results. Figure 3.3 compares analytic and simulated results for k = 16

and k = 256. Since the expected distance to a point’s nearest center decreases with

larger k, more calculations are avoided for k = 256.
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We also performed Monte Carlo simulations in the unit hypercube [−0.5, 0.5]d,

giving somewhat different results but producing the same exponential performance

decay as in the spherical case, as displayed in Figure 3.4. We lack an analytic solution

because of the difficulty of calculating the degenerate annular volumes ṽ and v̂ in a

hypercube and subsequently integrating over all points. However, Monte Carlo results

in the hypercube are not much different from results in the hypersphere, so we believe

our current analytic solution reasonably explains the algorithm’s performance.

3.4 Heap k-means

We now discuss a variant of Hamerly’s algorithm that attempts to improve the

algorithm’s dependence on n by restructuring the algorithm within a given iteration

to use k heaps. The basic structure of Hamerly’s algorithm is a loop over all points.

For each point, we perform a distance bound check. If the check fails, then we need

a loop over all centers to find the nearest one.

3.4.1 Avoiding the Outer Loop Over All n Points

Using the naming conventions for data structures as in Table 3.2, Hamerly’s

primary distance bound check for point xi asks whether ui ≤ li. If so, then xi is

already assigned to its closest center, so we can skip any further computation for this

point. If we rephrase that inequality as 0 ≤ (li − ui) and somehow have the points

sorted by increasing value of (li − ui), then as soon as we discover a point passes the

bounds check, we can ignore the rest of the dataset.

Sorting all n points once per iteration is prohibitively expensive, and even if

it weren’t, we would still need to update all n bounds li and ui, regardless of whether

the assignment changed or not, so we have not yet improved the dependency on n.
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Figure 3.3: Theoretical fraction of search space avoided by the annulus given by
our analytic solution in the unit ball, and average results from 1000 Monte Carlo
simulations of 1000 data points each for various dimension. The top graph shows
k = 16, and the bottom shows k = 256.
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Figure 3.4: Expected fraction of search space eliminated by the annulus in the unit
hypercube [−0.5, 0.5]d, averaged over 1000 Monte Carlo simulations of 1000 data
points each for various dimension, with k = 16, 64, 256.

3.4.2 One Heap Per Cluster

Our proposed solution to this problem is to shift the responsibility for main-

taing distance bounds from points to centers. We create k min-heaps: one for each

center. Initially, we push the difference (li − ui) for each point onto the heap corre-

sponding to its assigned closest center. In the first iteration, we handle each center

by popping values off its heap until (li−ui) ≥ 0, at which point we know we can skip

any remaining assigned points.

From one iteration to the next, however, we must update distance bounds.

Instead of an Θ(n) pass over all points, we combine the updates for li and ui into a

single update that depends only on point xi’s assigned center. To update an upper

bound in Hamerly’s algorithm, we add the distance moved by the assigned closest

center. To update a lower bound in Hamerly’s algorithm, we subtract the greatest

distance moved by any other center. Since these updates depend only on centers and
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not on xi, we can efficiently combine them by defining a new structure {hj}k1, where

hj represents a distance bound associated with the heap for center cj.

Initially, hj = 0. After each iteration, we update this distance bound by adding

the distance moved by cj and the greatest distance moved by any other center. When

popping values of the form (li− ui) off a given heap, we check to see if hj ≤ (li− ui).

Ideally, this inequality holds and we can skip the rest of the points on this heap.

When the bound fails, we tighten the distances ui and li and assign the point

xi to its new closest center cai and push it onto the corresponding heap, with value

v = (li−ui)+hai . Note that we have added the current heap bound hai for the newly

assigned closest center, since that bound is updated after each iteration. This way,

when we pop value v off the heap in the next iteration and perform the comparison

hj ≤ v, we are essentially checking 0 ≤ (li − ui) as if li and ui had been updated

independently, like in Hamerly’s algorithm. In this heap-based variant, we have

consolidated the upper and lower updates into hj, hoping that the reduced dependency

on n will be worth the overhead of keeping k heaps.

3.4.3 Pseudocode

We give pseudocode for this heap-based version of k-means in Algorithm 3.5.

As in previous pseudocode listings, we render subscripted parameters in our pseu-

docode using parentheses instead: for example, we display bound hj as h(j).

Line 21 explicitly breaks ties in nearest-center calculations to guarantee con-

sistency with Lloyd’s algorithm. Usually we omit this type of logic from pseudocode

(adaptive k-means and annulus k-means also break ties), but for heap-based k-means

explicit tie-breaking is critical: without it, a data point can enter an infinite reas-

signment loop, passing from one heap to another and back repeatedly because it is

equidistant from both centers.
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Algorithm 3.5 Heap-k-means(x, c)

1: while not converged do

2: for j = 1 to k do

3: while heap j is not empty do

4: Pop off heap j’s minimum value v {associated with point x(i)}
5: if h(j) ≤ v then

6: break

7: end if

8: u← d(x(i), c(j)) {tighten upper bound}
9: l←∞

10: for q = 1 to k do

11: if d(x(i), c(q)) < u then

12: {New closest center found}
13: l← u

14: u← d(x(i), c(q))

15: a(i)← j

16: else if d(x(i), c(q)) < l then

17: {New second-closest center found}
18: l← d(x(i), c(q))

19: end if

20: end for

21: if l = u then

22: {Tie for closest center}
23: Choose the center with least index as a(i)

24: end if

25: v ← h(a(i)) + (l − u)

26: Push point x(i) onto heap a(i) with value v

27: end while

28: end for

29: Move each center to its centroid

30: for j = 1 to k do

31: {Update heap bound}
32: Add to hj the distance moved by center cj
33: Add to hj the greatest distance moved by any other center

34: end for

35: end while
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3.5 Experimental Design

There are many factors affecting k-means runtime; to give a clear picture of

our algorithm’s performance, we ran clustering experiments to address the resilience

of our accelerated methods’ performance in several orthogonal domains: separability,

cardinality, dimensionality, number of clusters, and initialization scheme.

3.5.1 Speedup

We report the performance of an accelerated algorithm as speedup relative to

Lloyd’s algorithm, i.e. the runtime of Lloyd’s algorithm divided by the runtime of the

accelerated algorithm, on the same task. Higher speedup means better performance;

an accelerated algorithm seeks to maximize speedup.

In a given experiment, we supply the same initial center locations to each

k-means algorithm; therefore, they all compute the exact same clustering as Lloyd’s

algorithm, in the same number of iterations. However, different experiments may run

for different numbers of iterations, which makes it difficult to compare raw runtime.

In addition to measuring an algorithm’s level of acceleration, reporting our results as

a speedup ratio conveniently compensates for the natural variability in iterations.

3.5.2 Experiments

In the best case, the dataset we are attempting to cluster is well-separated

into natural clusters. Accelerated algorithms typically exploit geometric reasoning

about the structure in a dataset, so we expect more speedup on more clustered, real-

world datasets. In the worst case, a uniform random dataset exhibits essentially no

structure, where we do not quickly converge on final center assignments, giving a

useful performance baseline.

Since we are accelerating k-means, we want our algorithms to perform well on

datasets of all sizes but especially on larger ones. Ideally, the relative performance
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of an accelerated method compared to Lloyd’s algorithm will increase as the dataset

size n increases (due to diminishing relative overhead), so we perform experiments on

datasets of varying size to confirm this expected good behavior.

We also want fast k-means clustering in both low- and high-dimensional spaces.

In general, the curse of dimensionality makes accelerated clustering in high-dimension

difficult. Nevertheless, most accelerated algorithms tend to perform best within

a certain dimensional range, so it is important to use datasets of varying dimen-

sion. Notably, many high-dimensional datasets can be clustered effectively using

low-dimensional means after preprocessing via an inexpensive dimension reduction

technique, such as random projection (Dasgupta 2000). Consequently, fast low-

dimensional algorithms are quite useful in practice, even if the original space of the

dataset is very high-dimensional.

Additionally, we compare how different algorithms fare for different settings of

k. The speedup of a well-behaved acceleration would not deteriorate as the number of

centers grows large. Nevertheless, some algorithms tend to perform better for small

k and others for large k, complicating comparisons between accelerated methods.

Finally, we compare the performance of our algorithms using k-means++ to

determine initial centers versus using random selection. Since k-means++ represents

a best-practice initialization method, it is appropriate to judge competing acceleration

techniques using this practical initialization method. Still, we want to confirm that if

using random initialization has any effect on algorithm speedup, it typically results

in a perceived improvement compared to Lloyd, because k-means++ tends to reduce

the necessary amount of clustering work in all cases.

3.5.3 Execution Environment

Experiments were conducted on the same Intel Xeon 3.0GHz machine running

Linux 2.6.9 with 8GB of memory. Runtime was measured using getrusage() and
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memory use was measured from /proc/[PID]/statm. Except where we explicitly

tested the effects of random initialization, initial center locations were chosen using

k-means++. The same initial locations were then used to seed each algorithm tested.

Raw runtime in seconds was post-processed into speedup; tables and graphs are then

automatically generated from this data.

3.5.4 Algorithms and Datasets

We compared our accelerated algorithms to Lloyd’s algorithm and to several

competing accelerated methods, testing a total of eight algorithms. Table 3.4 lists

the algorithms used in our experiments.

Table 3.4: Algorithms used during experiments

Algorithm Description

annulus our annular search method
adaptive our adaptive distance bounds method (Drake and Hamerly 2012)
orchard Orchard’s method (Orchard 1991)
sort Sort-means (Phillips 2002)
heap our heap-based variant of Hamerly’s algorithm
hamerly Hamerly’s algorithm (Hamerly 2010)
elkan Elkan’s algorithm (Elkan 2003)
lloyd Lloyd’s algorithm: standard, naive k-means (Lloyd 1982)

To test these algorithms, we used uniform random datasets and naturally-

clustered datasets. We generated uniform random datasets varying in cardinality n

and dimension d. With three values of n and nine values of d, there are total of 27

uniform datasets, as outlined in Table 3.5.

For consistency and ease of comparison, we tested our algorithms on the same

datasets used in other works (Drake and Hamerly 2012; Hamerly 2010; Elkan 2003;

Phillips 2002). Table 3.6 describes the six naturally-clustered datasets we used.
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Table 3.5: Uniform random datasets used in experiments, showing three values of
cardinality (n) and nine values of dimension (d), for a total of 27 datasets.

Parameter Values

n 100,000; 200,000; 400,000
d 2, 4, 8, 16, 32, 64, 128, 256, 512

Table 3.6: Clustered datasets used in experiments, ordered by increasing dimension

Name n d Description

birch 100,000 2 10x10 grid of Gaussian clusters
mnist50 60,000 50 random projection of mnist784
covtype 581,012 54 soil cover measurements
kddcup98 95,412 56 fundraising response rates
kddcup04 139,658 74 protein homology
mnist784 60,000 784 handwritten digits training set
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CHAPTER FOUR

Results and Analysis

We now present the empirical results of our clustering experiments. Several

trends emerge. In high dimension, approximately d > 200, Elkan’s algorithm re-

mains the dominant performer. In medium dimension, roughly 20 ≤ d ≤ 200, both

our annulus k-means and adaptive k-means algorithms perform very well, with an-

nulus k-means performing best on well-separated, naturally-clustered data. In low

dimension, annulus k-means competes with Hamerly’s algorithm and Sort-means,

depending on the value of k and dataset separability. Our heap k-means algorithm

turns out to be slightly slower than Hamerly’s algorithm in most cases. Finally,

Orchard’s method performs poorly overall, and like Sort-means, it often performs

worse than Lloyd’s algorithm for high k or in high dimension.

The remainder of this chapter is a performance breakdown for various clus-

tering conditions. We discuss the negligible impact of initialization scheme on our

algorithms’ performance; speedup improves slightly with greater dataset cardinal-

ity; the effects of different k and d vary from algorithm to algorithm; and speedup

tends to improve on better-separated datasets. We also analyze time-memory trade-

offs: Elkan’s algorithm uses more memory than adaptive k-means, which in turn uses

more memory than annulus k-means, Hamerly’s algorithm, and Sort-means.

4.1 Initialization Scheme

Poor initialization of centers usually leads to long runtime and inferior cluster

quality, so any practical k-means user will select an appropriate mechanism for choos-

ing initial center locations. Since its introduction in 2007, k-means++ initialization

has become standard practice. For this reason alone, it makes sense to compare our
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algorithms’ performance using k-means++ to initialize centers. However, to assuage

any doubt that k-means++ affords our methods some unfair advantage, Figure 4.1

plots algorithm speedup using random center initialization relative to speedup using

the k-means++ approach.

Overall, we observe little difference in speedup. If anything, we would expect

random initialization to force Lloyd’s algorithm to be inefficient, thus inflating our

speedup measurements. k-means++ usually does a good job picking centers, leaving

less work for our accelerated algorithms to do, making it relatively more difficult for

them to gain traction over the standard algorithm. Consequently, we are not surprised

to see that random initialization generally improves perceived speedup relative to

k-means++, i.e. giving ratios ≥ 1.0 in Figure 4.1 below.
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Figure 4.1: Speedup using random selection of initial centers relative to speedup using
k-means++ on uniform random data of varying dimension, with fixed k = 16 and
n = 400,000. Since k-means++ does such a good job at initialization, it makes sense
for this ratio to be greater than 1 most of the time. Results are similar for different
k, d, and n.
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4.2 Cardinality

While increased dataset cardinality clearly increases runtime, a somewhat

more interesting question asks whether cardinality positively affects speedup. Since

our accelerated methods incur overhead costs for maintaining their various data struc-

tures, we would like to see a relative improvement in speedup for larger datasets.

Figure 4.2 plots speedup for random uniform data, d = 32 and k = 64, at three

different levels of n. Overall, speedup improves gradually with larger n, except for

Orchard’s method and Sort-means. However, the overhead for these two algorithms

is dependent solely on k, so it makes sense for their speedup to be invariant to n.
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Figure 4.2: Speedup relative to Lloyd on uniform random data for three different
cardinalities n, with fixed d = 32 and k = 64. As cardinality increases, accelerated
algorithms tend to do better due to diminishing relative overhead. In each case
presented here, both Orchard’s method and Sort-means show a speedup factor of
1.0, accurate to the nearest tenth.
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4.3 Dimension and Number of Centers

The effects of dimensionality and the number of centers vary from algorithm

to algorithm, creating niches of d and k where one algorithm dominates others. Since

this landscape is complex, we divide our discussion into three parts: uniform random

data, clustered data, and algorithm-specific performance.

4.3.1 Uniform Random Data

Uniform random data is effectively worst-case input for k-means clustering:

there really aren’t any meaningful clusters to be found (Moore 2000). However, this

type of data makes for a useful baseline comparison of exact accelerated algorithms.

Since it often takes many k-means iterations to converge on a final clustering, uniform

data forces the algorithm to work hard. Moreover, we can easily generate datasets of

different dimension d and cardinality n.

We display experimental results both graphically and in tabular format. Since

there are many results to show, we have split tables by dimension. Table 4.1 lists

algorithm speedup relative to Lloyd’s algorithm for 2 ≤ d ≤ 16, and Table 4.2 gives

speedup for 32 ≤ d ≤ 512. In general, Elkan’s algorithm dominates high dimension,

adaptive k-means dominates medium dimension, and annulus k-means competes with

Hamerly’s algorithm and Sort-means in low dimension, depending on k.

The performance of our heap k-means method is consistently underwhelming

compared to Hamerly’s algorithm. Orchard k-means does poorly in general, and

although Sort-means slightly outpaces annulus k-means in very low dimension,

Sort-means deteriorates severely as dimension increases, performing worse than

Lloyd’s algorithm in many cases. Annulus k-means does not share this deficiency.

Since performance depends on both d and k, we show the regions of algorithm

superiority in Figure 4.3. This landscape provides a rough guide to the fastest modern

k-means algorithms, on worst-case data.
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Table 4.1: Speedup of accelerated algorithms relative to Lloyd’s algorithm while
clustering uniform random data for various k and dimension 2 ≤ d ≤ 16, with fixed
dataset size n = 400,000. Bold values show the best speedup in each experiment.

Dimension Algorithm
Number of centers (k)

16 32 64 128 256 512

d = 2

annulus 5.08 8.57 15.70 28.77 48.88 67.88
adaptive 2.17 2.79 3.96 4.75 5.52 5.25
orchard 1.58 1.66 1.62 1.48 1.48 0.96
sort 5.25 9.11 16.71 29.96 48.38 53.77
heap 3.60 5.55 8.28 10.64 11.47 9.66
hamerly 5.54 8.18 11.96 15.91 17.45 15.19
elkan 0.86 0.82 0.81 0.84 0.87 0.83

d = 4

annulus 5.03 6.65 8.98 12.92 20.23 22.31
adaptive 2.74 3.01 3.49 4.81 6.42 6.87
orchard 1.19 1.40 1.55 1.66 1.78 1.03
sort 2.20 3.45 6.06 10.44 18.63 22.80
heap 4.31 4.74 5.37 6.36 8.23 7.25
hamerly 5.67 6.65 7.47 8.33 10.34 8.86
elkan 0.91 0.74 0.73 0.75 0.74 0.74

d = 8

annulus 3.45 6.10 7.25 4.78 6.54 7.32
adaptive 1.94 3.67 4.76 3.80 5.24 7.04
orchard 0.57 0.60 0.70 1.28 1.19 1.20
sort 0.88 0.97 1.25 2.79 3.09 4.21
heap 2.23 4.70 4.56 3.49 4.57 4.50
hamerly 3.72 6.31 7.00 4.29 5.56 6.03
elkan 1.17 0.83 1.07 1.24 0.82 0.79

d = 16

annulus 6.57 8.22 7.40 7.47 6.42 4.29
adaptive 4.40 5.70 6.36 8.03 9.49 8.13
orchard 0.97 0.93 0.88 0.86 0.86 0.78
sort 0.96 0.91 0.87 0.82 0.78 0.78
heap 6.94 6.84 5.83 5.98 5.50 4.10
hamerly 7.77 8.68 7.56 7.37 6.40 4.52
elkan 1.85 1.81 1.80 1.78 1.78 1.74
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Table 4.2: Speedup of accelerated algorithms relative to Lloyd’s algorithm while
clustering uniform random data for various k and dimension 32 ≤ d ≤ 512, with

fixed n = 400,000. Bold values show the best speedup in each experiment. ∗Elkan’s
memory requirement exceeds 3GB per-process limit on our test machine.

Dimension Algorithm
Number of centers (k)

16 32 64 128 256 512

d = 32

annulus 7.20 9.92 8.02 6.64 4.72 3.55
adaptive 6.15 9.00 9.54 10.28 9.89 8.53
orchard 1.07 1.02 0.99 0.94 0.90 0.83
sort 1.08 1.00 0.96 0.89 0.84 0.80
heap 5.88 8.07 6.10 5.22 4.14 3.28
hamerly 7.40 10.08 8.03 6.61 4.99 3.79
elkan 2.87 3.00 3.00 2.89 2.83 2.72

d = 64

annulus 6.10 6.02 6.65 4.52 3.58 2.66
adaptive 6.96 7.60 11.86 10.49 10.37 7.71
orchard 1.01 0.97 0.91 0.94 0.93 0.76
sort 1.01 0.97 0.92 0.92 0.90 0.86
heap 4.84 4.70 5.19 3.70 3.23 2.41
hamerly 6.54 6.43 6.48 4.72 3.86 2.81
elkan 4.39 4.77 5.30 5.15 5.25 4.82

d = 128

annulus 6.02 5.72 4.74 3.80 3.26 2.36
adaptive 8.30 9.98 10.70 10.05 10.57 6.97
orchard 1.00 1.00 0.96 0.97 0.94 0.71
sort 1.03 1.00 0.97 0.95 0.94 0.94
heap 4.69 4.32 3.75 3.09 2.85 2.18
hamerly 6.35 5.91 4.96 3.95 3.33 2.46
elkan 6.29 6.91 7.46 7.52 4.79 7.30

d = 256

annulus 4.39 4.05 3.54 3.34 2.43 2.04
adaptive 6.59 7.86 8.35 9.50 7.20 5.01
orchard 1.05 0.99 0.97 0.98 0.98 1.01
sort 1.02 0.99 0.98 0.97 0.96 1.04
heap 3.19 3.17 2.80 2.85 2.20 1.88
hamerly 4.05 4.28 3.70 3.37 2.54 1.86
elkan 6.07 7.47 8.81 10.69 9.85 7.93

d = 512

annulus 4.41 3.17 2.24 2.19 1.73 1.40
adaptive 7.44 6.15 4.66 5.07 3.86 2.32
orchard 1.08 0.99 0.98 1.02 0.96 0.72
sort 1.08 1.00 0.98 1.01 0.97 0.92
heap 3.48 2.52 1.79 1.86 1.55 1.41
hamerly 4.45 3.32 2.32 2.17 1.73 1.47
elkan 7.24 7.47 6.86 8.09 7.22 ∗
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Figure 4.3: Landscape of algorithm superiority on uniform random data for varying
dimension d and number of centers of k, with fixed dataset size n = 400,000. Shaded
areas show which algorithm gives the best speedup for particular values of d and k.

4.3.2 Clustered Data

Clustering on uniform random data produces lots of useful data for making

comparisons, but there is little practical value in running k-means on non-clustered

data. Testing our algorithms on naturally-clustered datasets offers a much clearer

impression of their expected performance in a real-world clustering setting. For con-

sistency with other authors, we test on common datasets whenever possible; the

characteristics of particular datasets we used are described in Table 3.6 of Chapter 3.

Dimension varies from 2 to 74, and cardinality varies from 60,000 to 581,012.
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As in our treatment of uniform data, we present results for clustered data in

both graphical and tabular format. Table 4.3 gives results for the birch, mnist50,

covtype, kddcup98, and kddcup04 datasets. Table 4.4 lists results for the high di-

mensional mnist784 dataset. Finally, we plot speedup for each algorithm on each

dataset, for several fixed k. Figures 4.4, 4.5, 4.6, and 4.7 show results for k = 16, 32,

64, and 512, respectively.

Except for very large k, annulus k-means is the clear winner on all tested

datasets except the high-dimensional (d = 784) dataset mnist784, where Elkan’s

algorithm dominates. Holding all else constant, larger settings of k tend to increase

the effectiveness of Sort-means, which becomes competitive with annulus k-means

around k = 256, winning on some datasets and losing on others.

4.3.3 Algorithm-Specific Performance

In addition to comparing performance between multiple algorithms, we show

how an algorithm performs compared to itself under various settings of k and d.

Figures 4.8 through 4.12 show the individual performance characteristics of annulus

k-means, adaptive k-means, Sort-means, Hamerly’s algorithm, and Elkan’s algo-

rithm on uniform random datasets.

Figure 4.8 shows our annulus k-means algorithm has a clear preference for

low d and high k, achieving a maximum speedup near 70 for d = 2 and k = 512.

As predicted by our theoretical results, performance decays rapidly with increasing

dimension. Performance as a function of k is smoother but depends on dimension. In

low dimension, larger k decreases the expected distance to a point’s nearest center, so

the annular search region shrinks, eliminating more distance calculations. However,

in high dimension, this trend reverses: we observe a slight decrease in speedup as k

increases. Since the expected distance to a point’s closest center varies approximately

as k−
1
d , as discussed in Chapter 3, increasing k causes a negligible change in expected
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Table 4.3: Speedup of accelerated algorithms relative to Lloyd’s algorithm while
clustering five medium-dimensional real-world datasets for various k. Bold values

show the best speedup in each experiment.

Dataset Algorithm
Number of centers (k)

16 32 64 128 256 512

birch annulus 5.56 10.26 19.70 20.03 26.63 38.45
n = 100,000 adaptive 2.17 3.28 4.80 3.78 4.06 4.41
d = 2 orchard 1.58 1.63 1.24 1.44 1.43 1.12

sort 5.41 9.39 20.58 25.97 32.12 26.96
heap 4.29 8.19 10.84 5.67 5.24 4.98
hamerly 5.83 9.69 15.08 8.96 8.31 8.01
elkan 0.58 0.81 0.92 0.79 0.76 0.78

mnist50 annulus 17.40 17.27 21.43 31.04 21.24 16.65
n = 60,000 adaptive 14.89 12.42 11.19 15.23 9.86 7.35
d = 50 orchard 4.63 5.10 4.40 4.06 3.67 3.37

sort 5.88 7.72 8.03 7.86 7.32 7.66
heap 11.76 4.79 4.26 4.58 2.74 2.07
hamerly 12.06 5.26 4.64 4.97 2.95 2.15
elkan 4.23 3.70 3.58 3.26 3.02 2.92

covtype annulus 16.35 23.58 24.49 38.68 32.60 31.65
n = 581,012 adaptive 10.61 14.23 15.82 24.47 24.75 23.07
d = 54 orchard 3.85 5.13 5.24 6.47 7.44 6.61

sort 5.03 7.64 11.60 18.96 30.35 49.73
heap 9.44 10.37 7.77 9.78 6.77 5.35
hamerly 12.89 13.38 9.46 11.02 7.55 5.97
elkan 4.74 4.57 3.96 3.91 3.87 3.87

kddcup98 annulus 6.34 5.18 9.49 11.24 7.52 8.38
n = 95,412 adaptive 5.53 3.74 6.23 9.67 7.82 7.98
d = 56 orchard 3.72 4.53 4.77 5.54 6.19 5.30

sort 4.72 6.97 9.76 13.28 17.94 19.54
heap 3.79 2.33 3.93 4.09 2.44 2.51
hamerly 5.45 3.32 4.99 4.63 2.26 2.65
elkan 4.01 3.73 3.64 3.61 3.63 3.36

kddcup04 annulus 7.80 12.74 12.92 18.16 17.65 13.82
n = 139,658 adaptive 4.58 7.07 9.39 12.58 10.54 9.08
d = 74 orchard 2.47 2.70 3.02 3.36 3.66 3.96

sort 3.08 3.43 4.07 4.66 5.41 6.71
heap 3.50 4.36 3.66 4.40 3.93 2.93
hamerly 4.40 5.05 3.93 4.73 4.13 3.02
elkan 4.65 4.59 4.69 4.66 4.62 4.55
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Table 4.4: Speedup of accelerated algorithms relative to Lloyd’s algorithm on the
high-dimensional mnist784 dataset for various k. Bold values show the best speedup

in each experiment.

Dataset Algorithm
Number of centers (k)

16 32 64 128 256 512

mnist784 annulus 4.06 4.75 3.32 2.80 1.94 2.40
n = 60,000 adaptive 7.23 12.07 9.91 8.98 7.16 7.01
d = 784 orchard 1.05 1.06 1.08 1.11 0.84 1.34

sort 1.03 1.06 1.10 1.12 1.18 1.55
heap 3.93 4.49 3.08 2.58 2.17 2.26
hamerly 4.17 4.95 3.36 2.81 2.32 2.21
elkan 9.68 17.04 16.52 15.56 17.07 19.68
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Figure 4.4: Speedup relative to Lloyd on clustered datasets, k = 16
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Figure 4.5: Speedup relative to Lloyd on clustered datasets, k = 32
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Figure 4.6: Speedup relative to Lloyd on clustered datasets, k = 64
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Figure 4.7: Speedup relative to Lloyd on clustered datasets, k = 512

distance at d = 512. The annulus is ineffective for such a high dimension anyway,

so our algorithm wastes time trying to prune centers, an overhead that grows as the

number of centers becomes larger.

Figure 4.9 shows the medium-dimensional superiority we expect from our hy-

brid of Hamerly’s low-dimensional algorithm and Elkan’s high-dimensional algorithm.

Performance generally improves with larger k, although eventually our automatic

bounds adjustment fails to select an optimal b. Deviation from the optimum becomes

relatively more problematic as k gets large.

Figure 4.10 plots the performance characteristics of Phillips’s Sort-means

technique, which greatly resembles that of annulus k-means. Overall, Sort-means

performs poorly except in very low d and prefers larger k. Speedup degrades quickly

with increasing dimension, dropping below 1.0 around d ≥ 16, where Phillips’s very

conservative inequality fails to discriminate between high-dimensional distances.
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Figure 4.11 shows the behavior of Hamerly’s algorithm. Like annulus k-means

and Sort-means, Hamerly’s algorithm prefers low dimension and high k, but never

exceeds a speedup of about 20 in our tests, compared to annulus k-means’s peak

around 70 and Sort-means’s peak near 60. In general, the single lower bound on

the distance to each point’s second-closest center becomes less effective in higher

dimension (Hamerly 2010).

Figure 4.12 describes the increasingly good performance of Elkan’s algorithm in

higher-dimensional spaces. In low dimension, keeping Θ(nk) distance bounds dwarfs

the Θ(nd) size of the dataset itself, a totally unprofitable overhead. However, in

large dimension, two factors contribute to Elkan’s success: first, the relative cost

of the Θ(nk) distance bounds diminishes; second, the expense of distance calcula-

tions becomes increasingly dominant. Having many distance bounds allows Elkan to

avoid many of these now-expensive distance calculations, resulting in impressive high-

dimensional speedup. Compared to other methods, speedup in Elkan’s algorithm is

relatively insensitive to the number of centers k on uniform data.
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Figure 4.8: Speedup of annulus k-means relative to Lloyd for various k and d
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Figure 4.9: Speedup of adaptive k-means relative to Lloyd for various k and d
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Figure 4.10: Speedup of Sort-means relative to Lloyd for various k and d
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Figure 4.11: Speedup of Hamerly’s algorithm relative to Lloyd for various k and d
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Figure 4.12: Speedup of Elkan’s algorithm relative to Lloyd for various k and d
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4.4 Separability

In the paper on his anchors hierarchy, Andrew Moore writes, “If there is no

underlying structure in the data (e.g. if it is uniformly distributed) there will be

little or no acceleration in high dimensions no matter what we do. This gloomy view

[. . .] means that we can only accelerate datasets that have interesting internal

structure” (Moore 2000). Rephrased, a dataset with more structure will see more

acceleration. One way to increase structure is by random projection, since projection

makes clusters more Gaussian (Dasgupta 2000).

The success of random projection means that algorithms like annulus k-means,

which thrives in lower dimension, may function well despite high dimensionality by

first projecting data into a smaller space. As observed in (Hamerly 2010), random

projection is both theoretically and practically beneficial.

We illustrate the validity of these theoretical observations with a small exper-

iment in d = 3 dimensions. Starting from a 4× 4× 4 unit lattice of points in 3-space,

we generate different random datasets by creating Gaussian clusters at the lattice

points of varying standard deviation σ. On each axis, clusters are separated by a unit

distance of 1.0, so setting σ = 0.25 places the midpoint between clusters within two

standard deviations of one another, creating noticeable overlap.

For several values of σ, we plot the speedup of annulus k-means, Sort-means,

and Hamerly’s algorithm in Figure 4.13, using the known value k = 64. Performance

declines sharply as σ increases, then eventually stabilizes around σ = 0.5. Effectively,

we have created a smooth transition from well-separated data to poorly-separated

data. Our real-world datasets like covtype and mnist50 behave like datasets here with

low deviation, and our uniform random datasets resemble the datasets here with high

deviation. Notably, Sort-means tends to take slightly greater advantage of structure

in this very low-dimensional dataset than annulus k-means and Hamerly’s algorithm,

which are however more resilient to overlapping clusters than Sort-means.
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Figure 4.13: The top graph shows speedup relative to Lloyd on a regular three-
dimensional unit lattice of k = 4× 4× 4 = 64 Gaussian clusters of varying standard
deviation, with fixed n = 400,000. The bottom left graph illustrates the lattice with
low deviation (more separation) and the bottom right graph shows a lattice with high
deviation (less separation).
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4.5 Memory Use

All of the accelerated algorithms in this paper gain speed in exchange for

additional memory beyond that used in Lloyd’s algorithm, which is dominated by the

size n of the dataset and k centers Θ(nd+kd). For example, the dominant additional

expense in Elkan’s algorithm is Θ(nk) lower bounds. For k = d = 256 , this means

that Elkan’s algorithm uses roughly twice the memory of Lloyd’s algorithm. Adaptive

k-means keeps a variable number b of lower bounds, reducing the additional memory

complexity to Θ(nb). For the same case k = d = 256, adaptive k-means keeps

about 1.3 times the memory of Lloyd’s algorithm. Table 4.5 shows the asymptotic

requirements for each algorithm.

Table 4.5: Asymptotic memory requirements for each algorithm in addition to the
baseline Θ(nd+ kd) bytes used by Lloyd to store the dataset and centers.

Algorithm(s) Additional Memory Total Memory

orchard, sort Θ(k2) Θ(nd + kd + k2)
annulus, hamerly, heap Θ(n + k) Θ(nd + kd)
adaptive Θ(nb) Θ(nd + kd + nb)
elkan Θ(nk) Θ(nd + kd + nk)

Hamerly’s algorithm keeps a single lower bound, reducing the additional mem-

ory complexity to Θ(n). Annulus k-means additionally stores Θ(n+k) pre-computed

norms, which is a minor increase in overall memory overhead. The memory overhead

of Sort-means and Orchard’s method depends only on k, where k � n naturally.

Depending on a user’s specific application needs, it may be necessary to sac-

rifice the runtime performance of Elkan’s algorithm or adaptive k-means for an algo-

rithm with better memory characteristics. In general, the good runtime performance

and small memory overhead of annulus k-means makes it a powerful replacement for

Lloyd’s algorithm in a wide variety of circumstances.
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Table 4.6: Memory use relative to Lloyd’s algorithm while clustering uniform
random data for various k and dimension 2 ≤ d ≤ 16, with fixed dataset size

n = 400,000.

Dimension Algorithm
Number of centers (k)

16 32 64 128 256 512

d = 2

annulus 2.2 2.2 2.2 2.2 2.2 2.2
adaptive 4.3 6.2 9.9 17.5 32.5 62.7
orchard 3.9 1.0 1.0 1.0 1.0 1.2
sort 3.9 1.0 1.0 1.0 1.1 1.3
heap 2.2 2.3 2.4 2.4 2.4 2.5
hamerly 1.8 1.8 1.8 1.8 1.8 1.8
elkan 7.4 13.5 25.5 49.7 97.9 194.6

d = 4

annulus 1.7 1.7 1.7 1.7 1.7 1.7
adaptive 2.9 3.9 6.1 10.4 19.0 36.2
orchard 2.7 1.0 1.0 1.0 1.0 1.1
sort 2.7 1.0 1.0 1.0 1.0 1.2
heap 1.7 1.8 1.8 1.8 1.8 1.8
hamerly 1.4 1.4 1.4 1.4 1.4 1.4
elkan 4.7 8.1 15.0 28.8 56.3 111.4

d = 8

annulus 1.4 1.4 1.4 1.4 1.4 1.4
adaptive 2.0 2.6 3.7 6.1 10.7 19.9
orchard 1.9 1.0 1.0 1.0 1.0 1.1
sort 1.9 1.0 1.0 1.0 1.0 1.1
heap 1.4 1.4 1.4 1.4 1.5 1.5
hamerly 1.2 1.2 1.2 1.2 1.2 1.2
elkan 3.0 4.8 8.5 15.9 30.7 60.4

d = 16

annulus 1.2 1.2 1.2 1.2 1.2 1.2
adaptive 1.5 1.8 2.4 3.6 6.0 10.8
orchard 1.5 1.0 1.0 1.0 1.0 1.0
sort 1.5 1.0 1.0 1.0 1.0 1.1
heap 1.2 1.2 1.2 1.2 1.2 1.2
hamerly 1.1 1.1 1.1 1.1 1.1 1.1
elkan 2.0 3.0 4.9 8.8 16.5 31.9

62



Table 4.7: Memory use relative to Lloyd’s algorithm while clustering uniform
random data for various k and dimension 32 ≤ d ≤ 512, with fixed n = 400,000.
∗Elkan’s memory requirement exceeds 3GB per-process limit on our test machine.

Dimension Algorithm
Number of centers (k)

16 32 64 128 256 512

d = 32

annulus 1.1 1.1 1.1 1.1 1.1 1.1
adaptive 1.3 1.4 1.7 2.3 3.6 6.0
orchard 1.2 1.0 1.0 1.0 1.0 1.0
sort 1.2 1.0 1.0 1.0 1.0 1.0
heap 1.1 1.1 1.1 1.1 1.1 1.1
hamerly 1.1 1.1 1.1 1.1 1.1 1.1
elkan 1.5 2.0 3.0 5.0 8.9 16.7

d = 64

annulus 1.0 1.0 1.1 1.1 1.1 1.1
adaptive 1.1 1.2 1.4 1.7 2.3 3.5
orchard 1.1 1.0 1.0 1.0 1.0 1.0
sort 1.1 1.0 1.0 1.0 1.0 1.0
heap 1.1 1.1 1.1 1.1 1.1 1.1
hamerly 1.0 1.0 1.0 1.0 1.0 1.0
elkan 1.3 1.5 2.0 3.0 5.0 8.9

d = 128

annulus 1.0 1.0 1.0 1.0 1.0 1.0
adaptive 1.1 1.1 1.2 1.3 1.7 2.3
orchard 1.1 1.0 1.0 1.0 1.0 1.0
sort 1.1 1.0 1.0 1.0 1.0 1.0
heap 1.0 1.0 1.0 1.0 1.0 1.0
hamerly 1.0 1.0 1.0 1.0 1.0 1.0
elkan 1.1 1.3 1.5 2.0 3.0 5.0

d = 256

annulus 1.0 1.0 1.0 1.0 1.0 1.0
adaptive 1.0 1.1 1.1 1.2 1.3 1.6
orchard 1.0 1.0 1.0 1.0 1.0 1.0
sort 1.0 1.0 1.0 1.0 1.0 1.0
heap 1.0 1.0 1.0 1.0 1.0 1.0
hamerly 1.0 1.0 1.0 1.0 1.0 1.0
elkan 1.1 1.1 1.3 1.5 2.0 3.0

d = 512

annulus 1.0 1.0 1.0 1.0 1.0 1.0
adaptive 1.0 1.0 1.0 1.1 1.2 1.3
orchard 1.0 1.0 1.0 1.0 1.0 1.0
sort 1.0 1.0 1.0 1.0 1.0 1.0
heap 1.0 1.0 1.0 1.0 1.0 1.0
hamerly 1.0 1.0 1.0 1.0 1.0 1.0
elkan 1.0 1.1 1.1 1.3 1.5 ∗

63



4.6 Distance Calculations

Finally, we compare the raw number of distance calculations computed by a

family of four related algorithms: annulus k-means, adaptive k-means, Hamerly’s

algorithm, and Elkan’s algorithm. Since Elkan’s algorithm keeps distance bounds for

all centers, we expect for Elkan to avoid the largest number of distance calculations

(in exchange for larger overhead). Hamerly’s algorithm is simple and fast, but avoids

fewer distance calculations, which makes it less suitable for high-dimensional spaces

where distance calculations are critically expensive.

Adaptive k-means hybridizes Elkan’s and Hamerly’s approaches, so it should

avoid more distance calculations than Hamerly but fewer than Elkan’s. Annulus

k-means is similar to Hamerly’s algorithm, but the annular structure allows it to

avoid more distance calculations, so we again expect a number between Hamerly’s and

Elkan’s. Nota bene: we do not show results for the heap-based variant of Hamerly’s

algorithm, because it performs the very same computations as Hamerly, but by a

different mechanism.

Figure 4.14 shows the cumulative number of distance calculations computed

by each algorithm as k-means iterates on the mnist50 dataset. Figure 4.15 shows the

cumulative number of distance calculations computed by each algorithm as k-means

iterates on a uniform random dataset with d = 2 and n = 400,000.

To further compare annulus k-means with Hamerly’s algorithm, Figures 4.16

and 4.17 show the number of distance calculations computed in each iteration relative

to the number computed by Lloyd. The battle is decided in early iterations, where

centers assignments change more dramatically: here, the annulus clearly avoids more

computations than Hamerly’s algorithm alone.
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Figure 4.14: Cumulative number of distance calculations performed over time on the
mnist50 dataset with k = 64. This clustering took 128 iterations.
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Figure 4.15: Cumulative number of distance calculations performed over time on a
uniform random dataset of n = 400,000 points with d = 2 and k = 64. This clustering
took 270 iterations.
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Figure 4.16: Distance calculations relative to Lloyd on the 50-dimensional, naturally-
clustered mnist50 dataset with k = 64. This clustering took 128 iterations.
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Figure 4.17: Distance calculations relative to Lloyd on a uniform random dataset of
n = 400,000 points with d = 2 and k = 64. This clustering took 270 iterations.
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CHAPTER FIVE

Conclusion

5.1 Summary of Research

This thesis introduces three accelerated k-means algorithms: heap k-means,

adaptive k-means, and annulus k-means. While heap k-means tends to be less ef-

fective than other methods, adaptive k-means and annulus k-means are competitive

with or much faster than other accelerated algorithms, except in very high dimension,

where Elkan’s algorithm remains dominant (Elkan 2003).

First, we redesign Hamerly’s algorithm (Hamerly 2010) to use k min-heaps

to avoid necessarily looping over all n data points when testing upper and lower

bounds, but the computational overhead of the required heap mechanisms outweighs

any reduction in the number of required distance bound checks.

Second, we present our adaptive k-means algorithm (Drake and Hamerly

2012), which keeps an adaptive number of distance bounds to avoid redundant dis-

tance calculations, combining the low-dimensional strength of Hamerly’s algorithm

and the high-dimensional strength Elkan’s algorithm. Adaptive k-means shows supe-

rior performance in medium dimension (approximately 20 ≤ d ≤ 200) in our empir-

ical tests on uniform random data, and beats Hamerly’s and Elkan’s algorithms on

all clustered datasets except the 784-dimensional dataset mnist784.

Finally, we introduce annulus k-means: a variant of Hamerly’s algorithm that

improves the search for a point’s nearest center by cheaply constructing an annular

search region derived from the triangle inequality. Any center outside the annular

region is provably not the point’s closest center, giving dramatic speedups in low

dimension, especially for larger k. In high dimension, the annulus becomes less ef-

fective, but the algorithm still outperforms competitors on each clustered dataset we
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tested except mnist784. Annulus k-means has good runtime performance and small

memory overhead, making it a powerful replacement for Lloyd’s algorithm.

5.2 Limitations and Extensions

We test a wide variety of accelerated algorithms against Lloyd’s standard

method on uniform random data and on naturally-clustered data. Depending on

the dimension d and number of clusters k used in experiments on uniform data, dif-

ferent algorithms have different regions of superiority. In high dimension, Elkan’s

algorithm is the clear winner. In medium dimension, adaptive k-means is more effi-

cient than Elkan, and in low dimension, annulus k-means, Hamerly’s algorithm, and

Sort-means perform well. On clustered data, annulus k-means outperforms com-

petitors, except for very high k, where the performance of Sort-means tends to

match that of annulus k-means.

Attempts to combine the strengths of annular search with adaptive k-means

or Elkan’s algorithm proved unprofitable; in the high-dimensional setting where these

latter algorithms excel the annulus is ineffective and merely creates a small overhead.

Similarly, hybrids with Sort-means also resulted in lackluster performance. Ideally,

we would like an algorithm performing well under all conditions: low and high di-

mension, clustered and uniform, many and few centers. Meanwhile, the algorithms

we have developed and the results of our experiments guide current practical k-means

use, showing how and when to replace Lloyd’s algorithm with equivalent but more

efficient methods.
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