
ABSTRACT 

Machine Learning-Assisted Prediction of Structure and Function of Cystine-Stabilized 
Peptides and Optimization of Expression in an E. coli System 

S M Ashiqul Islam, Ph.D. 

Co-Mentor: Christopher M. Kearney, Ph.D. 

Co-Mentor: Erich J. Baker, Ph.D. 

Cystine-stabilized peptides are promising prospects for the pharmaceutical 

industry as biologics. These peptides carry out a variety of useful functions which could 

be exploited to treat diseases and kill unwanted organisms. As well, an array of disulfide 

bonds makes the peptides highly stable against temperature, enzymatic degradation, pH 

and other adverse physiological conditions. There is a vast number of cystine-stabilized 

peptides serving as antimicrobial peptides, immunological modulators, ion channel 

blockers and other functions across a wide array of taxa, from fungi and bacteria to plants 

and humans. Practical access to these promising bioactive molecules could be greatly 

accelerated if it were possible to efficiently mine cystine-stabilized peptide sequences 

from genomic databases, determine the function and structure of each candidate from 

only the primary sequence, and then express the top candidates in E. coli for biological 

analysis. In this way, only the natural, presumably functional, variants of a particular 

family of cystine-stabilized peptides could be collected in large quantities. Going further, 



it would be desirable to convert the nonspecific activity of antimicrobial peptides to a 

specific activity, targeting a specific pathogen and leaving the rest of the microbiome 

intact; in essence, developing a targeted antibiotic.  

To contribute to developing this pipeline, I developed the machine learning-

assisted algorithms PredSTP and CSPred to predict structural and functional 

characteristics, respectively, of cystine-stabilized peptides from primary sequence data. In 

addition, I developed an E. coli-based expression system for high yield production of 

recombinant antimicrobial peptides specifically targeted to Staphylococcus aureus. These 

techniques are now available to collect large libraries of cysteine-stabilized peptide 

sequences, to express top candidates in E. coli, and to target the peptides to specific 

pathogens.  



Page bearing signatures is kept on file in the Graduate School.

Machine Learning-Assisted Prediction of Structure and Function of Cystine-Stabilized peptides and 
Optimization of Expression in an E. coli System

 

by

S M Ashiqul Islam, B.S., M.S.

A Dissertation

Approved by the Institute of Biomedical Studies

Robert R. Kane, Ph.D., Director
 

Submitted to the Graduate Faculty of 
Baylor University in Partial Fulfillment of the  

Requirements for the Degree 
of

Doctor of Philosophy

 

Approved by the Dissertation Committee

Christopher M. Kearney, Ph.D., Co-Chairperson

Erich J. Baker, Ph.D., Co-Chairperson

Bessie W. Kebaara, Ph.D.

Sung Joon Kim, Ph.D.

Kevin G. Pinney, Ph.D.
 

Accepted by the Graduate School
May 2018

J. Larry Lyon, Ph.D., Dean



Copyright © 2018 by S M Ashiqul Islam 

All rights reserved 



v 

TABLE OF CONTENTS 

LIST OF FIGURES ........................................................................................................... xi 

LIST OF TABLES ........................................................................................................... xvi 

LIST OF ABBREVIATIONS .......................................................................................... xix 

ACKNOWLEDGMENTS .............................................................................................. xxii 

DEDICATION ............................................................................................................... xxiv 

CHAPTER ONE ................................................................................................................. 1 

Introduction ..................................................................................................................... 1 

Cystine-Stabilized Peptides ......................................................................................... 1 

Structure-Based Subfamilies of Cystine-Stabilized Peptides ....................................... 2 

Knottins .................................................................................................................... 2 

Cyclotides ................................................................................................................ 3 

Source-Based Subfamilies of Cystine-Stabilized Peptides .......................................... 5 

Spider and Scorpion Toxins ..................................................................................... 5 

Conotoxins ............................................................................................................... 6 

Plant Cysteine Rich Peptides ................................................................................... 7 

Targeted Antimicrobial Peptides ................................................................................. 8 

Importance of Prediction and Production of Cystine-Stabilized Peptides .................. 9 

Recombinant Protein Expression Methods ................................................................ 10 

Bacterial Expression Systems ................................................................................ 10 

Yeast Expression Systems ..................................................................................... 11 

Plant Expression Systems ...................................................................................... 11 

Use of Machine Learning Algorithms as an Alignment-Free Prediction Method .... 12 



vi 
 

Overview .................................................................................................................... 13 

Division of Work ........................................................................................................ 15 

References .................................................................................................................. 16 

CHAPTER TWO .............................................................................................................. 26 

PredSTP: A Highly Accurate SVM Based Model to Predict Sequential Cystine 
Stabilized Peptides ............................................................................................ 26 

Abstract ...................................................................................................................... 26 

Introduction ............................................................................................................... 27 

Methods and Materials .............................................................................................. 33 

Known STP Sequence Collection .......................................................................... 33 

Control Negative Sequence Collection .................................................................. 33 

Independent Test Sequence Collection .................................................................. 34 

Defining the Putative STP Cystine Motif ............................................................... 34 

Proximity Length (P) and Normalized Proximity Length (NP)............................. 35 

Detecting Least Loop Length Ratio ....................................................................... 36 

Detecting Presence of Amino Acid Between C4 -C5 and C5-C6 ......................... 36 

Algorithm ............................................................................................................... 36 

Confusion Matrix Creation .................................................................................... 37 

PSI BLAST ............................................................................................................ 38 

Results ........................................................................................................................ 38 

Evaluation of Feature Sets for Machine Learning Outcomes ................................ 38 

Classifying STPs from the Smallprotein163 Subset from PDB ............................ 39 

Testing Primary Sequences of Recently Deposited Proteins Solved by NMR 
(newNMR 751) .......................................................................................... 40 

Evaluation of the PredSTP through Scanning and Analyzing the Taxonomy 
Subsets from PDB ...................................................................................... 42 



vii 
 

Discussion .................................................................................................................. 43 

Conclusion ................................................................................................................. 47 

Authors Contributions ............................................................................................... 48 

References .................................................................................................................. 48 

Supplemental Data .................................................................................................... 54 

CHAPTER THREE .......................................................................................................... 66 

Protein Classification Using Modified N-grams and Skip-grams ............................... 66 

Abstract .................................................................................................................. 66 

Introduction ............................................................................................................ 67 

Materials and Methods........................................................................................... 70 

Feature Generation, Vectorization and Model Construction ............................ 70 

Binary Profile of N-Grams in a Protein Sequence ............................................ 70 

Binary Profile of K-Skip-Bi-Grams .................................................................. 71 

Modification of Skips in K-Skip-Bi-Gram Motifs............................................ 72 

Modification of Estimated C-Terminus Position in N-Grams and K-Skip-Bi-
Grams .................................................................................................... 72 

Meta-Comparison ............................................................................................. 73 

Results .................................................................................................................... 74 

Parameter Optimization Analysis ..................................................................... 74 

Meta-Comparison of Prediction Performance on Benchmark Datasets ........... 76 

Subchlo ............................................................................................................. 76 

OsFP .................................................................................................................. 77 

iAMP-2L ........................................................................................................... 78 

Cypred and PredSTP ......................................................................................... 78 

TumorHPD 1 and 2 ........................................................................................... 78 

HemoPI 1 and 2 ................................................................................................ 79 



viii 
 

IGPred and PVPred ........................................................................................... 79 

Discussion .............................................................................................................. 80 

Conclusion .............................................................................................................. 84 

References .............................................................................................................. 85 

Supplementary Data ............................................................................................... 90 

Feature Extraction ............................................................................................. 90 

Example of modification of skips in k-skip-bi-gram motifs ....................... 90 

Example of modification of estimated C-terminus position in n-grams and 
k-skip-bi-grams ................................................................................ 90 

Feature Selection and Model Construction ....................................................... 91 

Parameter Optimization Algorithm................................................................... 91 

Run-Time Study of Optimization Algorithm .................................................... 92 

Comparison of the Performance of N-Gram and Skip-Gram Based Feature 
Generation Models with and without Modifiers ................................... 93 

Comparison among Different Feature Generation Method and Classifier 
Combinations ........................................................................................ 93 

Comparison among the Models with Noise in Subchlo60 Dataset................... 94 

CHAPTER FOUR ........................................................................................................... 106 

Assigning Biological Function Using Hidden Signatures in Cystine-Stabilized 
Peptide Sequences ........................................................................................... 106 

Abstract .................................................................................................................... 106 

Introduction ............................................................................................................. 107 

Methods and Materials ............................................................................................ 110 

Data Acquisition and Preparation ........................................................................ 110 

Model Construction Using m-NGSG................................................................... 112 

Model Evaluation ................................................................................................. 112 

Comparison with PSI-BLAST and HMMER ...................................................... 113 



ix 
 

Comparison with Other Available Models .......................................................... 114 

Results ...................................................................................................................... 114 

Evaluation of the m-NGSG-Based Models.......................................................... 114 

Comparison of the Evaluation Matrices and Area Under Curve (AUC) with 
PSI-BLAST and HMMER ....................................................................... 115 

Comparison of the Evaluation Matrices with PSI-BLAST and HMMER on the 
Out-of-Sample Test Set ........................................................................... 116 

Comparison of AMP and Hemolytic Peptide Prediction Models with other 
Currently Available Models ..................................................................... 117 

Discussion ................................................................................................................ 121 

Availability............................................................................................................... 125 

Acknowledgment ...................................................................................................... 126 

References ................................................................................................................ 126 

Supplemental Data .................................................................................................. 132 

CHAPTER FIVE ............................................................................................................ 140 

The Use of a Virus-Derived Targeting Peptide to Selectively Kill Staphylococcus 
Bacteria with Antimicrobial Peptides ............................................................. 140 

Abstract .................................................................................................................... 140 

Introduction ............................................................................................................. 141 

Materials and Methods ............................................................................................ 143 

Reagents ............................................................................................................... 143 

Construction and Cloning of Plasmid .................................................................. 143 

Expression, Extraction and Purification of Proteins ............................................ 144 

In Vitro Bactericidal Activity Assay.................................................................... 145 

Results ...................................................................................................................... 146 

Protein Expression and Purification..................................................................... 146 

In Vitro Bactericidal Activity Assay.................................................................... 146 



x 
 

Discussion ................................................................................................................ 150 

References ................................................................................................................ 152 

Supplementary Data ................................................................................................ 157 

CHAPTER SIX ................................................................................................................158 

Conclusion ....................................................................................................................158 

REFERENCES ............................................................................................................... 161 

 

 

 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



xi 
 

 
 

 
LIST OF FIGURES 

 
 
Figure 2.1: Diagrams of the disulfide connectivity of different cystine stabilized 

toxic peptides. (A) This figure illustrates the pattern of disulfide 
connectivity of different types of STP toxins (knotted and non-knotted). 
Each type is annotated with its name, PDB id, function and jmol estimated 
average 3D structural distance between disulfide bonds.  (B) Illustrates the 
pattern of disulfide connectivity of NTP toxins with the same type of 
information. ........................................................................................................... 31 

Figure 2.2: Illustration of distances among the non-pairing sulfur molecules 
participating in the tri-disulfide array. Distances between different sulfur 
molecule pairs (yellow balls) were measured using jmol software.  The 
mean of these distances indicates the average distance among the disulfide 
bonds demonstrating the compactness of the tri-disulfide fold in the 
peptide. A, B, C and D show distances of a sample representative of 
knotted STPs, nonknotted STPs, compact NTPs and non-compact NTPs, 
respectively, together with their PDB ids. The average of distance in STP 
toxins (A and B) is typically less than 0.85nm, while it is more than 1.2nm 
in other tri-disulfide peptides (Non-compact NTPs, data not shown) (D). 
Some NTPs demonstrate a similar compactness (average distance) to STPs 
and can be designated as compact NTPs (C). ....................................................... 32 

Figure 2.3: Schematic of the process followed to develop and evaluate the SVM 
based STP toxin classifier. .................................................................................... 38 

Figure 2.4:  Receiver operating characteristic curves (ROC) for the models 
generated using 6 different feature sets. The area under curve (AUC) 
generated by feature set 1, 2, 3, 4, 5 and 6 are 0.84, 0.87, 0.87. 0.93, 0.92 
and 0.94, respectively. .......................................................................................... 40 

Figure 2.5: Bar diagram of a comparison the number of true positive hits detected 
by testing recently deposited proteins chains solved by NMR in PDB 
(July, 4 2012 to March, 25 2014) using different methods. Each stack 
color represents a different type of fold. PredSTP detected 9 ICKs, 5 
Cyclotides and 6nonknotted STPs; PSI BLAST with E-value 0.01 detected 
1 ICK, 5 Cyclotides and 5 nonknotted STPs; PSI BLAST with E-value 0.1 
and 0.5 detected 5 ICKs, 5 Cyclotides and 7 nonknotted STPs; Knoter1D 
detected 3 ICKs and 5 Cyclotides. ........................................................................ 42 

Figure S2.1: Distribution of size of the smallest loop lengths of control STP 
chains from the training set ................................................................................... 65 



xii 
 

Figure 3.1: The percentage changes of accuracies m-NGSG in cross-validation 
compared to the original models for each dataset. IGPred* and PVPred* 
shows the comparative accuracy changes without feature selection while 
IGPred** and PVPred** shows accuracy changes after mimicking the 
feature selection method of the original model (A). The percentage 
changes of accuracies m-NGSG on the independent test sets (depending 
on availability) compared to the original models. IGPred* and PVPred* 
shows the comparative accuracy changes without feature selection while 
IGPred** and PVPred** shows accuracy changes after mimicking the 
feature selection method of the original model (B) .............................................. 81 

Figure.S3.1. Illustrates the optimum values of individual parameters generated 
from each seed for a specific dataset. The values of the six parameters 
were optimized from thirteen different seeds (the initial value of n). Each 
column in the panels (n, k, np, kp, y, c) assign the parameters and each 
row represent individual dataset. The X axis shows the value of the 
parameters, while the y axis represents an individual seed. ................................. 99 

Figure S3.2. Represents the accuracies resulted from different seeds in a specific 
dataset. Each subplot represents an individual dataset. The x axis shows 
seed identities and the y axis shows the accuracy values. .................................. 100 

Figure S3.3. The percent change of accuracy for each seed compared to the mode 
accuracy of all the seeds for a specific dataset. The smaller the percentage 
deviation from the mode value, the better its convergence. iAMP-2L, 
Cypred, TumorHPD 1, TumorHPD 2, IGPred and PVPred showed perfect 
convergence, while the other datasets shows convergence for most of the 
seeds. ................................................................................................................... 101 

Figure S3.4. Performance of accuracies with number of features used. The 
features were added based on their importance according to ANOVA 
analysis. Using less features increase the cross-validation accuracy while a 
decrease of accuracy on the independent test set is evident as less features 
engender a bias cross validation. Figure A and B show the effect on 
accuracy and MCC values with increasing number of features on IGPred 
and PVPred datasets, respectively. ..................................................................... 102 

Figure S3.5. Represents the increase of five-fold cross-validation accuracies 
resulted from addition of positional values (np and kp), position value 
buffering(y) and skip-buffering(c) parameters for each dataset. Each bar 
represents an individual dataset and the height of the bars represent the 
percentage increase of accuracies compared the features generated using 
n-grams and skip-grams. ..................................................................................... 103 

Figure S3.6. Comparison of accuracies among different combinations of feature 
generation models and classifiers on the Subchlo60 dataset. Combination 
of m-NGSG with a linear SVM or a Logistic regression shows the best 



xiii 
 

accuracy. The description of the other feature generation described in the 
abbreviations part of Supplementary Table S6. .................................................. 103 

Figure S3.7. comparison of accuracies between Subchlo60 original and data and 
data with noise among different QSAR and Amino Acid composition 
related, and m-NGSG feature generation models. Each group of bars 
indicates the type of the feature generation model with the optimal 
classifier. Height of the bars represent the accuracies and color of the bars 
represent different k-fold cross-validations. m-NGSG coupled with a 
Logistic Regression shows the best accuracies for each k-fold cross-
validation............................................................................................................. 104 

Figure S3.8. Illustrates the run-time profile during optimization for different 
datasets. Each subplot represent run-time for different percentage fractions 
of a dataset. The X-axis of a subplot indicates each percentage fraction 
and Y-axis indicates the run-time of optimization in seconds.The title of 
the subplot denotes the specific dataset. The number of sequences of 100% 
in iAMP-2L, Cypred, PredSTP, TumorHPD 1, TumorHPD 2, HemoPI 1, 
HemoPI 2, IGPred, PVPred are 3248, 397, 587, 1302, 938, 884, 812, 228, 
307, respectively. Analysis was performed on a PowerEdge R630, with 
32-CPUs @ 2.4Gz, 64 GB RAM, running Red Hat Enterprise Linux 7. ........... 105 

Figure 4.1: Work flow of the construction and application of CSPred. ......................... 112 

Figure 4.2: The depth of performance-consistency for each model. Figure 4.2A 
(upper panel) illustrates the comparison of MCC (Mathews Correlation 
Coefficients) among PSI-BLAST (E-value 0.1 and 1), m-NGSG and 
HMMER. The Y-axis indicates different function-based models; the X-
axis indicates the MCC values with their standard errors. Each gray-scaled 
bar plot depicts the method used to build the models. Figure 4.2B (lower 
panel) illustrates the comparison of standard deviations of MCC (Mathews 
Correlation Coefficients) scores among PSI-BLAST (E-value 0.1 and 1), 
m-NGSG and HMMER. The Y-axis indicates different function-based 
models; the X-axis indicates the standard deviations of the MCC values 
with their standard errors. Each gray-scaled bar plot depicts the method 
used to build the models.  Here the, higher the standard deviation, the 
lower the performance-consistency. The m-NGSG-based models shows 
standard deviations of MCC values lower than 0.05 for each model while 
HMMER and PSI-BLAST shows high standard deviations for a few 
models.Please see Supplement Figure S4.2 and S4.3 for more details. .............. 118 

Figure 4.3: Description of AUC (area under the curve) among m-NGSG, 
HMMER and PSI-BLAST with the best MCC value. The left panel 
indicates the receiver operating characteristics of m-NGSG-based models. 
The right panel indicates the comparison of AUC among m-NGSG,  PSI-
BLAST and HMMER for the corresponding function-based model. The 



xiv 
 

height of each bar represents the AUC for each method. m-NGSG-based 
models demonstrates better AUC than PSI-BLAST and HMMER. ................... 119 

Figure 4.4: Comparison of MCC values on the out-of-sample test set with each 
function-based model using m-NGSG, PSI-BLAST or HMMER. While 
the MCC scores of HMMER are comparable for the AMP and ACRI test 
tests, the MCC score for ICB, SPI and HLP are noticeably lower 
compared to the m-NGSG-based models. .......................................................... 120 

Figure 4.5: The precision, recall, accuracy and MCC values obtained applying 
iAMP-2L, CAMP SVM, CAMP RF, CAMP ANN, CAMP DA, PSI-
BLAST E-value 0.1 and AMP (m-NGSG-based AMP model) on the out-
of-sample AMP test set. Figure 4.5A illustrates that precision values of 
iAMP-2L and CAMP models are considerably lower than the m-NGSG 
based model. Figure 4.5B illustrates that the recall values of the CAMP 
models are comparable to the m-NGSG-based model while iAMP-2L 
demonstrates a noticeably lower recall value. Figures 4.5C and 5D shows 
considerably low MCC and accuracy values displayed by iAMP-2L and 
CAMP models compared to PSI-BLAST and m-NGSG. ................................... 121 

Figure S4.1. Performance comparison of each classification method for different 
functional-based models using five-fold cross-validation. Each row in the 
facet grid plot represents the function-based models while each column 
stands for an evaluation matric. Y-axis of each bar plot show the different 
methods used to build a model and X-axis shows the values of the 
evaluation matrices witherror bars. Except ICB dataset, m-NGSG-based 
models shows better F1-scores, MCC and accuracy values for all other 
four datasets, while PSI-BLAST shows lower values for all the data sets. ........ 136 

Figure S4.2. Illustrates the comparison of MCC (Mathews Correlation 
Coefficients) among PSI-BLAST (E-value 0.01, 0.05, 0.1, 0.5, 1and 5), m-
NGSG and HMMER. Y-axis shows different function-based models, X-
axis shows the MCC scores with their standard errors and each colored (in 
gray scale) bar plot shows the method used to build the models. Except 
ICB dataset, m-NGSG-based models shows better MCC scores for all 
other four datasets, while PSI-BLAST shows lower values for all the data 
sets....................................................................................................................... 137 

Figure S4.3. Illustrates the comparison of standard deviations of MCC (Mathews 
Correlation Coefficients) scores among PSI-BLAST (E-value 0.01, 0.05, 
0.1, 0.5, 1and 5), m-NGSG and HMMER. Y-axis shows different 
function-based models, X-axis shows the standard deviations of the MCC 
scrores with their standard errors and each colored (in gray scale) bar plot 
shows the method used to build the models. This figure shows the depth of 
performance-consistency of each model. Higher the standard deviation, 
lower the performance-consistency.  The m-NGSG-based models shows 
standard deviations of MCC scores lower than 0.05 for each model while 



xv 
 

HMMER and PSI-BLAST shows high standard deviations for a few 
models. ................................................................................................................ 137 

Figure S4.4.  The precision, recall, accuracy and MCC values obtained applying 
each method on the out of sample HLP test set. The m-NGSG-based HLP 
model performed better than the Hemo PI in respect to each of evaluation 
matrices (Precision, Recall, Accuracy and MCC). ............................................. 138 

Figure S4.5.  Illustrates the performance of the sub-classifiers of Ion Channel 
Blocker (ICB). NaB, KB and CaB represents the sodium, potassium and 
calcium channel blocker classifiers, respectively.  CV AUC indicates the 
area under curve (AUC) using five-fold cross-validation; CV 
ACCURACY indicates the accuracy using five-fold cross-validation; CV 
MCC indicates the Mathews Correlation Coefficient (MCC) values using 
five-fold cross-validation; TEST SET ACCURACY indicates the accuracy 
using the out of sample test set; TEST SET MCC indicates the MCC 
values using the out of sample test set. ............................................................... 139 

Figure 5.1: pE-SUMOstar/AMP E. coli vector. The SUMO protease cleavage site 
allowed the release of AMP (plectasin or eurocin) from the SUMO fusion 
partner. MCS, multiple cloning site (MCS). ....................................................... 147 

Figure 5.2. Expression of SUMO/AMP in E. coli and cleavage of AMP free of 
SUMO fusion partner. Plectasin (lane 2), A12C Plectasin (lane 4), Eurocin 
(lane 6), A12C Eurocin (lane 8) expressed with the SUMO fusion partner. 
On cleaving with SUMO protease (Ulp1), the cleaved SUMO protein can 
be seen at 17 kD on lanes 3, 5, 7 and 9; free SUMO protein control is in 
lane 1. The released AMPs, with and without targeting moieties, are in the 
same lanes  as with the cleaved SUMO below 11 kDa....................................... 149 

Figure 5.3. Log values for minimum inhibitory concentrations (MIC) in μM for 
non-targeted and targeted eurocin and plectasin against Bacillus subtilis, 
Enterococcus faecalis, Staphylococcus aureus and Staphylococcus 
epidermidis. The boxed regions represent 50% of the values while the bars 
represent 95%...................................................................................................... 150 

 

 

 

 

 

 



xvi 
 

 
 
 

LIST OF TABLES 
 
 
Table 2.1: Description of independent test sets analyzed by the new model 
  (PredSTP) .............................................................................................................. 35 

Table 2.2: Analysis of PredSTP positive hits from smallprotein92 subset....................... 40 

Table 2.3: Comparison of evaluation matrices generated by  PredSTP using the 
training set, Smallprotein163 and NewNMR751 subsets from PDB. The 
confusion matrix generated by PredSTP using the corresponding datasets 
are provided in Table S2.4. ................................................................................... 41 

Table 2.4:  Comparison of number of hits detected by different methods in 
recently deposited proteins solved by NMR in PDB (July 2012 to March 
25, 2014). .............................................................................................................. 44 

Table 2.5: Discovery of STPs across major domains using PDB protein sequence  
 data ........................................................................................................................ 44 

Table 2.6: Comparison of positive hits detected by PredSTP in different taxonomy 
based subsets from PDB. ...................................................................................... 45 

Table S2.1: PDB ID of control STP chains ...................................................................... 54 

Table S2.2: PDB ID of control nonSTP chains ................................................................ 55 

Table S2.4: Confusion matrices generated by  PredSTP using the training set, 
Smallprotein163 and NewNMR751 subsets from PDB. ...................................... 60 

Table S2.5: List and description of 21 positively predicted proteins in 
“Smallprotein163” subset from PDB. ................................................................... 60 

Table S2.6: List and description of 23 positively predicted proteins in 
NewNMR751 set,deposited in PDB from July 04, 2012 to March 25, 
2014....................................................................................................................... 61 

Table S2.7: PDB ID of proteins detected by PSI BLAST with different E-values .......... 63 

Table S2.8: PDB ids of 100 proteins from the "Eukaryote" subset analyzed 
manually. From 636 chains detected as STP by PredSTP in the Eukaryote 
dataset, 139 chains were obtained having maximum 30% sequence 
identity using CD-hit. Out of the 139 chains, the first 100 chains (based on 
PDB id) were manually analyzed for sequential tri-disulfide bonds using 
Jmol. ...................................................................................................................... 64 



xvii 
 

Table S3.1. Description of parameters employed in m-NGSG (modified n-gram 
skip-gram) based feature generation from an individual sequence. ..................... 94 

Table S3.2. Comparison between cross-validation accuracies reported on different 
benchmark training datasets and the corresponding accuracies achieved 
employing the m-NGSG model. Accuracies are displayed in percentage 
values. ................................................................................................................... 95 

Table S3.3. Comparison between accuracies reported on independent test sets and 
the corresponding accuracies achieved employing the m-NGSG model. 
Accuracies are displayed in percentage values. .................................................... 95 

Table S3.4. Description of number of classes and class size the datasets used 
meta-comparison. .................................................................................................. 96 

Table S3.5. Comparison of evaluation matrices of the m-NGSG model with the 
feature generation methods used in osFP dataset. Accuracies are displayed 
in percentage values. ............................................................................................. 96 

Table S3.6. Description of the models those are used in meta-comparison. .................... 97 

Table 4.1: Comparison of evaluation matrices between the training and the out-of-
sample test sets for each functional group-based model. The precision, 
recall and accuracy values are shown in percentages. ........................................ 111 

Table S4.1. Description of dataset for each of the five selected classes of cystine-
stabilized peptide, their sequence similarity and number of chains training 
and test sets. ........................................................................................................ 132 

Table S4.2. Description of dataset for each subclass within ICB, their sequence 
similarity and number of chains training and test sets. NaB, KB and CaB 
represents the sodium, potassium and calcium channel blocker classifiers, 
respectively. ........................................................................................................ 134 

Table S4.3. Selected m-NGSG parameters for each model. Description of each 
parameter is discussed in detailed in Islam et al, 2017(S. M. A. Islam et al. 
2017). .................................................................................................................. 135 

Table 5.1. AMPs with and without viral targeting moiety from phage A12C................ 148 

Table 5.2. Mean Yield (n=3) of targeted and nontargeted AMPs from E. 
coli/SUMO expression system. ........................................................................... 148 

Table S5.1. MIC and log MIC values of the 4 AMPs against the 4 bacteria .................. 157 

 

 



xviii 
 

 
 

 
LIST OF AlGORITHMS 

 
 

Algorithm 3.1 Logistic Regression Accuracy ................................................................... 92 

Algorithm 3.2 Modified Grid Search ................................................................................ 92 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



xix 
 

 
 
 

LIST OF ABBREVIATIONS 
 
 

A12C  Targeting domain from filamentous phage 

AC  Auto correlation 

ACRI  Acetylcholine receptor inhibitors  

AMP  Antimicrobial peptides 

ANN  Artificial Neural Network  

ANOVA  Analysis of variance 

APC  Amino acid composition 

APD  Antimicrobial Peptide Database 

AUC  Area under curve 

BLAST  Basic Local Alignment Search Tool 

BPP  Binary profile pattern 

CaB  Calcium channel blocker 

CTD  Composition Transition Distribution 

Ctraid  Conjoint triad 

DA  Discriminant Analysis 

DPC  Dipeptide composition 

ESI  Electrospray ionization 

FN  False negative 

FP  False positive 

GPCR  G protein-coupled receptors 

HCV  Hepatitis C virus 

HIV  Human immunodeficiency virus 

HLP  Hemolytic proteins  

HMM  Hidden Markov Models 

ICB  Ion channel blocker 



xx 
 

ICK   Inhibitor cystine knot 

IPTG  Isopropyl β-thiogalactopyranoside 

KB  Potassium channel blocker 

KNN  K-Nearest Neighbors 

LB  Luria-Bertani  

LC  Liquid chromatography 

LR  Logistic regression  

MCC  Matthews correlation coefficient 

MIC  Minimum inhibitory concentration 

M-NGSG  Modified n-grams and skip-grams 

MS  Mass spectrometry 

NaB  Sodium channel blocker 

NLP  Natural Language Processing  

NMR  Nuclear magnetic resonance  

PAGE  Polyacrylamide gel electrophoresis 

PBS  Phosphate buffered saline 

PDB  Protein data bank 

PPI  Protein-protein interaction  

PseAAC  Pseudo amino acid composition 

PSI-BLAST  Position-Specific Iterative basic local alignment search tool 

QSAR  Quantitative structure–activity relationship 

QSO  Quasi-sequence-order 

RF  Random Forest  

ROC  receiver operating characteristic 

SDS  Sodium dodecyl sulfate 

SPI  serine protease inhibitors  

STP  Sequential tri-disulfide peptide 

SUMO  Small Ubiquitin-like Modifier 



xxi 
 

SVM  Support vector machine 

TN  True negative 

TP  True positive 

TPC  Tripeptide composition 

TSB  Tryptic-Soy Broth  

ULP  Ubiquitin like protein 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

 
 
 
 



xxii 
 

 
 

ACKNOWLEDGMENTS 
 
 

At the very beginning, I want to be grateful to the God for bringing me to a 

successful end of my Ph.D.  The long journey would not be possible without the help of 

the Almighty.  

Next, I would like to express my gratitude to Dr. Christopher Michel Kearney. As 

my principal investigator, he gave enormous support to my research, thinking, planning 

and writing. He created all possible opportunities for me which helped to bring the best 

from me. Thank him for his faith in me and my work during the time. Beyond the 

academics, he also kept me under his support just like a parent.  

I also want to give my special thanks to Dr. Erich J. Baker who played the most 

significant role in my published papers. I am quite grateful to him for regularly giving me 

time to teach scientific writing. Also, I received crucial directions from him to learn and 

apply computational biology on my research projects.   

I want to give thanks to Dr. Bessie Kebaara and   Dr. Sung Joon Kim who gave 

me essential guidance on my research throughout the time. I am also thankful to Dr. 

Kevin Pinney for being a member of my defense committee.  I also gratefully appreciate 

the help from Sandra Harman for giving me her time on formatting the dissertation.  I 

also give my thanks to all my lab members and the whole Baylor family who were 

exceptionally friendly and helpful to me throughout the journey.   

I am quite grateful to my elder brother Nasimul Islam who continuously 

patronizes and encourages me towards success at each step in my life. Finally, I am quite 



xxiii 
 

grateful to my wife Tarana Mou for being quite caring and romantic since we got 

married.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



xxiv 
 

 
 
 

DEDICATION 
 
 
 
 
 
 
 
 

Remembering  
Azizul Islam and Khaleda Islam 

who gifted me their priceless  
chromosomes  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
1 

 

 
 

 
CHAPTER ONE 

Introduction 

 
Cystine-Stabilized Peptides 

Although proteins are the building blocks of life, sometimes they can be toxic to a 

living organism. However, this role of proteins can be made beneficial to mankind. Toxic 

peptides can be used as a biological toxin, particularly against insects and pathogenic 

microorganisms. The discovery stream of chemical insecticides and antibiotics has dried 

up even as resistance is building up in microbial pathogens (Hemingway and Ranson 

2000; Brooke et al. 2002; Aloush et al. 2006; Hiramatsu et al. 1997). Moreover, in most 

cases, chemical leads that are toxic to insects and microbial pathogens are also harmful to 

humans. Under these circumstances, it is quite essential to find organic alternatives, 

namely, naturally occurring protein toxins, which  have the additional property of 

typically not promoting pathogen resistance and often show low toxicity to humans 

(Whetstone and Hammock 2007). 

Small cystine-stabilized peptides can be useful candidate protein toxins. The 

biological functions of cystine-stabilized peptides are varied, and they include ion 

channel blockers, antimicrobial peptides, acetylcholine receptor inhibitors and serine 

protease inhibitors. A substantial fraction of these proteins is also cytotoxic or hemolytic, 

indicating human toxicity. Such sequences need to be screened out before proceeding 

with any drug development of a group of cystine-stabilized peptides. Structurally, these 

cystine-stabilized peptides include inhibitory cystine knot (ICK) folds (Zhu et al. 2003),  
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cyclotides, anti-parallel beta-sheet folds, alpha helix-beta sheet folds, and β-hairpin folds 

stabilized by disulfide bonds. Generally, the length of these small peptides is around 50 

amino acids (Jérôme Gracy and Chiche 2011). In most cases, the fold is stabilized by 

three disulfide bonds and maintains a sequential pattern of bonding: cys#1 bonding with 

cys#4, cys#2 with cys#5 and cys#3 with cys#6. We have named this highly stable 

structural group as sequential tri- disulfide peptides or STPs (Mishu 2015 ref).  However, 

there are also functionally homologous cystine-stabilized peptides which do not follow 

the STP bonding pattern. 

 
Structure-Based Subfamilies of Cystine-Stabilized Peptides 

 
Knottins  

Knottins or ICK (Inhibitor cystine knot) are the most known type of the cystine 

stabilized peptides. These peptides have the canonical STP bonding pattern (C1-C4, C2-

C5, C3-C6). However, while folding, the third disulfide bond penetrates through the first 

two disulfide bonds creating a cystine knot. This group of the peptides is thus a subset of 

the STP group. ICK peptides have been commercially developed and have different 

functional characteristics and medical/agricultural applications, such as 

neurotransmitters, analgesics, anthelmintics, anti-erectile dysfunction, antimalarials, 

antimicrobials, antitumor agents, protease inhibitors, toxins and insecticides (J. Gracy et 

al. 2007). To offer a proper representation and documentation of the functional 

annotation and bibliographic data, a well-curated database KNOTTIN is dedicated to ICK 

peptides (Postic et al. 2018). Protein data bank and Uniprot also included “knottin” as a 

structural motif in their database.  In addition, tools to predict knottins from the primary 



 
3 

 

and 3D structure of proteins are included in the database as Knotter 1D and 3D, 

respectively. 

 
Cyclotides 

Cyclotides are a subset of knottins which have a head to tail cyclic backbone. The 

combination of cystine knot and cyclic backbone is also known as a cyclic cystine knot. 

Kalata B1, from the plant Oldenlandia affinis (Rubiaceae), was the first cyclotide 

described and was experimentally confirmed as containing a cystine knot with the 

macrocyclic structure in 1995. However, the peptide Kalata B1 was discovered back in 

the early 1970s as an active ingredient of uterotonic, which was used as a boiled tea to 

accelerate childbirth (Saether et al. 1995). The harsh means of preparation of the 

uterotonic remedy revealed the stability of Kalata B1, which was later found to be highly 

resistant to high temperatures and digestive enzymes (Saether et al. 1995). Since then, 

cyclotides have been found to offer functionally diverse attributes as defense peptides 

such as insecticidal (C. Jennings et al. 2001; C. V. Jennings et al. 2005), nematicidal 

(Colgrave, Kotze, Huang, et al. 2008; Colgrave, Kotze, Ireland, et al. 2008; Colgrave et 

al. 2009; Malagón et al. 2013), and molluscicidal (Malagón et al. 2013) peptides being 

represented.  Cyclotides can be formally divided into three groups: the Möbius, the 

bracelet, and trypsin inhibitor subfamilies. Kalata B1, Cycloviolacin O2, and the inhibitor 

MCoTI-II are the specific examples the group möbius, bracelet and trypsin inhibitor, 

respectively. The bracelet and Möbius cyclotide folds are similar to each other, with the 

main difference being in Loop 5, where a cis tryptophan–proline bond results in a 180º 

twist of the peptide backbone Ω-angle of the Möbius fold resulting from a cis 

tryptophan–proline bond (Rosengren et al. 2003) . On the other hand, trypsin inhibitors 
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have entirely different peptide sequences from the other groups with a more extended 

sequence in Loop 1. The coffee and violet plant families, Rubiaceae and Violaceae are 

the source of the Möbius and Bracelet type of cyclotides, respectively (Koehbach, Attah, 

et al. 2013; Koehbach, O’Brien, et al. 2013; Simonsen et al. 2005), while the third type, 

trypsin inhibitors, were isolated from the melon family, Cucurbitaceae (Avrutina et al. 

2005; Mylne et al. 2012). A few cyclotides are also found in the bean, potato and grass 

families; Fabaceae, Solanaceae, and Poaceae, respectively (Nguyen et al. 2011, 2012, 

Poth et al. 2011, 2012). To facilitate the search and display of cyclic proteins for 

functional and structural analysis, a database named Cybase is dedicated to the cyclic 

proteins (Wang et al. 2007). A significant fraction of the documented proteins in Cybase 

are cyclotides, or other cystine-stabilized cyclic peptides such as theta defensin RTD-

1(Conibear et al. 2012) and cyclic bacteriocin(González et al. 2000). As of January, 2018, 

A total of 314 cyclotides were documented in Cybase.  However, it is conservatively 

accepted that a significant fraction of the cyclotides is undiscovered. CyPerl and CyExcel 

are two BLAST independent tools invented for the prediction of cyclotide analogs from 

plant genome and other protein databases (Zhang et al. 2015). A total of 202 novel 

cyclotide analog were harvested from seven different plant families using the CyPerl and 

CyExcel tools. Another machine leaning-based sequence alignment-independent 

predictor, named Cypred, is available for cyclic peptides. Utilizing a test set, Cypred 

offered a 98.7% percent accuracy which was better than the accuracy calculated using 

BLAST and pairwise sequence alignment on the same test set. CycloMod is another tool 

to predict the 3D structure of a putative cyclic protein as a PDB format. 
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Source-Based Subfamilies of Cystine-Stabilized Peptides 

 
Spider and Scorpion Toxins 

A large fraction of cystine-stabilized bioactive proteins consists of spider venom 

proteins. Spiders use their toxins to kill or paralyze their preys via interference with the 

neurotransmission process. Besides general neurotoxicity, spider toxins also display 

antiparasitic, hemolytic, analgesic, cytolytic, antimicrobial, antiarrhythmic, and enzyme 

inhibitory activity (Saez et al. 2010). The primary mode of actions of these toxins are 

interfering or binding with transporters, receptors, and carbohydrate of lectins, perturbing 

membrane and inhibiting different ion and other channels (Lewis and Garcia 2003; Liang 

and Pan 1995) . Arachnoserver (Herzig et al. 2011) is a spider toxin database which 

contains a repository of 1426 spider toxin (to date) those are categorized based on 

taxonomy, molecular targets, post-translational modifications, and phyletic specificity. It 

is assumed that only a small fraction of the spider toxins has been discovered, and a 

significant portion of the listed toxins are unexplored experimentally. While there is no 

computational tool to detect spider toxins from the primary sequence, SpiderP is an 

available tool to predict the subcellular location of spider toxins using support vector 

machine (Henrik Nielsen 2017). Another significant source of cystine-stabilized peptides 

are scorpion toxins. They are primarily divided into two categories: long-chain and short-

chain toxins. Most of the scorpion toxins interact with voltage-gated sodium and 

potassium channels. While there is a database named SCORPION2 (Tan et al. 2006) was 

reported for scorpion toxins, the server has not been active recently. However, the same 

research group has developed a tool to predict functional properties of scorpion toxins 

from the primary sequences (Tan et al. 2005).    



 
6 

 

Conotoxins  

Cone snails are another big source of the cystine-stabilized proteins, producing a 

wide array of toxin proteins in their venom gland (Gao et al. 2017). These are designated 

"conotoxins" and, as a group, they are primarily bioactive neurotoxins which are mainly 

divided into three subgroups: (1) voltage-gated ion channel blockers, (2) ligand-gated ion 

channel blockers, (3) other receptor blockers (Williams et al., 1992). Members of the 

third subgroup interact with neurotensin receptors, nicotinic acetylcholine, or G protein-

coupled receptors (GPCRs) primarily. To facilitate the annotation procedure, signatures 

of different conotoxin families have been adopted at PROSITE which is a database for 

protein domain annotation (Sigrist et al. 2010).  ConoServer (Kaas et al. 2012)  is a 

database constructed with the sequence, structure, and functional characteristics of 

conotoxins.  As of January 2018, the number of entries in ConoServer consisted of  2838 

nucleotide sequences, 6255 protein sequences, and 176 protein structures.  The Conus 

Biodiversity website (http://biology.burke.washington.edu/conus/) is a phylogeny 

database which keeps a record of pictures and videos of different Conus species, and this 

record is referenced by ConoServer. Although a huge number of conotoxins are recorded 

in the database, it commonly agreed that a significant fraction of conotoxins is still 

unexplored. To expedite the discovery, a number of the machine learning based 

algorithms have been reported which predict putative conotoxins from unknown primary 

protein sequences.  In 2006, Mondal et al.  proposed the first-ever conotoxin prediction 

model where features generated from PseAAC were used to train an SVM classifier with 

an 88.10% accuracy (Mondal et al. 2006). Later in 2007, an IDQD model that 

subclassifies conotoxins into superfamilies and families was developed with an accuracy 
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of 87.7% and 72%, respectively (Lin and Li 2007).  Subsequently, the prediction and 

identification of conotoxins which function as ion-channel inhibitors have become quite 

popular, and a number of machine-learning based algorithm using diverse feature 

extraction techniques from the primary protein sequences have been proposed within this 

scope (Wu, Zheng, and Tang 2016; Xianfang et al. 2017; Yuan et al. 2013; Zhu et al. 

2003). Presence of these prediction models accelerates the identification of undiscovered 

conotoxins and the rapid extension of the conotoxin sequence coverage in the related 

databases.  

 
Plant Cysteine Rich Peptides 

 Plants serve as cystine-stabilized peptide factories, producing an enormous 

number of variations, which are primarily used for defensive purposes (Tam et al. 2015). 

These peptides include plant defensins  (Stotz, Thomson, and Wang 2009),  hevein-like 

peptides (Porto et al. 2012), crambins (Teeter, Mazer, and L’Italien 1981), lipid transfer 

proteins (García-Olmedo et al. 1995), knottin-like proteins (Rees and Lipscomb 1982) 

and snakins (Segura et al. 1999). Several of the plant pathogenesis-related proteins are 

cysteine rich peptides. Pathogenesis-related proteins were first discovered in the early 

1970s from tobacco leaves. These proteins include diverse mechanisms, such as antiviral, 

antifungal, antibacterial, chitinase, anti-oxidative activity, and proteinase inhibitory 

activities (Sels et al. 2008; Sinha et al. 2014; Stintzi et al. 1993). For example, cyclotide-

type proteins in plants inhibit the proteases, lipid transfer proteins bind to lipids and 

inhibits microbial infection into the cell membrane, and havein-like peptides bind to 

chitins to defend the source plant from fungal infections. Based on some common 

features extracted from thousands of plants genes, it is expected that the number of 
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cystine-stabilized proteins in plants is under-predicted (Silverstein et al. 2007). PhytAMP 

is a database of plant AMPs where a portion of the recorded proteins are plant cysteine 

rich proteins (Hammami et al. 2009). PhytAMP database contains information on the 

family, source organism, activity and target organisms for each of the total 273 entries. 

Although there is no dedicated computational tool to discover plant cysteine rich proteins 

from the primary sequence to date, an in silico method is available to predict hevein-like 

peptide precursors from the plant genome (Porto et al. 2012).   

 
Targeted Antimicrobial Peptides 

In addition to previously discussed sources, cystine-stabilized peptides are also 

found in bacteria, fungi, sea anemones, jellyfish, centipedes, cephalopods, echinoderms, 

snakes, lizards, fish, platypus and arguably even fleas, mosquitoes, kissing bugs, leeches, 

ticks, and vampire bats (Fry et al. 2009). Bacteriocins are one group among the peptides 

which are produced by bacteria to kill other, competing bacterial genera. A substantial 

fraction of these consist of peptides is cystine-stabilized such as Laterosporulin (Singh et 

al. 2015) and thuricin CD (Sit et al. 2011). Bacteriocins are becoming popular as 

antimicrobial peptides (AMP) with growing infection caused by antibiotic-resistant 

bacteria. One advantage of the using bacteriocins over other AMPs is the bacteriocins are 

very specific to their target species, producing a minimal effect on commensal microbes.  

Defensins are another group of cystine-stabilized peptides and are found in 

vertebrates, invertebrates, and plants. These are mainly antimicrobial peptides active 

against fungi, bacteria, protists, and viruses. “Defensin Knowledgebase” is a database 

which contains the record of the family, structure, target organism, and the strength of 

activity for the 566 defensins recorded to date. This database also includes the clinical 
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records of 255 defensins. Unlike bacteriocins, defensins demonstrate activity against a 

broader range of bacteria which often include commensal microbes. However, a few 

fungal defensin have been engineered to be targeted by attaching species-specific 

targeting domains. For example, plectasin  (Mygind et al. 2005) is a defensin from a 

fungal species of the order Pezizales which was targeted to selectively kill methicillin-

resistant Staphylococcus aureus (MRSA) when the peptide ArgD from the quorum 

sensing system was genetically fused to the N-terminal sequence of the defensin peptide.  

Islam et al. (unpublished) have produced a targeted plectasin (Mygind et al. 2005) and 

eurocin (Oeemig et al. 2012) which are selectively targeted against Staphylococcus 

species. In this case, the host binding protein from bacteriophage A12C was genetically 

fused to these defensins.   

 
Importance of Prediction and Production of Cystine-Stabilized Peptides 

The cystine-stabilized peptides have the potential to be used as peptide drugs due 

to the important functional and structural properties discussed above. It is also widely 

accepted that disulfide-rich cystine-stabilized peptides are naturally expressed by a broad 

range of organisms. Thus, a rich bank of natural, presumably fully functional, cystine-

stabilized peptide variants is present, in hidden form, in the published genomic 

databanks.  However, only a small fraction of these peptide sequences has been revealed 

and characterized because of the heterogeneity of their primary sequence, making 

sequence alignment algorithms such as BLAST effective only at expanding islands of 

sequence space surrounding previously characterized cystine-stabilized peptide 

sequences (Lu et al. 2006; Roth et al. 2002; Ryan and Sandell 1990). This phenomenon 

creates a high noise vs signal ratio which makes it difficult to predict cystine-stabilized 
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toxins using their primary sequences directly from the genome of an organism.  In 

addition, there are challenges associated with physically producing peptides once the 

appropriate sequence is discovered from a databank set. Chemical synthesis generally 

cost effective for large scale screening only of smaller peptides. On the other hand, 

expression of cystine-stabilized peptide sequences in E. coli has been problematic 

historically, but for screening or commercially producing larger peptides, E. coli 

expression is crucial. Fortunately, new expression systems have allowed for routine 

expression of cystine-stabilized peptides in E. coli, as discussed later.  This is especially 

important for the production of the larger, targeted versions of cystine-stabilized peptides 

and also for the exploration and testing of cystine-stabilized peptides that are designed to 

be expressed transgenically in plants or animals. 

 
Recombinant Protein Expression Methods 

 
Bacterial Expression Systems 

E. coli expression is a well-studied and rapid production system. It is relatively 

cheap, easy to control, and has a high diversity of vectors and strains (Shatzman and 

Rosenberg 1987; Talmadge, Kaufman, and Gilbert 1980; Chevallier and Aigle 1979). It 

could be challenging to express cystine-stabilized peptides in an E. coli system because 

the expression system is not as optimal for proper folding of the disulfide-rich proteins as 

are eukaryotic systems. However, the use of small ubiquitin-like protein (SUMO) has 

provided a solution to this folding dilemma and SUMO has been routinely used as a 

fusion partner to express proteins which are difficult to produce in E. coli system (Butt et 

al. 2005). SUMO facilitates its payload partner to fold properly which makes the whole 
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fusion protein more soluble. The protein of interest can also be separated from the SUMO 

fusion partner quite conveniently using SUMO protease, which very specific to the C-

terminal structure of the SUMO protein. The E. coli expression system with a SUMO 

fusion partner makes it routinely possible to express the cystine-stabilize peptides to 

study their functional and structural characteristics along with other downstream 

interests.      

 
Yeast Expression Systems 

Yeast is relatively cheap and easy to manipulate compared to other eukaryotic 

systems. This system allows recombinant proteins to be secreted to facilitate purification, 

provides high protein expression in bioreactors, and provides for eukaryotic 

posttranscriptional modifications like disulfide bond formation, glycosylations and 

protein maturation (Daly and Hearn 2006). Expression of a number of AMPs has already 

been reported in yeast expression systems (Cipáková and Hostinová 2005; Schoeman et 

al. 1999). As a fermentative yeast, Saccharomyces cerevisiae uses its carbon for ethanol 

production resulting in lower biomass and lower production protein (Mattanovich et al. 

2012) . Pichia pastoris  provides relatively better expression but retains problems with 

codon usage and undesired posttranslational modifications (Cereghino et al. 2002). 

 
Plant Expression Systems 

Plant expression systems are scalable and can handle the posttranscriptional 

modification complexity of heterogeneous proteins (Peters and Stoger 2011). 

Furthermore, the amount of peptide can be increased by proper promoter selection, non-

target genomic insertion, transgene copy number, and target tissue (Delaunois et al. 2009; 
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Hernandez-Garcia et al. 2010).  Persuaded by these conveniences, researchers have 

explored expressing peptides, including cysteine rich peptides, in plant systems.  In most 

of the cases, cystine-stabilized antimicrobial peptides were expressed in plants for crop 

improvement (Parachin et al. 2012). Thus, expression for purification of cystine-

stabilized for medical use is still rare using plant systems. In our lab, however, the 

expression of cystine-stabilized antimicrobial peptides at commercial levels in the 

tobacco Nicotiana benthamiana has been achieved (Ghidey, Islam and Kearney, 

unpublished data). The key to this success is the choice of anionic peptides over cationic 

peptides. The cationic antimicrobial peptides are relatively rarely represented in plant 

genomes compared to anionic antimicrobial peptides, which suggested to us that anionic 

antimicrobial peptides, though usually not chosen for commercial expression, would 

express well heterologously in plants.  

 
Use of Machine Learning Algorithms as an Alignment-Free Prediction Method 

Machine learning approaches would be especially suitable for the discovery of 

cystine-stabilized peptide from genome databanks as they exhibit a low sequence 

homology but have highly conserved structural features, which must be coded for by 

hidden sequence signatures.  Machine learning has been used to classify the structure 

(Muggleton, King, and Sternberg 1992) and to determine interactions between proteins 

(Bock and Gough 2001) or to determine specific characteristics (H Nielsen, Brunak, and 

von Heijne 1999), though the prediction of 3D structure from primary sequence has not 

yet been achieved. However, prediction of cyclic proteins was made from the primary 

sequence through machine learning using support vector machine (SVM) learning 

(Kedarisetti et al. 2014). Furthermore, SVM was used very effectively to predict the 2D 
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structure of a protein (Sujun Hua and Sun 2001) and its subcellular localization (S. Hua 

and Sun 2001) from primary sequence. These studies consistently report that machine 

learning approaches are superior to alignment-based predictions when deriving protein 

characteristics from primary sequence and perform effectively in protein groups with low 

sequence similarity. However, the success of machine learning models depends heavily 

on training data, feature extraction, classifier algorithm selection and optimization. 

Therefore, it is imperative to select the optimal dataset, meaningful feature generation, 

and the selection of the perfect classifier with the optimal hyperparameters to construct a 

usable model. 

 
Overview 

In this work, I completed both wet lab and dry lab projects.  For my algorithm 

development work, I focused on developing machine learning-assisted algorithms to 

predict the structural and functional characteristics of cystine-stabilized peptides. For my 

E. coli expression studies, I specifically focused on antimicrobial peptides (AMPs) 

because it was convenient to measure the functional characteristics of AMPs as opposed 

to the methods needed to obtain appropriate metrics pertinent to other functional classes 

of cystine-stabilized peptides.  

In the next chapter, Chapter Two, I begin my algorithm work by noting that a 

commercially important group of the cystine-stabilized peptides has a common structural 

relationship that is defined by a disulfide bonding pattern of C1-C4, C2-C5 and C3-C6 

where “C” represent the cysteine residues. We named these peptides as "sequential tri-

disulfide peptides" (STPs).  Next, I describe a species-agnostic machine learning-based 

classifier which is designed to nominate undefined STPs having low sequence identity 
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with currently described STPs. To make the predictor, I used a support vector machine as 

a classifier that was trained by eleven manually generated features which were extracted 

from the primary sequences of the peptides.  

In Chapter Three, I developed an algorithm that is broadly applicable in the 

analysis of protein structure and function. This algorithm in fact can be used to generate a 

variety of new algorithms customized to find whatever function or structure a research 

scientist is interested in studying. Briefly, this comprises a novel supervised protein 

classification procedure with an automated feature generation model without the 

requirement of expert intervention for optimal feature selection. The model was defined 

as m-NGSG (modified n-grams and skip-grams). Here, I used modified (optimized for 

protein sequence) n-grams (Cavnar and John 1994) and skip-grams (Guthrie et al. 2006) 

to extract features in a protein-family agnostic fashion which is integrated with a logistic 

regression classifier. Further, I have performed a meta-comparison between our 

generalized classification model with several other published specialized protein 

classification models using the corresponding benchmark datasets and cross-validation 

methods to validate our new model.  

In Chapter Four, I applied the m-NGSG system to build five individual models to 

predict ion channel blockers (ICB), antimicrobial peptides (AMP), acetylcholine receptor 

inhibitors (ACRI), serine protease inhibitors (SPI), and hemolytic proteins (HLP) from 

disulfide stabilized protein primary sequence. Identification of hemolytic characteristics 

will allow the researcher to eliminate from consideration proteins cytotoxic to humans. 

The results demonstrate the superiority of m-NGSG-based models to PSI-BLAST 

(Altschul 1997) with different E-values, HMMER (Finn, Clements, and Eddy 2011) and 
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other available models. Finally, I constructed CSPred model which combines the results 

of the five different models and gives a probability score for the five crucial functional 

characteristics of cystine-stabilized proteins.  Since the ion channel blockers consist of 

three significant subclasses (sodium, potassium and calcium channel blockers), I also 

constructed three classifiers to determine the ability of m-NGSG to classify the ion 

channel blockers into those three subclasses.    

In Chapter Five, I demonstrate a high level of production of the cystine-stabilized 

antimicrobial peptides plectasin (Mygind et al. 2005) and eurocin (Oeemig et al. 2012) 

targeted by fusion to bacteriophage A12C coat protein display peptide with specificity for 

Staphylococcus aureus (Yacoby et al. 2006). The SUMO E. coli expression vector was 

used (Butt et al. 2005) for expression of the fusion peptides.  This is the first reported 

study which demonstrates the use of viral-based targeting with antimicrobial peptides.  

 
Division of Work 

In Chapter Two, S M Ashiqul Islam conducted the primary investigation, 

including data aggregation and computation and drafted the manuscript, S M Ashiqul 

Islam and Tanvir Sajed developed the machine learning approach and on-line analysis 

tools, Christopher Kearney designed the study and participated in the manuscript, Erich 

Baker aided in the design of the study and developed the manuscript. All authors have 

read and approved the manuscript. 

In Chapter Three, S M Ashiqul Islam and Christopher Kearney designed the 

research. S M Ashiqul Islam designed the feature generation algorithm. S M Ashiqul Islam, 

Benjamin Heil and Erich Baker constructed the optimization algorithm.  S M Ashiqul Islam 

ran the analysis. S M Ashiqul Islam and Erich Baker prepared the manuscript.  
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In Chapter Four, S M Ashiqul Islam, Christopher Kearney and Erich Baker 

designed the experiment. S M Ashiqul Islam constructed the model and ran the analysis. S 

M Ashiqul Islam, Christopher Kearney and Erich Baker prepared the manuscript. 

In Chapter Five, S M Ashiqul Islam, Meron Ghidey, and Christopher Kearney 

designed the experiment. S M Ashiqul Islam constructed the clones, expressed, purified 

and characterized the recombinant proteins. Ankan Choudhury conducted the high-

volume protein production and standardized the method of antimicrobial assay. Ankan 

Choudhury and Meron Ghidey performed the antimicrobial assay. S M Ashiqul Islam, 

Ankan Choudhury, Meron Ghidey and Christopher Kearney prepared the manuscript.   
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Abstract 

Numerous organisms have evolved a wide range of toxic peptides for self-defense 

and predation. Their effective interstitial and macro-environmental use requires energetic 

and structural stability. One successful group of these peptides includes a tri-disulfide 

domain arrangement that offers toxicity and high stability. Sequential tri-disulfide 

connectivity variants create highly compact disulfide folds capable of withstanding a 

variety of environmental stresses. Their combination of toxicity and stability make these 

peptides remarkably valuable for their potential as bio-insecticides, antimicrobial 

peptides and peptide drug candidates. However, the wide sequence variation, sources and 

modalities of group members impose serious limitations on our ability to rapidly identify 

potential members. As a result, there is a need for automated high-throughput member 

classification approaches that leverage their demonstrated tertiary and functional 

homology. We developed an SVM-based model to predict sequential tri-disulfide peptide 

(STP) toxins from peptide sequences. One optimized model, called PredSTP, predicted 

STPs from training set with sensitivity, specificity, precision, accuracy and a Matthews 

correlation coefficient of 94.86%, 94.11%,  84.31%,  94.30% and 0.86, respectively , 

using 200 fold cross validation. The same model outperforms existing prediction 
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approaches in three independent out of sample testsets derived from PDB. PredSTP can 

accurately identify a wide range of cystine stabilized peptide toxins directly from 

sequences in a species-agnostic fashion. The ability to rapidly filter sequences for 

potential bioactive peptides can greatly compress the time between peptide identification 

and testing structural and functional properties for possible antimicrobial and insecticidal 

candidates.  A web interface is freely available to predict STP toxins from 

http://crick.ecs.baylor.edu/. 

 
Introduction 

Certain proteins are known to be toxic to living organisms(Carlini and Grossi-de-

Sá 2002; Gordon, Romanowski, and McDermott 2005; Lehrer, Lichtenstein, and Ganz 

1993) and this toxicity can serve to provide defense for the host organism against 

opportunistic insects and microorganisms. In medicine and agriculture, naturally 

occurring toxic proteins provide an alternative to the rapidly dwindling supply of 

effective synthetic chemical insecticides, antimicrobials and antifungals (Hemingway and 

Ranson 2000; Brooke et al. 2002; Aloush et al. 2006; Hiramatsu et al. 1997).  

Structural stability is critical to the success of these toxic peptides (Marr, 

Gooderham, and Hancock 2006). For example, the physiological environment of an 

organism contains proteases and highly variable pH which can greatly impact peptide 

integrity. While a number of approaches can increase the stability of peptides under 

adverse environments (Monroc et al. 2006; Braunstein, Papo, and Shai 2004), the 

inclusion of disulfide bonds is one natural way to increase stability (Matsumura, Signor, 

and Matthews 1989; Tugyi et al. 2005). Conversely, in several cases, disulfide bonds may 

hinder the potent activity of a peptide (Schroeder et al. 2011; Circo et al. 2002), much 
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work is being undertaken to elucidate disulfide rich stable toxic peptides as 

insecticides(Jennings et al. 2005; Bende et al. 2014), antimicrobial peptides (Reddy, 

Yedery, and Aranha 2004) and therapeutic potentials (Henriques and Craik 2010; Lewis 

and Garcia 2003).  

Despite a wide range of diversity based on their sources and modes of actions, all 

cystine stabilized toxins contain a fold with multiple disulfide connectivity (Lewis and 

Garcia 2003). A sequential array of tri-disulfide connectivity is regarded as the most 

stable (Góngora-Benítez, Tulla-Puche, and Albericio 2014). It has a compact cystine trio, 

where the first cysteine participating in the fold makes a disulfide bond with the fourth 

cysteine, the second one with the fifth cysteine and the third one with the sixth cysteine 

(C1-C4, C2-C5, C3-C6). There may be other cysteines in the primary sequence of these 

peptides, but they do not participate in that sequential tri-disulfide connectivity. This 

class of proteins includes several large protein families such as knottins (Gracy et al. 

2008a), scorpion toxin-like superfamily (Zhu et al. 2011a), cyclotides (Gould et al. 2011),  

and a substantial proportion of diverse peptides comprising antimicrobial peptides and 

defensins (Bulet et al. 1999). For clarity, toxic peptides containing this particular stable 

disulfide connectivity can be referred to as sequential tri-disulfide peptide toxins (STP 

toxins). Cystine stabilized toxins which do not contain the exact STP bonding array may 

also offer stability and toxicity (Conibear et al. 2013, 2014; Ovchinnikova et al. 2006; Ye 

et al. 2012) and can be denoted as nonsequential tri-disulfide peptides (NTPs) (Figure 

2.1). While STP toxins imply a compact tri-disulfide tertiary confirmation, NTPs toxins 

may contain both compact or non-compact tri-disulfide folds (Figure 2.2) 
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STP toxins can be further divided into three major groups based on their 

canonical 3D definitions: Cyclotides [29, 30], inhibitor cystine knots (ICKs) [31] and 

nonknotted STPs [32–34]. Cyclotides form cyclization through N-C terminus adherence 

and are renowned as stable peptides containing the sequential tri-disulfide array [35]. In 

this type of peptide, the third disulfide bond penetrates through the other two disulfide 

bonds participating in the array and forms a knotted macrocycle of disulfide bonds. ICKs, 

also known as knottins, are a second type of STPs  [36]. They contain the same knotted 

macrocycle as cyclotides but do not necessarily take the cyclic form.  The third type has 

three sequentially paired disulfide bonds but the third bond does not penetrate the 

macrocycle, preventing the formation of a ‘knot’. This group may actually contain as 

many toxins as the first two subgroups combined and includes scorpion toxin-like 

peptides [32, 34], insect peptides [33], plant peptides [38], and a variety of other peptides. 

All three STP subgroups are characterized by high stability and toxicity [33, 39–42].  

Although STP toxins show similarity in their function and highly constrained folds, they 

share little sequence identity (Gracy et al. 2008b; Zhu et al. 2011b). As a consequence, 

discovery of new STPs has traditionally been slow and almost exclusively based on 

functional properties. In the case of ICKs, an automated discovery process based on 

sequence similarity using BLAST has previously been paired with sequence and 

structural algorithms (Knoter 1D and 3D, respectively) to precisely verify knottin 

candidates (Gracy et al. 2008b; Gelly et al. 2004).  The discovery of knottins via 

sequence similarity has produced an extensive and well-organized database, despite a 

scope limited to sequence similarity [25]. Cypred (Kedarisetti et al. 2014) is another 

relevant software that can predict cyclic proteins and a significant subset of these cyclic 



30 
 

peptides have STP like connectivity. While there is no known software to predict non-

knotted STPs, there are databases focusing on limited specific families, such as CyBase 

for cyclotides (Mulvenna, Wang, and Craik 2006; Wang et al. 2008), Conoserver for 

conotoxins (Kaas et al. 2012) and Arachnoserver for spider toxins (Herzig et al. 2011), 

but these have little broad application.  

Machine learning approaches offer one possible solution for the broad discovery 

of STP toxins through the use of soft or fuzzy classification schemas, based on salient 

STP features that extend beyond a reliance on primary sequence similarity. Logic-based 

machine learning has been used previously to classify the 2D structure of α/α domain 

type proteins (Muggleton, King, and Sternberg 1992), protein-protein interactions (Bock 

and Gough 2001) or functional classifications of proteins from primary sequence. In 

particular, Support Vector Machines (SVM), a robust class of machine learning 

approaches (C. Z. Cai et al. 2003), have been successfully used to predict cyclic proteins 

(Kedarisetti et al. 2014), 2D and 3D protein structures (Sujun Hua and Sun 2001; Y. D. 

Cai et al. 2001) and subcellular localization (S. Hua and Sun 2001) from primary 

sequence. 

Here, we illustrate a species-agnostic machine learning methodology, called 

PredSTP (http://crick.ecs.baylor.edu), which is designed to nominate undefined STPs 

having low sequence identity with currently described STPs. Efficient discovery of new 

functional members of this class of proteins will enhance our repertoire of potentially 

stable insecticidal and antimicrobial proteins. 
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Figure 2.1: Diagrams of the disulfide connectivity of different cystine stabilized toxic 
peptides. (A) This figure illustrates the pattern of disulfide connectivity of different types 
of STP toxins (knotted and non-knotted). Each type is annotated with its name, PDB id, 
function and jmol estimated average 3D structural distance between disulfide bonds.  (B) 
Illustrates the pattern of disulfide connectivity of NTP toxins with the same type of 
information. 
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Figure 2.2: Illustration of distances among the non-pairing sulfur molecules participating 
in the tri-disulfide array. Distances between different sulfur molecule pairs (yellow balls) 
were measured using jmol software.  The mean of these distances indicates the average 
distance among the disulfide bonds demonstrating the compactness of the tri-disulfide fold 
in the peptide. A, B, C and D show distances of a sample representative of knotted STPs, 
nonknotted STPs, compact NTPs and non-compact NTPs, respectively, together with their 
PDB ids. The average of distance in STP toxins (A and B) is typically less than 0.85nm, 
while it is more than 1.2nm in other tri-disulfide peptides (Non-compact NTPs, data not 
shown) (D). Some NTPs demonstrate a similar compactness (average distance) to STPs 
and can be designated as compact NTPs (C). 
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Methods and Materials 
 
 
Known STP Sequence Collection 

Sequence of ICKs and cyclotides (knotted STPs) were collected from the Knottin 

database (http://knottin. cbs.cnrs.fr/) and 167 sequences with solved 3D structures were 

obtained from this source. An additional 36 sequences of nonknotted STPs with known 

3D structures were collected from PDB with 90% sequence identity 

(http://www.rcsb.org/ , June, 2013). Our total set of 204 candidate sequences (167 from 

the knottin database and 37 from PDB) were further reduced to remove redundant 

sequences, defined as sequences sharing ≥ 90% sequence identity using CD-HIT (Huang 

et al. 2010; Li and Godzik 2006). A total of 108 sequences were retained from the knottin 

database set and 36 sequences were from the PDB set, leaving 144 canonical STPs (Table 

S2.1). The mean, standard deviation and range of the number of residues in the positive 

training set are 42.20, 15.70 and 23-143, respectively, with an average number of 6 

cysteines per chain.    

 
Control Negative Sequence Collection 

Sequences classified as negative control were collected from PDB using a 

criterion that was species agnostic and stipulated the exclusion of STPs through positive 

matches to PDB small proteins (Table S2.2). 393 sequences were classified as non-STP 

sequences for the purposes of this study. The mean, standard deviation and range of the 

number of residues in the chains of the negative training set are 63.16, 25.92 and 9-160, 

respectively, with an average number of 6 cysteines per chain.  
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Independent Test Sequence Collection 

Seven independent sets of sequences were collected to verify the robustness of the 

model (Table 2.1). Among these were sets classified according to Protein Data Bank 

(PDB, July 2013) criteria as Eukaryote, Bacteria, Archaea, Virus and Unassigned.  In 

addition, a set of proteins whose sequences were recently solved by NMR and deposited 

in PDB (July 04, 2012 to March 25, 2014) (NewNMR751) and also the Structural 

Classification of Protein (SCOP) PDB subset were used (Smallprotein163). Small protein 

sequences were retrieved with the following parameters: (a) resolution < 1.5 Å, (b) 

protein chain but not DNA/RNA/Hybrid, and (c) limited to small disulfide rich proteins 

and have similarity in size, number of disulfide bonds, cystine number and cystine 

arrangements in their primary structure.   The result included STPs, rubredoxins, BPTI-

like, snake toxin-like, crambin-like, insulin-like, and high potential iron proteins among 

others. 

Defining the Putative STP Cystine Motif  

STP motifs consist of six cysteine residues (C1-C6) flanked by varying number of 

non-cysteine residues (Figure 2.1). This set of consecutive cysteines is identified here by 

elucidating the distance between each consecutive pair of cysteines, i and i+1 as ∆Ci,i+1 

(cysteine loops). Based on our global analysis of STP motifs, if the min(∆Ci,i+1) is greater 

than three, then the motif is not considered to contain a STP and is discarded (Figure 

S2.1). Likewise, if the min(∆Ci,i+1) is less than or equal to three and located between C1 

and C2 or C2 and C3 the motifs are disregarded as these motifs are often found within 

electron transport-like proteins such as ferredoxin, rubredoxin, and iron-sulfur proteins 

(Emeleus 1959; van Beilen et al. 2002). Otherwise, the min(∆Ci,i+1) was defined to exist 
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between cysteines C3 and C4. This default pair of cysteines is shifted to a higher pair of 

cysteines if there exist less than 2 additional c-terminus cysteines. For example, if after 

the default C3 and C4 cysteines are identified, there is only one c-terminus cysteine, then 

the min (∆Ci,i+1) is defined as cysteines C4 and C5.  

 
Table 2.1: Description of independent test sets analyzed by the new model (PredSTP) 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

* PDB date August, 2013 unless otherwise noted. Protein chain types only. 
 
 
Proximity Length (P) and Normalized Proximity Length (NP) 

After putative STP motifs are identified, a set of three proximity lengths are 

calculated: P1 = ∆C1,4; P2 = ∆C2,5; P3 = ∆C3,6. Motifs of less than six cysteines, or motifs 

defined as invalid by our criteria, were assigned P1 = P2 = P3 = 0. A Normalized 

Proximity Length (NP) was then assigned for each proximity length, P, resulting in three 

Independent test 
sample 

Query Parameters (PDB*) Number of 
Proteins 

Number of 
Chains 

Small protein 92 SCOP: Small Proteins 
Experimental Method: X-
RAY Resolution: 1.499 
or less 

92 163 

Only Eukaryote TAXONOMY: 
Eukaryota 

45751 102748 

Only Bacteria TAXONOMY: Bacteria 
(eubacteria) 

31664 80664 

Only Archaea TAXONOMY: Archaea 3127 8366 
Only Virus TAXONOMY: Viruses 4629 18642 
Unassigned TAXONOMY: 

Unassigned 
479 980 

    
Recently 
deposited 

proteins solved 
by NMR in PDB 

(July 2012 to 
March 25 2014) 

Experimental Method: 
solution NMR 

657 751 
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new values: NP1, NP2, and NP3. The NP identifies the distance from the observed mean 

proximity lengths of known STPs to the corresponding bonded cysteines involved in STP 

cysteine loops in the training set. For example, the average P for all STP sequences in the 

training set is subtracted from the calculated P value associated with its corresponding 

proximity length and normalized as described in Eq. 1, where 𝑥̅𝑃௝  is the average of the 

proximity lengths of known STPs derived from the training set. 

 

NP୨∈{ଵ,ଶ,ଷ} =
ଵ଴଴

൫ห௉ೕ ି  ୶ത୔ౠหା ଵ଴൯
     (eq. 1) 

 

Detecting Least Loop Length Ratio  

The least loop length is defined as the min (∆Ci,i+1) divided by the total length of 

the peptide. This feature is used as part of feature sets 5 and 6, see Table S2.3.  

 
Detecting Presence of Amino Acid Between C4 -C5 and C5-C6   

Data published describing loop lengths of ICKs and cyclotides, which comprise a 

large subset of STPs (Gracy et al. 2008a), motivated a Boolean feature for the presence of 

inter-loop amino acids. A result of ‘true’ is returned if there is a presence of a minimum 

of one amino acid in both of the last two loops (C4-C5 and C5-C6) in a putative STP 

motif.  

 
Algorithm 

We used a Support Vector Machine (SVM) classifier/predictor implementation to 

elucidate STP toxins. The SVM was implemented using the e1071 library in R (2.15.1). 

Feature sets were assigned as described in the Table 2.3, and sensitivity, specificity, 

precision and accuracy were determined after ten-fold cross validation. Initial gamma and 
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cost were set to 0.1 and 0.1, respectively, with the best output at 0.0587. Given 144 STP 

and 393 non-STP chains, 100 and 300 random samples were chosen, respectively, for a 

training set over 200 iterations. Feature sets were prioritized based on accuracy. STP 

sequences were predicted from the test sets described previously (Table 2.1) using feature 

set 6. Due to the limited throughput of the Knoter1D interface, only the “NewNMR751” 

and “Smallprotein163” (predicted STP chains from the SCOPs derived subset) 

predictions where compared against Knoter 1D predictions 

(http://knottin.cbs.cnrs.fr/Tools_1D.php) and validated with Jmol by analyzing the 

disulfide connectivity using the corresponding PDB files. Results from only the 

eukaryotic test sets were filtered to remove sequences with ≥ 30% chain identity and 

compared against Jmol analysis. Chains exhibiting canonical STP connectivity (C1-C4, 

C2-C5, C3-C6) were initially considered as true positives. True positives were further 

cross matched with their PDB annotations to make the final confirmation. 

 
Confusion Matrix Creation 

A confusion matrix was created to perform the cross-validation test. True 

Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN) were 

determined from the confusion matrix. Sensitivity [TP/(TP+FN)], specificity 

[TN/(TN+FP)], precision [TP/(TP+FP)],  accuracy [(TP+TN)/(TP+FN+TN+FP)] and 

Mathews Correlation Coefficient  (MCC) 

[(TPXTNFPXFN)/sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)  were calculated to evaluate 

the performance of the algorithm. 
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Figure 2.3: Schematic of the process followed to develop and evaluate the SVM based STP 
toxin classifier. 

 
 
PSI BLAST 

The BLAST suite (blast-2.2.29+) was installed on a local machine along with the 

appropriate dataset. The dataset was the chains of proteins deposited in PDB, solved by 

the NMR method, from July 04, 2012 to March 25, 2014. The selected threshold e-values 

PSI BLAST (Altschul et al. 1997) were 0.01, 0.1 and 0.5. The number of iterations for 

PSI BLAST was 5. All other parameters were set as default. 

 
Results 

 
 
Evaluation of Feature Sets for Machine Learning Outcomes 
 

The training data set of 144 STP and 393 non-STP chains was evaluated using  
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randomized sampling over 200 iterations to determine the optimal feature sets. All of the 

6 feature sets were examined (Table S 2.3), and the sensitivity, specificity, precision, 

accuracy and MCC scores were calculated (Figure 2.3).  Feature set 6 demonstrated the 

best accuracy and MCC with values of 94.30 %, and 0.86, respectively, and was used for 

the basis of the remainder of the study. The Receptor Operating Curve (ROC) for feature 

set 6 is provided in the Figure 2.4. In the rest of the article, the model is referred to as 

PredSTP. 

 
Classifying STPs from the Smallprotein163 Subset from PDB 

The SmallProtein163 data subset from PDB was analyzed to determine potential 

automated STP classification. The median residue number of the chains in the 

Smallprotein163 subset is 54, which is similar to the number of residues in STP chains. 

In addition, 94 out of the 163 chains contain at least 6 cysteines in their primary 

sequences. From this subset, PredSTP was able to identify 21 of the 163 potential chains 

as STP-containing. These putative STP structures were verified by examining their 

disulfide bonding patterns in Jmol. Of the 21 identified chains by PredSTP, 14 of them 

were confirmed as true positives (Table 2.2). An analysis of the 142 negative STP chains 

predicted by PredSTP demonstrated only one false negative. The sensitivity, specificity, 

precision and accuracy for this particular dataset were 94.86%, 95.27 %, 66.66% and 

95.09%, respectively (Table 2.3). PDB ids and functions for the positive predicted chains 

are provided in Table S2.5.  
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Figure 2.4:  Receiver operating characteristic curves (ROC) for the models generated using 
6 different feature sets. The area under curve (AUC) generated by feature set 1, 2, 3, 4, 5 
and 6 are 0.84, 0.87, 0.87. 0.93, 0.92 and 0.94, respectively. 
 

 
Table 2.2: Analysis of PredSTP positive hits from smallprotein92 subset 

 
Total PredSTP 
positive chains  

TRUE 
positive 

Knoter1D 
positive 

 

21 14/21 1/21 
 

 

Testing Primary Sequences of Recently Deposited Proteins Solved by NMR (newNMR 

751) 

PredSTP was tested against protein sequences with less than 90% sequence 

identity and recently solved (July 04, 2012 to March 25, 2014) by NMR. This set of 751 

amino acid chains is denoted as newNMR751 and has a median number of 82 residues 
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with 118 chains containing more than 6 cysteines. The model detected 23 chains from 23 

different proteins. Analyzing the disulfide connectivity of the positive hits by Jmol, 21 

chains were confirmed as true positive. Based on the number of the predicted outcomes, 

the sensitivity, specificity, precision and accuracy for this particular dataset were 91.30%, 

99.72%, 91.30% and 99.46%, respectively (Table 2.3). The true positive chains were 

further classified into 9 ICKs, 5 cyclotides and 7 nonknotted STPs. PDB ids and 

functions for positive predictions are provided in Table S2.6. This set was also analyzed 

by PSI BLAST (Altschul et al. 1997) and Knoter1D (Gracy et al. 2008b). Knoter1D 

detected 5 cyclotides, 3 of the 9 ICKs and none of the nonknotted STPs. PSI BLAST (e-

value 0.01) detected 12 chains comprising 1 ICK, 5 cyclotides, 5 nonknotted STPs and 1 

false positive; PSI BLAST (e-value 0.1) detected 21 chains comprising 5 ICK, 5 

cyclotides, 7 nonknotted STPs and 4 false positives; PSI BLAST (e-value 0.5) detected 

52 chains comprising 5 ICK, 5 cyclotides, 7 nonknotted STPs and 35 false positives 

(Figure 2.5, Table 2.4, Table S2.7).  

 
Table 2.3: Comparison of evaluation matrices generated by  PredSTP using the training 

set, Smallprotein163 and NewNMR751 subsets from PDB. The confusion matrix 
generated by PredSTP using the corresponding datasets are provided in Table S2.4. 

 
Source of data Sensitivity Specificity Precision Accuracy 
Training  set 
over 200 
iterations 

94.86 94.11 84.31 94.30 

Smallprotein163 93.00 95.27 66.66 95.09 
NewNMR751 91.30 99.58 91.30 99.46 
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Figure 2.5: Bar diagram of a comparison the number of true positive hits detected by testing 
recently deposited proteins chains solved by NMR in PDB (July, 4 2012 to March, 25 
2014) using different methods. Each stack color represents a different type of fold. 
PredSTP detected 9 ICKs, 5 Cyclotides and 6nonknotted STPs; PSI BLAST with E-value 
0.01 detected 1 ICK, 5 Cyclotides and 5 nonknotted STPs; PSI BLAST with E-value 0.1 
and 0.5 detected 5 ICKs, 5 Cyclotides and 7 nonknotted STPs; Knoter1D detected 3 ICKs 
and 5 Cyclotides. 
 
 
Evaluation of the PredSTP through Scanning and Analyzing the Taxonomy Subsets from 

PDB 

Finally,  after testing the performance of PredSTP against chains from the 

“SmallProtein163” and "NewNMR751" subsets, which consist of sequences of similar 

size to the training set, we tested against a set based on diverse taxonomy. We analyzed 

“Eukaryota”, “Bacteria”, “Viruses”, “Archaea” and “Unassigned” subsets of proteins 

from the PDB (Table 2.5).The percentage of positive chains in “Eukaryote” (0.61) is 

more than the percentage of predicted positive chains for the other three major super 

kingdoms. In "Eukaryotes", 636 chains were predicted as STP positive. This number was 

reduced to 139 chains when chains sharing > 30% sequence similarity were removed and 

the first 100 chains (based on PDB id) were manually cross-matched with Jmol analysis 

to determine true positives. This resulted in a 82% precision rate (Table S2.8). In 
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“bacteria”, “virus” and “unassigned” subsets, the precisions were 50%, 33.33% and 90%, 

respectively (Table 2.6). In the "Archaea" subset, PredSTP did not predict any potential 

STP toxins, resulting in no precision. In total, 115 positive hits were analyzed from the 

"Taxonomy" subset and 93 chains were found as true positive with an overall 80.86% 

precision. Individual precision rates for bacteria and viruses were low; this is potentially 

an artifact of their small sizes. In addition, some bacteria may contain iron-sulfur like 

transport proteins that mimic STPs by primary structure but are functionally distinct. The 

number of protein chains containing a minimum of six cysteines and consisting of a 

maximum 75  residues were also calculated for the same taxonomy subsets from PDB, 

and the percentages of predicted STPs were 30.08, 6.66, 0, 14.81  and 47.61 for 

Eukaryotes, bacteria, archaea, virus and  unassigned , respectively (Table 2.7).   

 
Discussion 

A wide array of toxic peptides, with varying bonding patterns, can be stabilized 

by disulfide bonds.  A large number of these peptides include a sequentially paired 

disulfide bonding pattern (C1-C4, C2-C5, C3-C6), confirming a compact array of this 

cystine trio which we refer to here as Sequential Tri-disulfide Peptides (STP).  This 

array includes the well-defined knottin and cyclotide groups that have knotted tertiary 

structures. They also include a large number of stable toxins that contain the STP 

bonding pattern but lack the knotted motif typically created by C3-C6 in knottins and 

cyclotides.  Going beyond these groupings, there are other stable toxins that exhibit 

compact tri-disulfide bonding patterns, but not in the sequentially paired model, including 

the ladder-type toxins and what we have distinguished as NTPs (Figure 2.1). 
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Table 2.4:  Comparison of number of hits detected by different methods in recently 
deposited proteins solved by NMR in PDB (July 2012 to March 25, 2014). 

 

*  Sensitivity for PredSTP and PSI BLAST was calculated based on total experimentally 
positive STPs (22 chains) in the NewNMR subset from PDB, while sensitivity for 
Knoter1D was calculated only for Knottins (knotted STPs) 
 
 

Table 2.5: Discovery of STPs across major domains using PDB protein sequence data 
and PredSTP. 

 
PDB subset Total # of 

proteins 
analyzed 

Total # 
of 

chains 

Positive 
chains 

predicted 
by 

PredSTP 

# of 
proteins 

containin
g positive 

chains 

Percentag
e of 

positive 
chains 

Eukaryotes 45751 102748  636 139* 0.61 
Eubacteria 31664 80664 3 2 0.003 
Archaea 3127 8366 0 0 0 
Viruses 4629 18642 4 3 0.02 

Unassigned 479 980 10 10 1.02 
      
*For eukaryotes, 139chains were obtained after screening 636 chains and 

removing those with ≥ 30% sequence identity. 
 
 
 

Method Positive 
hits 

True 
positive 

hits 

False  
positive 

hits 

Calculated 
sensitivity 

(%) for 
STPs* 

Calculated 
precision 
(%) for 
STPs 

   

PredSTP 23 21 2 91.30 91.30   
PSI 

BLAST 
with e-

value 0.01 

13 12 1  52.17 92.30   

PSI 
BLAST 
with  e-

value 0.1 

21 17 4 73.90 80.95   

PSI 
BLAST 
with e-

value 0.5 

52 17 35 73.90 32.69   

Knoter1D 8 8 0 57.14 100   
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Table 2.6: Comparison of positive hits detected by PredSTP in different taxonomy based 
subsets from PDB. 

 
PDB 

subset 
PredSTP 
positive 

hits 

True 
(structurally) 

positives 

% of true 
positives (Precision) 

Eukaryot
es 

139 82(100)* 82 

Bacteria 2 1 50 
Archaea 0 0 NA 
Viruses 3 1 33 

Unassign
ed 

10 9 90 

Total  115* 93 80.86 
*For eukaryotes, 100 of the 139 proteins were analyzed in Jmol to find true positives. 

 
 

It is imperative that successful machine learning algorithms select proper training 

sets and features. We constructed our negative training set with a collection of small 

proteins verified from the NMR subset deposited in PDB between 2000 and 2010. They 

contain a similar number of total residues as STPs, and a number have tri-disulfide bonds 

(NTPs) in their 3D structure. After evaluating several feature sets, a combination of 

motif-based features and features based on individual amino acids (C, S, H, K, L ) 

generated the best predictions, indicating that differentiation between STPs and nonSTPs 

lies in both inclusive motifs and primary sequences.  

In order to evaluate the performance of PredSTP on out of sample data we 

developed several independent test sets. The Smallprotein163 and NewNMR751 sets 

from PDB consist of a substantial number of cysteine rich small proteins. PredSTP 

showed a better accuracy (95.09%) for Smallprotein163 than it did for the training set 

(94.30%), while the precision was comparatively low (66.66%). The only STP not 

detected (PDB id 2C4B) was a heterogonous fusion protein of an STP and a catalytically 

inactive variant of RNase barnase (Niemann et al. 2006). On the other hand, a test of 
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performance of PredSTP on the NewNMP751 subset showed an excellent accuracy 

(99.46%) with a better precision (90.30%) than it showed on the training set (Table 2.3). 

These results indicate that PredSTP retained its performance when distinguishing STPs 

from out of sample cysteine rich small proteins.  

Knoter1D (Gracy et al. 2008a) and Cypred (Kedarisetti et al. 2014)  are examples 

of related software to discover cystine stabilized peptide toxins. Cypred is dedicated for 

detecting cyclic peptides. Knoter 1D is optimized to identify only knotted STPs using an 

algorithm that implements BLAST and is dependent on sequence identity with known 

knotted STPs. This approach does not allow Knoter1D to expand the inclusion of knotted 

STPs beyond a threshold of sequence identity. However, both knotted and non-knotted 

STPs vary in their sequences depending on the source organism. To compare our 

sequence independent algorithm to these approaches, we used the recently deposited 

protein structure in PDB (NewNMR751). Knoter1D detected only 8 out of 14 knotted 

STPs (ICKs and cyclotides) and did not detect six new ICKs as they differ significantly 

from the sequences of the known ICKs (knotted STPs)(Figure 2.5). While we compared 

PredSTP with PSI-BLAST, we used three different E-values to obtain the optimum result 

from PSI BLAST. Among the three versions, PSI BLAST with E-value 0.1 can detect 21 

chains that exhibit the highest sensitivity with a minimum number of 4 false positives. On 

the other hand, PredSTP detected 21 STPs including the six new ICKs missed by the 

detection method of Knoter 1D and PSI BLAST. Therefore, in terms of detecting all type 

of STPs (cyclotides, ICKs and nonknotted STPs), PredSTP demonstrates better 

sensitivity and precision than PSI BLAST (Table 2.4).  
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In order to illustrate the capability of predicting tri-disulfide bonded peptides 

using PredSTP, we utilized the known paucity of disulfide bonding in bacteria and 

archaea as compared to eukaryotes (Bosnjak et al. 2014). We anticipated a higher 

proportion of STPs in eukaryotes with respect to the total number of cysteine chains with 

a maximum of 75  residues and a minimum of six cysteines. The threshold of 75 is 

chosen because it is well below the length of the longest chain (86 residues long) detected 

as STP by PredSTP among taxonomy subsets. After testing protein chains from different 

organismal taxonomy subsets in PDB, we confirmed this by observing that only 6.66% 

and 0% of chains possessing a minimum of six cysteines and maximum 75 residues were 

predicted as STPs in bacteria and archaea, respectively (Table 2.7).  In contrast, 30% of 

the small cysteine-containing chains were predicted as STPs in eukaryotes.  

 
Conclusion 

PredSTP is capable of predicting STP toxins containing a compact tri-disulfide 

domain and exhibiting identical functional properties in a sequence identity independent 

manner.  Our algorithm implements an automated method to find cystine stabilized toxins 

containing a compact arrangement of tri-disulfide domain with minimal sequence 

identity. Therefore, this approach provides useful directions for enhancement of 

theoretical and experimental research to find new antimicrobial peptides, insecticides and 

other stable peptide drug candidates by shortening the discovery time of potential 

bioactive peptides. Further research may benefit from a model that classifies all cystine 

stabilized peptide toxins (inhibitor or antimicrobial) into the different subgroups based on 

source, mode of action, and target organisms. 
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Supplemental Data 
 
 

Table S2.1: PDB ID of control STP chains 
 

>1ACW:A|PDBID 
>1AG7:A|PDBID 
>1AGG:A|PDBID 
>1AGT:A|PDBID 
>1AHO:A|PDBID 
>1AXH:A|PDBID 
>1AYJ:A|PDBID 
>1BCG:A|PDBID 
>1BH4:A|PDBID 
>1BIG:A|PDBID 
>1BK8:A|PDBID 
>1BKT:A|PDBID 
>1BX7:A|PDBID 
>1C49:A|PDBID 
>1C56:A|PDBID 
>1C6W:A|PDBID 
>1CHL:A|PDBID 
>1CIX:A|PDBID 
>1CLV:I|PDBID 
>1CMR:A|PDBID 
>1CN2:A|PDBID 
>1DJT:A|PDBID 
>1DKC:A|PDBID 
>1DL0:A|PDBID 
>1DQ7:A|PDBID 
>1EIT:A|PDBID 
>1EMX:A|PDBID 
>1EYO:A|PDBID 
>1F3K:A|PDBID 
>1FH3:A|PDBID 
>1FJN:A|PDBID 
>1FSB:A|PDBID 
>1FU3:A|PDBID 
>1FYG:A|PDBID 
>1G1Z:A|PDBID 
>1G9P:A|PDBID 
>1GPS:A|PDBID 
>1GPT:A|PDBID 
>1H20:A|PDBID 
>1HA9:A|PDBID 

>1HAE:A|PDBID 
>1HLY:A|PDBID 
>1HP2:A|PDBID 
>1HVW:A|PDBID 
>1HY9:A|PDBID 
>1I26:A|PDBID 
>1IE6:A|PDBID 
>1IP0:A|PDBID 
>1IXT:A|PDBID 
>1J5J:A|PDBID 
>1JKZ:A|PDBID 
>1JLZ:A|PDBID 
>1JU8:A|PDBID 
>1JXC:A|PDBID 
>1K36:A|PDBID 
>1K48:A|PDBID 
>1KAL:A|PDBID 
>1KCP:A|PDBID 
>1KOZ:A|PDBID 
>1KQI:A|PDBID 
>1KV0:A|PDBID 
>1L3Y:A|PDBID 
>1L4V:A|PDBID 
>1LA4:A|PDBID 
>1LIR:A|PDBID 
>1LMM:A|PDBID 
>1LMR:A|PDBID 
>1LU0:A|PDBID 
>1LUP:A|PDBID 
>1M2S:A|PDBID 
>1MB6:A|PDBID 
>1MCT:I|PDBID 
>1MCV:I|PDBID 
>1MM0:A|PDBID 
>1MMC:A|PDBID 
>1MR4:A|PDBID 
>1MTX:A|PDBID 
>1MVJ:A|PDBID 
>1MYN:A|PDBID 
>1N8M:A|PDBID 

>1NBJ:A|PDBID 
>1NH5:A|PDBID 
>1NIX:A|PDBID 
>1NPI:A|PDBID 
>1NRA:A|PDBID 
>1OAV:A|PDBID 
>1OMY:A|PDBID 
>1OZZ:A|PDBID 
>1P8B:A|PDBID 
>1PE4:A|PDBID 
>1PJV:A|PDBID 
>1PNH:A|PDBID 
>1PT4:A|PDBID 
>1PVZ:A|PDBID 
>1PX9:A|PDBID 
>1Q3J:A|PDBID 
>1Q9B:A|PDBID 
>1QDP:A|PDBID 
>1QK6:A|PDBID 
>1QK7:A|PDBID 
>1QKY:A|PDBID 
>1R1F:A|PDBID 
>1R1G:A|PDBID 
>1RMK:A|PDBID 
>1RYG:A|PDBID 
>1SCO:A|PDBID 
>1SCY:A|PDBID 
>1SEG:A|PDBID 
>1SIS:A|PDBID 
>1SN4:A|PDBID 
>1SNB:A|PDBID 
>1SXM:A|PDBID 
>1T0Z:A|PDBID 
>1TSK:A|PDBID 
>1TTK:A|PDBID 
>1TTL:A|PDBID 
>1TYK:A|PDBID 
>1UDK:A|PDBID 
>1UGL:A|PDBID 
>1UOY:A|PDBID 
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>1V7F:A|PDBID 
>1VB8:A|PDBID 
>1VNA:A|PDBID 
>1VTX:A|PDBID 
>1W7Z:A|PDBID 
>1WM7:A|PDBID 
>1WM8:A|PDBID 
>1WMT:A|PDBID 

>1WPD:A|PDBID 
>1WQJ:B|PDBID 
>1WT7:A|PDBID 
>1XDT:R|PDBID 
>1Y29:A|PDBID 
>1ZNU:A|PDBID 
>2A9H:E|PDBID 
>2ASC:A|PDBID 

>2B3C:A|PDBID 
>2BMT:A|PDBID 
>2BRZ:A|PDBID 
>2C4B:A|PDBID 
>2PO8:A|PDBID 
>2SN3:A|PDBID 
>2UVS:A|PDBID 
>2Z3S:A|PDBID 

 
 

Table S2.2: PDB ID of control nonSTP chains 
 

 
>1ADZ:A|PDBID 
>1AFP:A|PDBID 
>1ANS:A|PDBID 
>1APJ:A|PDBID 
>1ATA:A|PDBID 
>1AW6:A|PDBID 
>1B2I:A|PDBID 
>1B9G:A|PDBID 
>1BBG:A|PDBID 
>1BEI:A|PDBID 
>1BF0:A|PDBID 
>1BGK:A|PDBID 
>1BOR:A|PDBID 
>1BUS:A|PDBID 
>1C2U:A|PDBID 
>1C9Q:A|PDBID 
>1CCV:A|PDBID 
>1CE3:A|PDBID 
>1CLD:A|PDBID 
>1CO4:A|PDBID 
>1COU:A|PDBID 
>1CR8:A|PDBID 
>1CXW:A|PDBID 
>1D2L:A|PDBID 
>1D4U:A|PDBID 
>1D6G:A|PDBID 
>1D6G:B|PDBID 
>1DEM:A|PDBID 
>1DQC:A|PDBID 
>1DTK:A|PDBID 
>1DX8:A|PDBID 
>1E4U:A|PDBID 

>1E88:A|PDBID 
>1E8P:A|PDBID 
>1E9T:A|PDBID 
>1ED0:A|PDBID 
>1EFE:A|PDBID 
>1F5Y:A|PDBID 
>1F81:A|PDBID 
>1F8Z:A|PDBID 
>1FAQ:A|PDBID 
>1FBR:A|PDBID 
>1FRE:A|PDBID 
>1FVL:A|PDBID 
>1FYB:A|PDBID 
>1G25:A|PDBID 
>1G4F:A|PDBID 
>1GKG:A|PDBID 
>1GKN:A|PDBID 
>1H0Z:A|PDBID 
>1H7V:A|PDBID 
>1HA8:A|PDBID 
>1HCC:A|PDBID 
>1HD4:A|PDBID 
>1HFH:A|PDBID 
>1HFI:A|PDBID 
>1HKY:A|PDBID 
>1HN6:A|PDBID 
>1HPJ:A|PDBID 
>1HX2:A|PDBID 
>1IGL:A|PDBID 
>1IRH:A|PDBID 
>1IW4:A|PDBID 
>1IYC:A|PDBID 

>1IYM:A|PDBID 
>1J7M:A|PDBID 
>1JC6:A|PDBID 
>1JFN:A|PDBID 
>1JMN:A|PDBID 
>1JMP:A|PDBID 
>1JRF:A|PDBID 
>1K18:A|PDBID 
>1K7B:A|PDBID 
>1KBE:A|PDBID 
>1KDU:A|PDBID 
>1KG1:A|PDBID 
>1KGM:A|PDBID 
>1KIO:A|PDBID 
>1KJ0:A|PDBID 
>1KMA:A|PDBID 
>1KMX:A|PDBID 
>1KS0:A|PDBID 
>1KSQ:A|PDBID 
>1KUN:A|PDBID 
>1L3H:A|PDBID 
>1L3X:A|PDBID 
>1LD6:A|PDBID 
>1LDL:A|PDBID 
>1LDR:A|PDBID 
>1LPV:A|PDBID 
>1M8B:A|PDBID 
>1M9O:A|PDBID 
>1MGX:A|PDBID 
>1MKC:A|PDBID 
>1MKN:A|PDBID 
>1MPZ:A|PDBID 
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>1N0Z:A|PDBID 
>1N5G:A|PDBID 
>1N87:A|PDBID 
>1NBL:A|PDBID 
>1NJ3:A|PDBID 
>1NWV:A|PDBID 
>1ORL:A|PDBID 
>1OSX:A|PDBID 
>1PB5:A|PDBID 
>1PCE:A|PDBID 
>1PCP:A|PDBID 
>1PDC:A|PDBID 
>1PK2:A|PDBID 
>1PMC:A|PDBID 
>1PMX:A|PDBID 
>1PMX:B|PDBID 
>1PPQ:A|PDBID 
>1PS2:A|PDBID 
>1PXE:A|PDBID 
>1PYC:A|PDBID 
>1Q3M:A|PDBID 
>1QBH:A|PDBID 
>1QGB:A|PDBID 
>1QO6:A|PDBID 
>1R79:A|PDBID 
>1RMJ:A|PDBID 
>1RO3:A|PDBID 
>1RO4:A|PDBID 
>1SHP:A|PDBID 
>1SJU:A|PDBID 
>1SP7:A|PDBID 
>1SRZ:A|PDBID 
>1SS3:A|PDBID 
>1SSL:A|PDBID 
>1SSU:A|PDBID 
>1T1H:A|PDBID 
>1T50:A|PDBID 
>1TBN:A|PDBID 
>1TCP:A|PDBID 
>1TFI:A|PDBID 
>1TFQ:A|PDBID 
>1TIH:A|PDBID 
>1TOT:A|PDBID 
>1TPG:A|PDBID 
>1TPM:A|PDBID 

>1U34:A|PDBID 
>1U5M:A|PDBID 
>1UL4:A|PDBID 
>1UL5:A|PDBID 
>1URK:A|PDBID 
>1UUA:A|PDBID 
>1UUC:A|PDBID 
>1V5N:A|PDBID 
>1V87:A|PDBID 
>1VD4:A|PDBID 
>1VFI:A|PDBID 
>1VIB:A|PDBID 
>1WD2:A|PDBID 
>1WEO:A|PDBID 
>1WFE:A|PDBID 
>1WFF:A|PDBID 
>1WFH:A|PDBID 
>1WFL:A|PDBID 
>1WFP:A|PDBID 
>1WG2:A|PDBID 
>1WGE:A|PDBID 
>1WGM:A|PDBID 
>1WHE:A|PDBID 
>1WII:A|PDBID 
>1WIM:A|PDBID 
>1WJ0:A|PDBID 
>1WJ2:A|PDBID 
>1WO9:A|PDBID 
>1WVK:A|PDBID 
>1X4S:A|PDBID 
>1XFE:A|PDBID 
>1XU6:A|PDBID 
>1XUT:A|PDBID 
>1YWS:A|PDBID 
>1Z60:A|PDBID 
>1ZFI:A|PDBID 
>2AQA:A|PDBID 
>2C6A:A|PDBID 
>2CKU:A|PDBID 
>2CON:A|PDBID 
>2CQE:A|PDBID 
>2CR8:A|PDBID 
>2CS3:A|PDBID 
>2CSV:A|PDBID 
>2CT7:A|PDBID 

>2D8Q:A|PDBID 
>2D8U:A|PDBID 
>2D8V:A|PDBID 
>2DAN:A|PDBID 
>2DID:A|PDBID 
>2DIP:A|PDBID 
>2DJ8:A|PDBID 
>2DJA:A|PDBID 
>2DKT:A|PDBID 
>2DQ5:A|PDBID 
>2ERS:A|PDBID 
>2EYA:A|PDBID 
>2FC6:A|PDBID 
>2FC7:A|PDBID 
>2FFT:A|PDBID 
>2FN2:A|PDBID 
>2GQE:A|PDBID 
>2HGF:A|PDBID 
>2JQ8:A|PDBID 
>2JW6:A|PDBID 
>2PJF:A|PDBID 
>2UZG:A|PDBID 
>3ALC:A|PDBID 
>3LRI:A|PDBID 
>1ARD:A|PDBID 
>1BBO:A|PDBID 
>1BHI:A|PDBID 
>1FV5:A|PDBID 
>1JN7:A|PDBID 
>1M36:A|PDBID 
>1NCS:A|PDBID 
>1NJQ:A|PDBID 
>1P7A:A|PDBID 
>1PAA:A|PDBID 
>1SRK:A|PDBID 
>1U85:A|PDBID 
>1U86:A|PDBID 
>1VA2:A|PDBID 
>1VA3:A|PDBID 
>1WIR:A|PDBID 
>1WJP:A|PDBID 
>1WJV:A|PDBID 
>1X3C:A|PDBID 
>1X5W:A|PDBID 
>1X6E:A|PDBID 
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>1X6F:A|PDBID 
>1X6H:A|PDBID 
>1XF7:A|PDBID 
>1XRZ:A|PDBID 
>1ZFD:A|PDBID 
>1ZNF:A|PDBID 
>1ZR9:A|PDBID 
>1ZU1:A|PDBID 
>2ADR:A|PDBID 
>2COT:A|PDBID 
>2CSH:A|PDBID 
>2CT1:A|PDBID 
>2CT5:A|PDBID 
>2CTD:A|PDBID 
>2DLK:A|PDBID 
>2DLQ:A|PDBID 
>2DMD:A|PDBID 
>2EPP:A|PDBID 
>2EPQ:A|PDBID 
>2EPR:A|PDBID 
>2EPS:A|PDBID 
>2GHF:A|PDBID 
>2VRD:A|PDBID 
>2VY5:A|PDBID 
>2YRK:A|PDBID 
>2YT9:A|PDBID 
>3ZNF:A|PDBID 
>7ZNF:A|PDBID 
>1ARD:A|PDBID 
>1BBO:A|PDBID 
>1BHI:A|PDBID 
>1FV5:A|PDBID 
>1JN7:A|PDBID 
>1M36:A|PDBID 
>1NCS:A|PDBID 
>1NJQ:A|PDBID 
>1P7A:A|PDBID 
>1PAA:A|PDBID 
>1SRK:A|PDBID 
>1U85:A|PDBID 
>1U86:A|PDBID 
>1VA2:A|PDBID 
>1VA3:A|PDBID 
>1WIR:A|PDBID 
>1WJP:A|PDBID 

>1WJV:A|PDBID 
>1X3C:A|PDBID 
>1X5W:A|PDBID 
>1X6E:A|PDBID 
>1X6F:A|PDBID 
>1X6H:A|PDBID 
>1XF7:A|PDBID 
>1XRZ:A|PDBID 
>1ZFD:A|PDBID 
>1ZNF:A|PDBID 
>1ZR9:A|PDBID 
>1ZU1:A|PDBID 
>2ADR:A|PDBID 
>2COT:A|PDBID 
>2CSH:A|PDBID 
>2CT1:A|PDBID 
>2CT5:A|PDBID 
>2CTD:A|PDBID 
>2DLK:A|PDBID 
>2DLQ:A|PDBID 
>2DMD:A|PDBID 
>2EPP:A|PDBID 
>2EPQ:A|PDBID 
>2EPR:A|PDBID 
>2EPS:A|PDBID 
>2GHF:A|PDBID 
>2VRD:A|PDBID 
>2VY5:A|PDBID 
>2YRK:A|PDBID 
>2YT9:A|PDBID 
>3ZNF:A|PDBID 
>7ZNF:A|PDBID 
>1AQS:A|PDBID 
>1DFS:A|PDBID 
>1DFT:A|PDBID 
>1DMC:A|PDBID 
>1DME:A|PDBID 
>1FMY:A|PDBID 
>1J5L:A|PDBID 
>1J5M:A|PDBID 
>1JI9:A|PDBID 
>1M0G:A|PDBID 
>1M0J:A|PDBID 
>1MHU:A|PDBID 
>1MRT:A|PDBID 

>1QJK:A|PDBID 
>1QJL:A|PDBID 
>1T2Y:A|PDBID 
>2MHU:A|PDBID 
>2MRB:A|PDBID 
>2MRT:A|PDBID 
>1F62:A|PDBID 
>1FP0:A|PDBID 
>1HYI:A|PDBID 
>1MM2:A|PDBID 
>1MM3:A|PDBID 
>1WE9:A|PDBID 
>1WEE:A|PDBID 
>1WEM:A|PDBID 
>1WEN:A|PDBID 
>1WEP:A|PDBID 
>1WEQ:A|PDBID 
>1WES:A|PDBID 
>1WEU:A|PDBID 
>1WEV:A|PDBID 
>1WEW:A|PDBID 
>1WFK:A|PDBID 
>1WIL:A|PDBID 
>2JWO:A|PDBID 
>2K1J:A|PDBID 
>1CDQ:A|PDBID 
>1CHV:S|PDBID 
>1COD:A|PDBID 
>1CVO:A|PDBID 
>1CXO:A|PDBID 
>1DRS:A|PDBID 
>1ERA:A|PDBID 
>1FFJ:A|PDBID 
>1G6M:A|PDBID 
>1I02:A|PDBID 
>1IJC:A|PDBID 
>1JE9:A|PDBID 
>1JGK:A|PDBID 
>1KBS:A|PDBID 
>1KS6:A|PDBID 
>1LSI:A|PDBID 
>1LXG:A|PDBID 
>1LXG:B|PDBID 
>1MR6:A|PDBID 
>1NEA:A|PDBID 
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>1NTX:A|PDBID 
>1PLO:A|PDBID 
>1RGJ:A|PDBID 
>1RGJ:B|PDBID 
>1TFS:A|PDBID 
>1TXA:A|PDBID 
>1VYC:A|PDBID 
>1W6B:A|PDBID 
>2CDX:A|PDBID 
>1AHL:A|PDBID 

>1APF:A|PDBID 
>1ATX:A|PDBID 
>1B8W:A|PDBID 
>1BDS:A|PDBID 
>1BNB:A|PDBID 
>1E4R:A|PDBID 
>1E4T:A|PDBID 
>1EWS:A|PDBID 
>1FQQ:A|PDBID 
>1KJ5:A|PDBID 

>1KJ6:A|PDBID 
>1SHI:A|PDBID 
>1UT3:A|PDBID 
>1Z99:A|PDBID 
>1ZUF:A|PDBID 
>2GW9:A|PDBID 
>2JTO:A|PDBID 
 
 

Defined as > 95% matches to the following PDB Query: “Experimental method is 
SOLUTION NMR; SCOP is small proteins; chain type: there is a protein chain but not 
any DNA or RNA or hybrid; stoichiometry in biological assembly: stoichiometry is 
MONOMER and TAXONOMY is Eukaryota (eucaryotes) ;released between 2000 and 
2010” 
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Table S2.3: Feature Sets Tested for SVM STP prediction. We extracted six unique sets of 
features for use in our machine learning protocol (Supplement Table 6). The first feature 
set was derived from a multiple sequence alignment (MSA) using MUSCLE(Edgar 2004) 
in MEGA 5.10. Here, each column was considered an independent feature, providing 318 
unique features. Feature sets 2 – 6 were derived from a variety of sequence metadata, 
including composition and frequency of different amino acids, hydrophobicity, 
hydrophilicity, neutrality, bonding proximity score (defined below), total length of a 
chain and least loop to total length ratio (defined below), creating sets of 3, 23, 23, 28 and 
28 features, respectively. 
 
 

 

 

 

 

 

 

 

  

Feature Set 1 Comprises 23 distinct features, derived from calculating the frequency of occurrence of 
each amino acid plus the frequency of occurrence of aggregate hydrophobic (F,Y,L,I,A,M,C,W,V), 
hydrophilic (R,K,N,D,A,P) and neutral (G,H,S,T,Q) amino acids. 

Feature Set 2: Comprises 23 distinct features, derived from calculating the number of occurrences of 
each amino acid plus the aggregate number of occurrences of hydrophobic (F,Y,L,I,A,M,C,W,V), 
hydrophilic (R,K,N,D,A,P), and neutral (G,H,S,T,Q) amino acids.Feature Set 3:  Comprises three features 
derived from the Normalized Bonding Distance (NBD) between C1-C4, C2-C5 and C3-C6.  

Feature Set 4: Comprises 7 distinct features, derived from the Normalized Bonding Distance (NBD) 

between C1-C4, C2-C5 and C3-C6, Presence of amino acid between C4 -C5 and C5-C6 , 
presence of double consecutive cysteines in the sequence, total peptide length and the 
least loop length ratio. The latter was calculated by dividing the length of the shortest ∆Cij by the total 
length of the peptide. 

Feature Set 5: Comprises 11 distinct features, derived from Feature set 4 , plus  calculating the 
frequency of occurrences of cysteine, serine, arginine, histindine, lysine (C,S,R,H,K)( plus the 
aggregate number of occurrences of hydrophobic (F,Y,L,I,A,M,C,W,V), hydrophilic (R,K,N,D,A,P), and 
neutral (G,H,S,T,Q) amino acids. 

Feature Set 6: Comprises 11 distinct features, derived from Feature set 4 , plus  calculating the 
frequency of occurrences of cysteine, serine, arginine, histindine, lysine (C,S,R,H,K)( plus the 
aggregate number of occurrences of hydrophobic (F,Y,L,I,A,M,C,W,V), hydrophilic (R,K,N,D,A,P), and 
neutral (G,H,S,T,Q) amino acids. 
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Table S2.4: Confusion matrices generated by  PredSTP using the training set, 
Smallprotein163 and NewNMR751 subsets from PDB. 

 

Source of data 
True 
positive  

  True 
negative  

False 
positive 

False 
negative 

Training  set 
over 200 
iterations 

18959 
  

56537 3463 1041 

Smallprotein163 14   141 7 1 
NewNMR751 21   726 2 2 

 

Table S2.5: List and description of 21 positively predicted proteins in “Smallprotein163” 
subset from PDB. 

 
PDB ID1 Domain 

stabilized 
by tri-

disulfide 
bonds 

Disulfide 
connectivity2 

Knot
er1D 

Function/Class 

*1AHO Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Neurotoxin 

1BX7 Yes Array is not 
compact or absent 

No Serine Protease Inhibitor 

1BX8 Yes Array is not 
compact or absent 

No Serine Protease Inhibitor 

 *1DJT:A Yes (C1-C4, C2-C5, C3-
C6) 

No Alpha-like Neurotoxin 

 *1DJT:B Yes (C1-C4, C2-C5, C3-
C6) 

No Alpha-like Neurotoxin 

 *1KV0:A Yes (C1-C4, C2-C5, C3-
C6) 

No Alpha-like Toxin 

 *1KV0:A Yes (C1-C4, C2-C5, C3-
C6) 

No Alpha-like Toxin 

*1LU0:A Yes (C1-C4, C2-C5, C3-
C6) 

Yes Hydrolase Inhibitor 

*1LU0:B Yes (C1-C4, C2-C5, C3-
C6) 

Yes Hydrolase Inhibitor 

*1NPI Yes (C1-C4, C2-C5, C3-
C6) 

No Neurotoxin 

1P9G Yes C1-C4, C2-C6,C3-
C5 

No Antifungal Protein 
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*1PTX Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Toxin 

1R0R Yes Array is not 
compact or absent 

No Serine Protease 

*1SEG Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Alpha Toxin 

1SGP No Array is not 
compact or absent 

No Serine Protease/ Inhibitor 

*1SN4 Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Neurotoxin 

*1T7E Yes (C1-C4, C2-C5, C3-
C6) 

No Alpha-Like Neurotoxin 

*2ASC Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Toxin 

2GKR Yes Array is not 
compact or absent 

No Hydrolase Inhibitor 

*2SN3 Yes (C1-C4, C2-C5, C3-
C6) 

No Scorpion Neurotoxin 

2UUY Yes C1-C3, C2-C6, C4-
C5 

No Tryptase Inhibitor 

1. * = true positives 
 
 

Table S2.6: List and description of 23 positively predicted proteins in NewNMR751 
set,deposited in PDB from July 04, 2012 to March 25, 2014. 

 
PDB id Functional 

classification 
Disulfide connectivity 
in the putative motif 

True 
positive  

Predicted 
by 

Knotter1D 
*2LIX Potassium channel 

toxin 
C1-C4, C2-C5, C3-C6 Yes No 

*2LJ7 Antimicrobial 
Peptide 

C1-C4, C2-C5, C3-C6 Yes No 

*2LJS Cyclotide C1-C4, C2-C5, C3-C6 Yes Yes 

*2LL1 Spider toxin C1-C4, C2-C5, C3-C6 Yes Yes 

*2LN4 Antimicrobial 
Peptide 

 C1-C4, C2-C5, C3-
C6 

Yes No 

*2LT8 Antimicrobial 
Peptide 

C1-C4, C2-C5, C3-C6 Yes No 
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*2LU9 Potassium channel 
toxin 

C1-C4, C2-C5, C3-C6 Yes No 

*2LUR Cyclotide C1-C4, C2-C5, C3-C6 Yes Yes 

*2LY5 Defensin-like C1-C4, C2-C5, C3-C6 Yes No 

*2LZX New ICK toxin from 
sponge 

C1-C4, C2-C5, C3-C6 Yes No 

*2M2Q New ICK toxin from 
bitter melon 

C1-C4, C2-C5, C3-C6 Yes No 

*2M2R New ICK toxin from 
bitter melon 

C1-C4, C2-C5, C3-C6 Yes No 

*2M36 Spider toxin C1-C4, C2-C5, C3-C6 Yes Yes 

2M3H Apoptotic protein **Array is not 
compact or absent 

No No 

*2M3J New ICK toxin from 
sponge 

C1-C4, C2-C5, C3-C6 Yes No 

*2M4Z Spider toxin C1-C4, C2-C5, C3-C6 Yes Yes 

*2M86 Cyclotide C1-C4, C2-C5, C3-C6 Yes Yes 

*2M9O Cyclotide C1-C4, C2-C5, C3-C6 Yes Yes 

2MD7 Transcription **Array is not 
compact or absent 

No No 

*2MH1 Cyclotide C1-C4, C2-C5, C3-C6 No Yes 

*4B2U New ICK toxin 
sicarius spiders 

C1-C4, C2-C5, C3-C6 Yes No 

*4B2V New ICK toxin 
sicarius spiders 

C1-C4, C2-C5, C3-C6 Yes No 

*4BMF Hydrolase C1-C4, C2-C5, C3-C6 Yes No 
1. * = true positives 
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Table S2.7: PDB ID of proteins detected by PSI BLAST with different E-values 
PSI BLAST hits with E-value 0.01 
 

>2LJS:A|PDBID 
>2LN4:A|PDBID 
>2LR3:A|PDBID 
>2LT8:A|PDBID 

>2LU9:A|PDBID 
>2LUR:A|PDBID 
>2LY5:A|PDBID 
>2M2D:A|PDBID 

>2M4Z:A|PDBID 
>2M86:A|PDBID 
>2M9O:A|PDBID 
>2MH1:A|PDBID 

 
PSIBLAST hits with E-value 0.1 
>2LIX:A|PDBID 
>2LJ7:A|PDBID 
>2LJS:A|PDBID 
>2LL1:A|PDBID 
>2LN4:A|PDBID 
>2LR1:A|PDBID 
>2LR3:A|PDBID 

>2LT8:A|PDBID 
>2LU9:A|PDBID 
>2LUR:A|PDBID 
>2LY1:A|PDBID 
>2LY5:A|PDBID 
>2LZX:A|PDBID 
>2M2D:A|PDBID 

>2M2Q:A|PDBID 
>2M3J:A|PDBID 
>2M4Z:A|PDBID 
>2M86:A|PDBID 
>2M9O:A|PDBID 
>2MBC:A|PDBID 

>2MH1:A|PDBID  
 
PSIBLAST hits with E-value 0.5 
>2LE8:A|PDBID 
>2LGC:A|PDBID 
>2LIX:A|PDBID 
>2LIY:A|PDBID 
>2LJ7:A|PDBID 
>2LJS:A|PDBID 
>2LL1:A|PDBID 
>2LN4:A|PDBID 
>2LNC:A|PDBID 
>2LR1:A|PDBID 
>2LR3:A|PDBID 
>2LSQ:A|PDBID 
>2LT8:A|PDBID 
>2LU9:A|PDBID 
>2LUL:A|PDBID 
>2LUR:A|PDBID 
>2LW3:A|PDBID 
>2LWR:A|PDBID 

>2LWW:A|PDBID 
>2LXF:A|PDBID 
>2LY1:A|PDBID 
>2LY5:A|PDBID 
>2LZO:A|PDBID 
>2LZX:A|PDBID 
>2M16:A|PDBID 
>2M1U:A|PDBID 
>2M1X:A|PDBID 
>2M2D:A|PDBID 
>2M2Q:A|PDBID 
>2M3J:A|PDBID 
>2M3V:A|PDBID 
>2M48:A|PDBID 
>2M4E:A|PDBID 
>2M4I:A|PDBID 
>2M4V:A|PDBID 
>2M4Z:A|PDBID 

>2M6P:A|PDBID 
>2M74:A|PDBID 
>2M7P:A|PDBID 
>2M86:A|PDBID 
>2M9O:A|PDBID 
>2MAB:A|PDBID 
>2MAB:B|PDBID 
>2MBC:A|PDBID 
>2ME0:A|PDBID 
>2MGX:A|PDBID 
>2MH1:A|PDBID 
>2MJV:B|PDBID 
>2ML5:A|PDBID 
>3ZFJ:A|PDBID 
>4B2R:A|PDBID 
>4BF8:A|PDBID 
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Table S2.8: PDB ids of 100 proteins from the "Eukaryote" subset analyzed manually. From 636 
chains detected as STP by PredSTP in the Eukaryote dataset, 139 chains were obtained having 

maximum 30% sequence identity using CD-hit. Out of the 139 chains, the first 100 chains 
(based on PDB id) were manually analyzed for sequential tri-disulfide bonds using Jmol. 

 
>1ACW:A|PDBID  
>1ADX:A|PDBID  
>1AG7:A|PDBID  
>1AGG:A|PDBID  
>1APQ:A|PDBID  
>1ATA:A|PDBID  
>1AXH:A|PDBID  
>1AYJ:A|PDBID  
>1B9G:A|PDBID 
>1BBG:A|PDBID  
>1BCG:A|PDBID  
>1BGK:A|PDBID 
>1BMR:A|PDBID  
>1BRZ:A|PDBID  
>1C4E:A|PDBID  
>1C6W:A|PDBID  
>1C9P:B|PDBID  
>1CCV:A|PDBID 
>1CE3:A|PDBID  
>1CGI:I|PDBID 
>1CHL:A|PDBID  
>1CIX:A|PDBID  
>1CLV:I|PDBID  
>1CMR:A|PDBID  
>1CN2:A|PDBID  
>1CNN:A|PDBID  
>1D1H:A|PDBID  
>1DF6:A|PDBID  
>1DKC:A|PDBID  
>1DS3:I|PDBID 
>1ERD:A|PDBID 
>1FLE:I|PDBID 
>1FU3:A|PDBID  
>1G1P:A|PDBID  

>1G9P:A|PDBID  
>1GL0:I|PDBID 
>1GPS:A|PDBID  
>1H20:A|PDBID  
>1H9H:I|PDBID  
>1HD6:A|PDBID 
>1HEV:A|PDBID  
>1HI7:B|PDBID 
>1HLY:A|PDBID  
>1HY9:A|PDBID  
>1HYK:A|PDBID  
>1I26:A|PDBID  
>1I2U:A|PDBID  
>1IOX:A|PDBID  
>1IXT:A|PDBID  
>1JJZ:A|PDBID  
>1JLZ:A|PDBID  
>1JU8:A|PDBID  
>1K36:A|PDBID  
>1KCP:A|PDBID  
>1KLI:L|PDBID  
>1KOZ:A|PDBID  
>1KQH:A|PDBID  
>1L3Y:A|PDBID  
>1LMR:A|PDBID  
>1LU8:A|PDBID  
>1LUP:A|PDBID  
>1M2S:A|PDBID  
>1MCT:I|PDBID  
>1MM0:A|PDBID  
>1MM2:A|PDBID 
>1MR4:A|PDBID  
>1MYN:A|PDBID  
>1N89:A|PDBID 

>1NE5:A|PDBID  
>1NIY:A|PDBID  
>1OMC:A|PDBID  
>1P9G:A|PDBID  
>1PJV:A|PDBID  
>1PVZ:A|PDBID  
>1Q2K:A|PDBID  
>1Q3J:A|PDBID  
>1QK7:A|PDBID  
>1R1F:A|PDBID  
>1RMK:A|PDBID  
>1S8K:A|PDBID  
>1UDK:A|PDBID  
>1UGL:A|PDBID  
>1UR6:B|PDBID 
>1V91:A|PDBID 
>1VIB:A|PDBID 
>1WHE:A|PDBID  
>1WMT:A|PDBID  
>1WQB:A|PDBID  
>1X5V:A|PDBID  
>1Y29:A|PDBID  
>1YP8:A|PDBID  
>1YZ2:A|PDBID  
>1ZA8:A|PDBID  
>1ZAQ:A|PDBID  
>1ZFU:A|PDBID  
>1ZNT:A|PDBID  
>2B68:A|PDBID  
>2D56:A|PDBID  
>2E2F:A|PDBID 
>2E2S:A|PDBID 
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Figure S2.1: Distribution of size of the smallest loop lengths of control STP chains from the 
training set. 
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CHAPTER THREE 

 
Protein Classification Using Modified N-grams and Skip-grams 

 

This chapter is published as: Islam, SM Ashiqul, Benjamin J. Heil, Christopher Michel 
Kearney, and Erich J. Baker. "Protein classification using modified n-grams and skip-grams." 

Bioinformatics (2017): btx823. 
 
 

Abstract 

Classification by supervised machine learning greatly facilitates the annotation of 

protein characteristics from their primary sequence. However, the feature generation step in 

this process requires detailed knowledge of attributes used to classify the proteins. Lack of 

this knowledge risks the selection of irrelevant features, resulting in a faulty model. In this 

study, we introduce a supervised protein classification method with a novel means of 

automating the work-intensive feature generation step via a Natural Language Processing 

(NLP)-dependent model, using a modified combination of n-grams and skip-grams (m- 

NGSG). A meta-comparison of cross-validation accuracy with twelve training datasets from 

nine different published studies demonstrates a consistent increase in accuracy of m-NGSG 

when compared to contemporary classification and feature generation models. We expect this 

model to accelerate the classification of proteins from primary sequence data and increase the 

accessibility of protein characteristic prediction to a broader range of scientists. M-NGSG is 

freely available at Bitbucket: https://bitbucket.org/sm islam/mngsg/src A web server is 

available at watson.ecs.baylor.edu/ngsg 
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Introduction 

It is well appreciated that primary polypeptide sequence informs higher order protein 

structure. The primary sequence provides the blueprint which encodes the purpose of the 

protein, ultimately determining the protein’s characteristics, functions, subcellular 

localization  and  interactions (Pour-El 1978). However, classical approaches using primary 

sequence alignment for the prediction of remote homology detection are problematic due to 

low signal to noise ratios in polypeptide strings (Teichert et al. 2010). To circumvent this 

problem, non-alignment based methodologies are being investigated to demonstrate remote 

homology (Bonham-Carter, Steele, and Bastola 2014; Vinga and Almeida 2003; Du, Gu, and 

Jiao 2014; Liu et al. 2014). Here we illustrate  a novel approach that relies on Natural 

Language Processing (NLP) to produce generalized feature sets for machine learning 

classification of protein characteristics. 

A polypeptide string can be treated as a text string where hidden information is 

deciphered by implementing NLP techniques. Generating n-grams(Cavnar and John 1994) 

and skip- grams(Guthrie et al. 2006) from text documents is a feature extraction method 

which can produce meaningful information for machine learning (ML) classification 

algorithms(Cavnar and John 1994; Guthrie et al. 2006), and has been used for the 

categorization and sorting of documents based on their subject matter(Hu and Liu 2004; 

Pang, Lee, and Vaithyanathan 2002; Tan, Wang, and Lee 2002). Treating a primary protein 

sequence as a textual string is a natural extension of this approach. Indeed, text mining has 

been used previously for protein clustering and classification, protein-protein interaction 

(PPI), protein folding, and cnRNA identification(Zeng et al. 2015). Linguistic methodologies 
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based on primary sequence features have also been applied in areas of secondary structure 

prediction(Ding, Lin, et al. 2014). 

Sequence classification using supervised and unsupervised machine learning methods 

is becoming popular due to algorithm accessibility in conjunction with increasing amounts of 

available biological data. Recent work in this area includes the classification of protein 

structure(Islam et al. 2015), localization(Yu et al. 2006), function(Cai et al. 2003), 

family(Chou 2005) and protein-protein interaction (PPI)(Zhao, Ma, and Yin 2012; Yu et al. 

2006) (Zhao et al., 2012; Yu and Hwang, 2008) based on primary sequence. These studies 

consistently report that ML approaches are superior to alignment-based predictions when 

deriving protein characteristics from primary sequence and perform effectively in protein 

groups with low sequence similarity. However, the success of ML models depends heavily 

on training data, feature extraction, classifier algorithm selection and optimization. 

Among these steps, robust results are disproportionately influenced by feature 

selection. Thus, substantial effort is required to obtain meaningful features from protein data. 

While universal methods for feature extraction are problematic due to the wide range of 

classification strategies, several generalized feature generation methods have been proposed. 

Many of these methods aim to address specific classification problems(Bock and Gough 

2001; Islam et al. 2015; Du, Gu, and Jiao 2014), while others may be implemented as semi- 

automated feature generators. For example, amino acid composition(Verma and Melcher 

2012) and pseudo-amino acid composition(Du, Gu, and Jiao 2014) based feature extraction 

schemes have been successfully used to solve a range of classification problems(Garg, 

Bhasin, and Raghava 2005; Qiu et al. 2016; Xu et al. 2013; Tiwari 2016). There are also 

hybrid feature generation strategies which include both generalized and  data specific feature 
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selection methods(Ettayapuram Ramaprasad et al. 2015; Sharma et al. 2013; Chaudhary et al. 

2016). In each case, however, manual intervention is required to produce the optimal set of 

features. 

Using n-grams and skip-grams in biological applications driven by ML is not without 

precedent. For example, the n-gram model has been used to classify protein sequences into 

super families using extreme machine learning(Cao and Xiong 2014). Homology between 

proteins with low sequence similarity has also been successfully revealed using distances 

between Top-n-gram and amino acid residue pairs(Liu et al. 2014). “Spaced words” is a 

derivative of n-gram feature selection in biological sequence analysis where the letters of one 

or more indices in each word are replaced by blanks except the first and last letters. This 

method of feature extraction is used along with another method called kmacs to perform 

alignment-free comparison in both DNA and protein sequences(Horwege et al. 2014) . 

Through the application of a modified NLP n-gram and skip-gram (m-NGSG) 

approach, we developed a novel supervised protein classification procedure with an 

automated feature generation model without the requirement of expert intervention for 

optimal feature selection. Here, we used modified (optimized for protein sequence) n-grams 

and skip-grams to extract features in a protein-family agnostic fashion which is integrated 

with a logistic regression classifier. Further, we have performed a meta-comparison between 

our generalized classification model with several other published specialized protein 

classification models using the corresponding benchmark datasets and cross-validation 

methods to validate our new model. 
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Materials and Methods 

Feature Generation, Vectorization and Model Construction 

The n-gram and k-skip-bi-gram profiles are initially extracted from each candidate 

protein sequence. They are given a position identity with respect to the C-terminus of the 

protein sequence. Thereafter, modifications of the length of k-skip-bi-grams and positional 

identity are performed to obtain potential motifs (or words). The whole procedure is 

described in the following subsections. 

Binary Profile of N-Grams in a Protein Sequence 

N-grams, strings of contiguous sequences consisting of n items, are valuable features

extracted from text or speech, and are useful in NLP and sentiment analysis(Cui, Mittal, and 

Datar, n.d.; Socher et al. 2013; Ghiassi, Skinner, and Zimbra 2013).  Given that a primary 

protein sequence can be treated as a string of amino acids, n-gram-based feature extraction 

methods can be applied to predict functionality from a sequence. Interestingly, n-grams from 

a protein sequence also offer biologically meaningful information, as each n-gram represents 

a protein sequence motif. N-gram motifs provide information helpful in inferring protein 

functionality, and can be represented as:   

𝐺𝑀௣
௦  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (1) 

where GM stands for Gram Motif, and s is a positive integer not longer than the 

length, L, of the corresponding protein sequence (s|s∈N,s<=L ). s = 0 represents a null motif, 

s = 1 represents all single residue motifs (uni-grams), s = 2 represents all dipeptide motifs (bi-

grams excluding their uni-gram components) and s = n represents all n-peptide motifs. p is 

the permutation index of the participating residue(s) parameterized by s. Since there are 20 
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different amino acids, there can be 20s different values of p for an s-gram. For example, if we 

consider the amino acid sequence MISHW, then M is one of the 20 possible elements of uni-

gram (s = 1) as p=20s=201=20. Similarly, MI is one of the 400 possible elements of 

dipeptides (s = 2) as p=20s=202=400. 

Binary Profile of K-Skip-Bi-Grams 

Skip-grams are a technique largely used in the field of speech processing that allow 

items, or in our case substrings, to be ignored during processing(Guthrie et al. 2006). In m-

NGSG we adopted the k-skip-bi-gram approach where the skip distance, k, allows a total of k 

or fewer skips to construct the bi-gram. 

For example, for protein sequence MISHW, the 2-skip-bi-grams will be MI, IS, SH, 

HW, MXS, IXH, SXW, MXXH and IXXW where skips are represented by X. The k = 0 

skips are MI, IS, SH and HW, the k = 1 skips are MXS, IXH, SXW and the k = 2 skips are 

MXXH, IXXW. This approach can be useful in comparing k-length mutational events across 

protein sequences. In order to avoid duplicating features extracted with the n-gram method, 

we exclude the motifs produced where k = 0.   

𝑆𝑀௣
௕                                       𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (2) 

SM stands for Skip Motif and b is the number of skips between two amino acids. b is 

a positive integer that is at most two less than the length of the protein sequence ( 

b|b∈N,b≤L−2).  b = 0 represents no skips between a specific permutation of two residues, 

b = 1 represents one skip, and b = 2 represents two skips. p is the permutation index of the 

participating residue(s) parameterized by s. Since there are 20 different amino acids, there 

can be 202 different values of p for a given value of b. 
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Modification of Skips in K-Skip-Bi-Gram Motifs 

The m-NGSG employs a modification of the k-skip-bi-gram model that allows 

buffering on the number of skips. That is, after obtaining the exact number of skips from a k-

skip-bi-gram, an estimated number of skips is determined as:   

𝑆𝑀௣
௖  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (3) 

where c represents the estimated number of skips based on the given parameter a, and 

b is the number of skips in a motif as determined from the k-skip-bi-gram.   

 c = b + ((a − b)%a)  equation (4) 

An expanded example is described in the Supplementary text. 

Modification of Estimated C-Terminus Position in N-Grams and K-Skip-Bi-Grams 

During feature extraction from a protein sequence m-NGSG determines the relative 

position of the motifs with respect to the C-terminus. N-gram or k-skip-bi-gram motifs are 

tagged with a maximum position identity, noted as sth gram (for an n-gram) and for a bth-

skip-bi-gram(k-skip-bi-gram), respectively. This position is measured after obtaining the 

exact distance from the C-terminus and applying a buffering distance to capture shared 

positional identity for n-gram motifs,   

𝐺𝑀௣
௦, (𝑥; 𝑦)  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (5) 

and k-skip-bi-gram motifs, 

 𝑆𝑀௣
௖ , (𝑥; 𝑦)   𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (6) 

 x=z+((y−z)%y)  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (7) 
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where x represents the distance identity of motif 𝐺𝑀௣
௦  or  𝑆𝑀௣

௖  based on the given parameter 

y, and z is the distance of the onset of the corresponding motif from the C-terminus of the 

sequence buffered by y. m-NGSG initializes y based on y0, defined by ModifiedGridSearch, 

and increases with the length, l, of the motif, as:   

y = y0 + l − 1  equation (8) 

An expanded example is described in the Supplementary text. 

Finally, the motifs are vectorized to construct feature vectors with a simultaneous 

noise filtration. The length of initial n-gram and k-skip-bi-gram motifs, and amplitude of 

their modification are determined by six parameters (described in Supplementary Table S1). 

The parameters are optimized using a modified grid search algorithm (see Algorithm 3.1 and 

3.2 in Supplementary text) depending on the training set of a five-fold cross-validation using 

a logistic regression classifier. As the modified grid search is seeded using different initial n-

grams, they are defined as seeds in this study (see the Methods section in Supplementary 

Text for details). To observe the scalability of the optimization algorithm, a rum-time study 

was also performed on different size of datasets (see Supplementary Method). 

Meta-Comparison 

The performance of m-NGSG was compared with other methodologies that use 

generalized or data-specific feature extraction methods for model construction. Comparison 

models were chosen based on the availability of benchmark data reported by those models, 

the diversity of protein characteristics classified, and the ability of the model to report 

functional or structural classification of proteins with regard to their sequence. The 

performance was compared with the published models using logistic regression 
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(Supplementary Table S3.6). The number and size of different classes in each dataset are 

described in Supplementary Table S3.4. 

In addition, we have conducted a performance comparison of n-gram and skip-gram-

based feature generation models with and without modifiers. We also demonstrate a 

comparison among different feature generation methods and classifier combinations followed 

by a comparison among the models with induced noise on the Subchlo60 dataset to test the 

robustness of the m-NGSG model (see Supplementary Method and Supplementary Figures 

S3.5, S3.6 and S3.7). 

Results 

Parameter Optimization Analysis 

This study illustrates that n-gram and skip-gram text mining approaches can be 

exploited to develop a generalized feature extraction method for protein classification. N-

gram and skip-gram models are not used directly; rather, the models are modified according 

to six parameters based on sequence (Supplementary Table S3.1). The parameters themselves 

are optimized by using the modified grid search-based algorithm (see Algorithm 3.2 in 

Supplementary text) and compared to 12 benchmark datasets. In each case, the automated 

generalized feature extraction algorithm obtained features that outperformed the originally 

published feature sets for linear regression. 

For the benchmark datasets iAMP-2L, Cypred, TumorHPD 1, TumorHPD 2, IGPred 

and PVPred, the optimization strategy for m-NGSG reported the same parameters (see 

Supplementary Figure. S3.1) with identical accuracy (Supplementary Figure. S3.2) 

regardless of the initial seed, indicating convergence in these datasets. For the subchlo raw 
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training set, parameters n, k and y showed variation with some seeds (see Supplementary 

Figure. S3.1). Overall, the subchlo raw training set accuracy for different seeds ranged from 

89 to 89.70% (Supplementary Figure. S3.2). For the subchloro60 training set, parameters n, 

k, y and c demonstrated variability over the first four seeds and then became stable while the 

accuracy ranged from 65.76 to 68.07%. In the PredSTP training set, there was slight variation 

in parameters n, k and y which was also reflected in the variation of accuracies for the 

corresponding seeds. Parameters for the HemoPI 1 training set varied for seed three, and 

training set HemoPI 2, which classifies between hemolytic and semihemolytic peptides, 

presented variation in parameters n, k, kp, y and c for seed 3, 4 and 5 (see Supplementary 

Figures S3.1 and S3.2). 

The goal of parameter optimization is to identify parameters that contribute to the 

best accuracy after five-fold cross-validation. Although the principle approach is a modified 

grid-search, it demonstrates an ability to converge on accuracy regardless of initiating seeds. 

Supplementary Figure S3.3 illustrates the convergence characteristic of the optimization 

algorithm which calculates the mode value of accuracies generated from different seeds 

against the percent change of the accuracies from each seed for a specific training set when 

compared to the mode accuracy. Flat areas in Supplementary Figure S3.3 indicate low 

percentage change compared to the mode which suggests convergence. 

To observe the influence of modifying parameters of n-grams and skip-grams, we 

compared the performance of m-NGSG with and without modifying n-grams and skip-grams 

and observed the change of accuracy without and with modifications. Supplementary Figure 

S3.5 illustrates an increase of accuracy with modifications for most of the datasets with an 

average 2.2%. This result indicates that modifications are not necessary for all datasets; 
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however, the classification performance on some dataset noticeably improved by the 

modifications (see Supplementary Figure. S3.5 for an elaborated description). This study 

explains why the modification of n-grams and skip-grams is necessary to generalize the 

usability of m-NGSG. 

Meta-Comparison of Prediction Performance on Benchmark Datasets 

Once the parameters were optimized for each benchmark training set, the reported 

accuracy was compared to the m-NGSG model built with the optimized feature set. A 

logistic regression classifier was used for all models. To compare the cross-validation 

accuracy, we mimicked the approach published as part of the original dataset, either five-

fold, ten-fold or jackknife validation. 

Subchlo 

Subchlo is a multi-class classifier designed to predict the localization of chloroplast 

proteins. Subchlo raw is a dataset of protein sequences based on their location in chloroplast 

and the Subchloro60 dataset consists of proteins with approximately 60% sequence 

identity(Du, Cao, and Li 2009) (Du et al., 2009). Subchlo raw and Subchlo60 were both 

cross-validated by a jackknife method in the original publication, resulting in a combined 

accuracy of 89.69 and 67.18%, respectively. The accuracy of the m-NGSG model is 91.59 

and 73.92% for the same datasets (see Supplementary Table S3.2). This indicates a 2.12 and 

10.03% increase of accuracy by our model compared to the reported model for the two given 

datasets (Figure. 3.1A). 

To check the suitability of other classifiers for use with the automated feature 

selection method in m-NGSG, we compared the accuracy of linear regression to SVM with 
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linear and non-linear (rbf) kernels and K-nearest neighbors (KNN). We used features 

generated by m-NGSG with logistic regression and SVM linear kernel models, which yielded 

accuracies of 73.92 and 75.09%, respectively (see Supplementary Figure. S3.6). Also, 

Supplementary Figure S3.6 illustrates that the m-NGSG-SVM and m-NGSG-LR (logistic 

regression) combinations generate higher accuracy among other QSAR based features 

(Simeon et al., 2016) and classifier combinations. However, we integrated logistic regression 

with m-NGSG for other studies as we used that for the m-NGSG parameter optimization step 

for and does not need a further optimization of the parameters of the classifier. We also 

performed a performance comparison of feature-classifier combination with different k-fold 

cross-validations on the Subchlo60 with 8% noised data-points. There also m-NGSG-LR 

showed the highest accuracy among all other feature-classifier combinations for all forms of 

cross-validation (see Supplementary Figure. S3.7). 

OsFP 

The osFP model classifies fluorescent proteins into monomer or oligomeric 

states(Simeon et al. 2016). In the original study, different QSAR-based feature selection 

models were investigated. The best model yielded an average of 72.13 and 72.89% accuracy 

for the training and test sets after 100 iterations (see Supplementary Table S3.5). In contrast, 

m-NGSG generated an average of 78.02 and 79.21% accuracy for the same sets, yielding an

8.16 and 8.6% increase of accuracy respectively (Figure. 3.1A and B). To confirm the 

superiority of m-NGSG model over the QSAR based feature selection method, we also 

performed a comparison on Subchlo60 dataset. The comparison demonstrated that m-

NGSG’s performance is better than that of other feature generation methods (see 

Supplementary Figures S3.6 and S3.7). 
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iAMP-2L 

The iAMP-2L(Xiao et al. 2013) model classifies antimicrobial peptides from 

nonantimicrobial peptides. Supplementary Tables S3.2 and S3.3 illustrate the increased 

performance of m-NGSG over the iAMP-2L when using the jackknife cross-validation 

method. The accuracy of m-NGSG on the training set was 91.25%, yielding a 5.71% rise 

over the previously reported accuracy. When we used m-NGSG to evaluate the performance 

on the benchmark independent test set, we achieved a 4.6% rise from the accuracy reported 

by the original model (Figure. 3.1A and B). 

Cypred and PredSTP 

Both Cypred (Kedarisetti et al. 2014) and PredSTP (Islam et al. 2015) classify 

proteins based on their structural characteristics. While Cypred performed comparably to m-

NGSG (99.20% accuracy after 10-fold cross-validation in the original publication versus 

99.53% for m-NGSG), m-NGSG did provide a modest 0.35% increase. On a bechmark out of 

sample test dataset, the m-NGSG model narrowly outperformed Cypred by 0.28%. On the 

other hand, a comparison on training set cross-validation accuracy between PredSTP and m-

NGSG produces a 2.50% gain of accuracy from the original model (see Supplementary 

Tables S3.2 and S3.3 and Figure. 3.1). 

TumorHPD 1 and 2 

TumorHPD classifies tumor homing peptides to identify analogs of tumor homing 

ability(Sharma et al. 2013) (Sharma et al., 2013). Two training sets were used to generate the 

models: raw tumor homing peptides, TumorHPD 1 and tumor homing peptides less than or 

equal to ten residues long TumorHPD 2. Among three different generation methods they 



79 

used(Sharma et al. 2013), amino acid composition yielded the best accuracy 82.52 and 

80.28% for the training set TumorHPD 1 and 2, respectively. The accuracy of m-NGSG the 

same datasets were 83.40 and 82.55%, respectively (see Supplementary Table S3.2) which 

using logistic regression yielding a 1.07 and 2.83% rise from the original model (Figure. 

3.1A). 

HemoPI 1 and 2 

HemoPI 1 model classifies hemolytic and nonhemolytic proteins, while HemoPI 2 

classifies hemolytic and semi hemolytic peptides(Chaudhary et al. 2016). The performance 

data for the training and test sets were available for the models developed from hybrid 

feature sets. The original model searched for the best accuracy by considering whole proteins 

and fractions of the proteins. Here, we compared the m-NGSG accuracy with only the whole 

length proteins. Our model generated 97.97% accuracy for HemoPI 1 and 79.5% accuracy 

(Supplementary Table S3.2) for HemoPI 2 training sets offering a 2.8 and 1.92% increase 

from the original models respectively. When we compared m-NGSG on the benchmark 

independent test sets, it achieved an increase of 3.26 and 0.7% for HemoPI 1 and HemoPI 2 

respectively (Figure. 3.1). 

IGPred and PVPred 

IGPred(Tang, Chen, and Lin 2016) predicts immunoglobulin proteins, and 

PVPred(Ding, Feng, et al. 2014) predicts virion proteins from primary sequence data. The 

size of these proteins is very different from that of previously classified proteins. 

Immunoglobulin and virion proteins have very long sequences. In both models, important 

features were selected using ANOVA analysis before performing the jackknife cross-
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validation. Therefore, we also performed jackknife cross-validation with and without an 

ANOVA-based feature selection method where we used the minimum number of features 

offering the best cross-validation accuracy (see Supplementary Figure. S3.4). The accuracy 

of m-NGSG model was 100% with ANOVA-based feature selection, and 92.60% with 

jackknife cross-validation (Supplementary Table S3.2), while the accuracy of the original 

IGPred model with jackknife test was 96.60%. The accuracy for the independent test set was 

100% regardless the model (Supplementary Table S3.3). For PVPred, the accuracy of 

jackknife cross-validation with and without feature selection was 89.25 and 77.19% 

respectively, with corresponding accuracies of 90 and 93.33% on the benchmark independent 

test sets. The original feature selection assisted model showed 85.02% accuracy for jackknife 

cross-validation and 86.66% accuracy for the independent test set (Supplementary Table 

S3.3). 

 
Discussion 

The crucial steps of machine learning-based classifications are the selection of 

datasets that unambiguously represent informative classes, creation of meaningful features 

from the dataset that can optimally correlate to different classes, and an appropriate choice of 

machine learning algorithms which effectively classify the data based on the data points and 

descriptors. Predicting protein characteristics from primary sequence is becoming popular as 

appropriate data sources experience rapid growth and computer libraries for machine 

learning algorithms become accessible to bench biologists. However, generating effective 

features from protein sequences continues to require enormous manual intervention, and 

automated approaches have narrowly scoped structure prediction. Chemical property-based 

feature generation algorithms and dipeptide or tripeptide motif-specific 
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approaches(Chaudhary et al. 2016; Kedarisetti et al. 2014) account for the majority of these 

feature generation methods. In particular, Pseudo Amino Acid Composition (PseAAC) has 

been the most frequently used approach to classify proteins per their functional 

properties(Mohabatkar et al. 2013; Xiao et al. 2013), subfamilies(Chou 2005), interactions 

with other proteins(Jia et al. 2015) and subcellular localizations(Lin et al. 2008). Methods 

that classify based on physicochemical or biochemical properties rely heavily on the 

AAindex database(Kawashima 2000). 

Figure 3.1: The percentage changes of accuracies m-NGSG in cross-validation compared to 
the original models for each dataset. IGPred* and PVPred* shows the comparative accuracy 
changes without feature selection while IGPred** and PVPred** shows accuracy changes 
after mimicking the feature selection method of the original model (A). The percentage 
changes of accuracies m-NGSG on the independent test sets (depending on availability) 
compared to the original models. IGPred* and PVPred* shows the comparative accuracy 
changes without feature selection while IGPred** and PVPred** shows accuracy changes 
after mimicking the feature selection method of the original model (B) 

However, as protein sequences are strings of amino acid residues, they can be treated 

as normal text that can be interpreted through NLP-based techniques. The m-NGSG 

algorithm presented herein generates features in a text mining manner where words are 

artificially generated from protein sequences using modified n-gram and skip-gram models. 
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The models themselves are optimized based on the combination of six parameters 

(Supplementary Table S3.1). NLP processing of protein strings creates a corpus of words that 

is subsequently used for vectorization to generate features for each individual data point. To 

fully automate the classification process, a modified grid search algorithm is employed to 

obtain the optimal values of the six parameters. The parameter optimization itself is 

performed after 5-fold cross-validation to confirm the whole training set is not exposed to the 

classifier during the optimization step, limiting the risk of bias during the meta-comparison. 

Moreover, all the optimization was done with a logistic regression classifier with the same 

regularization parameter value to avoid disparity in this step. 

Interestingly, although the optimization algorithm primarily depends on a modified 

grid search, in most cases parameters converge to a single value regardless of the initial seed 

(Supplementary Figure. S3.1). Also, in many cases, the different starting seeds yield the same 

accuracy (Supplementary Figure. S3.2). These outcomes indicate that the optimization 

algorithm searches for the maximum value while retaining the ability to converge. 

A collection of contemporary models was chosen for meta-comparison based on their 

diversity of classification topic (such as functional, structural and subcellular localization), 

database size, sequence length and feature selection methods (Supplementary Table S3.6). 

Benchmark training datasets from comparison model publications were used (Supplementary 

datasets). With the exclusion of the osFP dataset, the meta-analysis comprised six of the 

eleven independent test sets (five were unavailable). In the case of osFP, the original dataset 

was divided into training and test sets and ten-fold cross-validation was performed only on 

the training set. For the models without an independent test set, evaluation with cross-
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validations on the benchmark datasets was performed as an adequate replacement to reveal 

the comparative performance between the models. 

The m-NGSG model outperformed the cross-validation accuracy of each model it 

was compared against, with the increase in accuracy ranging from 0.35 to 9.95% over the 

original models (Figure. 3.1A). Moreover, we observed up to an 8.67% increase in accuracy 

over the original model when compared to independent test sets (Figure. 3.1B). As shown in 

Figure 3.1A, the cross-validation accuracy of IGPred and PVPred without feature selection 

was considerably less than the original model where ANOVA based feature selection was 

performed before the execution of jackknife cross-validation accuracy, while the same 

ANOVA based feature selection method in m-NGSG model displayed higher jackknife 

cross-validation accuracy on the same training set. The accuracy on the independent test set 

demonstrated a 0 and 7.7% increment from the original IGPred and PVPred, respectively, 

regardless of which feature selection was used (Figure. 3.1B). This result illustrates that 

using a feature selection method followed by cross-validation test biases the cross-validation 

process without improving the performance of a model. 

The Subchlo60 and osFP datasets were used to compare the performance of the m-

NGSG model with motif composition, represented by AAC/DPC/TPC, and chemical 

property-based feature generation methods, represented by AC, CTD, Ctriad, SOCN, QSO 

and PseAAC methods (Supplementary Table S3.5, Figures S3.6 and S3.7). The m-NGSG 

model demonstrates a 2.12% increase over the PseAAC-based model on the Subchlo raw 

dataset. However, with the low sequence identity Subchlo60 dataset we observed a 10.03% 

increase in accuracy (Figure. 3.1A). This result indicates that m-NGSG performs 

comparatively better than chemical property-based method when the sequence identity in the 
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training dataset is lower. In addition, the accuracy of m-NGSG outperformed all of the 

competitors in the osFP model (Supplementary Table S3.5), illustrating the robustness of the 

m-NGSG model for feature generation when compared to presently available approaches. 

Although there are a number of automated models related to protein sequence 

classification such as spectrum kernels(C. Leslie, Eskin, and Noble 2001), their mismatch 

variant(C. S. Leslie et al. 2004) (Leslie et al., 2004) and vector quantization techniques(Clark 

and Radivojac 2013), these kernel-based approaches are associated most often with feature 

transformation than novel feature generation, such as that proposed by the m-NGSG 

framework. Moreover, as the kernel-based studies do not offer any distinct benchmark 

dataset or any module/library for their algorithm, we were not able compare our automated 

module with those. Another study(Asgari and Mofrad 2015) demonstrated the use of the n-

grams with a skip-gram model where the skip-gram model relies on the probability of word 

associations and not skips (https://arxiv.org/abs/1402.3722) as it is applied here.  

 
Conclusion 

The meta-comparison results outlined in this study illustrate that the m-NGSG is an 

effective fully automated feature generation method. This framework will benefit the 

machine learning-based protein classification community, particularity those interested in 

classification based on primary protein sequence. It is expected that m-NGSG will 

significantly reduce the work load for the feature generation step regardless of protein 

characteristics and sequence size. Moreover, by analyzing the feature importance, the 

distinguishing part of the sequence (motif) in a protein class can be revealed, which is often 

difficult to discover using multiple sequence alignment. 
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Supplementary Data 

 
Feature Extraction 

Example of modification of skips in k-skip-bi-gram motifs: For example, if X 

represents a single skip, the motifs MXXH and MXH are considered unique without 

buffering. However, if the skips are buffered by 2 (a = 2), the buffered skip value of motif 

MXXH will be c = 2 + ((2 − 2)%2) = 2, yielding the original motif MXXH. On the other 

hand, skip buffering MXH gives the value c = 1 + ((2 − 1)%2) = 2, and yields a new motif 

MXXH. This motif is different from the original MXH, but is identical to the previous 

example MXXH. In this way, the buffered skip model can account for insertion/deletion 

events. 

Example of modification of estimated C-terminus position in n-grams and k-skip-bi-

grams: As an example, if we consider NTerm-AYHGFTVCKY-CTerm as a protein 

sequence, then two tyrosines will be members of the set of uni-gram motifs, and should be 

considered as identical. However, if we choose to account for position, each will be assigned 

position identity information as defined by equation (5). If the initial buffer value y0 equals 5 

then the positional identity of the first Y and the last Y will be x = 9 + ((5 − 9)%5) = 10 and x 

= 1 + ((5 − 1)%5) = 5, respectively. Here the distance of first Y is 9 and the second Y is 1 

from the C-terminus. In this way, rather being identical, the tyrosines will be recorded as Y10 

and Y5 in the feature set. This approach can be generalized to n-grams. The bi-gram AY has 

a positional identity of 12, because its onset is 10 residues away from the C-terminus, and the 

buffer value will be 6 because y0 is 5 and the length of the motif is 2.  



91 

Feature Selection and Model Construction 

Ultimately, six parameters determine the final set of features to be generated from a 

given sequence (Table S3.1). The feature extraction algorithm generates descriptors (motifs) 

from a list of protein sequences, which function as words in a document. To reduce noise, 

words that make up more than 30% of the corpus and words that appear less than 3 times are 

removed as an alternative to tf-idf (Joachims T 1996). Next, the model creates a sparse 

matrix using a vectorization method where each of the retained words or motifs composes a 

vector. The value of the vectors for data-points in the sparse matrix describes the presence or 

absence of the feature in a corresponding data-point. In other words, each row of a vector 

reports the presence of a selected motif in a protein sequence. Finally, a logistic regression 

model (Ruczinski I et al.,2003) is trained with the training data set, and its accuracy is 

calculated with five-fold cross-validation. The model construction scheme is done in python 

2.7 using the numpy, pandas and scikit-learn packages (Pedregosa F et al., 2011). When 

running logistic regression, a regularization constant of 1 and default parameters are used. 

Parameter Optimization Algorithm 

The feature generation function depends on the six parameters described in Table 

S3.1. Here, a modified grid-search optimization algorithm, Algorithm 3.2, chooses 

parameters for generalized classification problems based on the accuracy of five-fold cross-

validation using a logistic regression model. Briefly, it iterates over pairs of parameters to 

maximize accuracy, using maximal previous knowledge to inform future iterations. Each 

grid-search is initiated from a value of the parameter for the n-gram motifs (n) which is 

referred to here as the seed. 
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Algorithm 3.1 Logistic Regression Accuracy 
  
1: procedure logRegAcc(k, n, kp, np, y, c) 

2: Generate features using the given parameters 
3: Run logistic regression using the given features, and determine accuracy by five-fold 

cross validation 
4: return the accuracy from logistic regression 

 
   Algorithm 3.2 Modified Grid Search 
  
1: procedure ModifiedGridSearch(The parameters that yielded the best 

accuracy in logistic regression on the test set) 
2: for superSeed = 1,3,...25 do 

3: Initialize all parameters to superSeed 
4: while True do 

5: k = argmaxk logRegAcc(k,n,kp,np,y,c) 

6: n = argmaxn logRegAcc(k,n,kp,np,y,c) 

7: if k and n are unchanged then 

8: break 

9: while True do 

10: kp = argmaxkp logRegAcc(k,n,kp,np,y,c) 

11: np = argmaxnp logRegAcc(k,n,kp,np,y,c) 

12: if kp and np are unchanged then 

13: break 

14: while True do 

15: y = argmaxy logRegAcc(k,n,kp,np,y,c) 

16: c = argmaxc logRegAcc(k,n,kp,np,y,c) 

17: if y and c are unchanged then 

18: break 

19: return parameter values with best 5-fold cross validation accuracy from all trials. 
 

Run-Time Study of Optimization Algorithm 

A run-time study was executed on the optimization step using i2AMP-2L, Cypred, 

PreSTP, TumorHPD 1, TumorHPD 2, HemoPI 1, HemoPI 2, IGPred and PVPred dataset. 

Each dataset was fractioned into 1%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% 
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and 100% sequences of the different classes. Then the time required to optimize the 

parameters of each of fraction for each dataset were measured and plotted.  

Comparison of the Performance of N-Gram and Skip-Gram Based Feature Generation 
Models with and without Modifiers 

To observe the impact of the modifiers of n-grams and skip-grams (see equation 3, 5 

and 6 in the main text) on the prediction models, we have compared the features extracted 

from non-modified and modified n-gram and skip-gram models. To do that, we selected the 

parameter combination (see Supplement Table S3.1.) from the seed generating the best 

accuracy during optimization (see Algorithm 3.1 and 3.2 in the Supplement text) for each 

benchmark dataset and compared the corresponding accuracy without modifying the n and k 

parameters (by changing the parameters np and kp into 0 and c into 1). Thereafter, we 

compared the change of accuracy due to changing the parameters with a five-fold cross-

validation for each dataset.  

Comparison among Different Feature Generation Method and Classifier Combinations 

To check the suitability of other classifiers with the automated feature selection 

method in m-NGSG, we compared SVM with linear and non-linear kernels and K-nearest 

neighbors(KNN). We also compared the Quantitative Structure-Property Relationship 

(QSAR) based feature generation methods (1) combining with the same classifiers to observe 

the optimal combinations. For KNN and SVM with non-linear kernel (here we used rbf 

kernel) classifiers, we used the default parameters from the scikit-learn packages. We chose 

the Subchlo60 dataset from the Subchlo model (see Supplement Table S3.6.) because that 

data is a complex one to classify among the twelve benchmark datasets (see Supplement 
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Table S3.6.) as it contains the protein sequences less 60% identity which come from four 

different classes (see Supplementary Table S3.4.).  

 
Comparison among the Models with Noise in Subchlo60 Dataset   

To check the influence the data of random noise on different models, we added 8% 

random sequences for the four different classes of Subchlo60 dataset (see Supplement Table 

S3.6.). Thereafter, we compared the best feature-classifier combinations obtained from the 

classifier comparison in the previous section. This comparison was done with jackknife, five-

fold and ten-fold cross validations. 

 
Table S3.1. Description of parameters employed in m-NGSG (modified n-gram skip-gram) 

based feature generation from an individual sequence. 
 

n 
determines the maximum length of an n-gram 
motif 

k 
determines the maximum number of skips in a k-
skip-bi-gram 

 motif 

np 
determines the maximum length of an n-gram 
motif that gets 

 a positional value 

kp 
determines the maximum skips in a k-skip-bi-
gram motif that 

 gets a positional value 

y 
determines the positional buffering parameter in 
both n-gram 

 and k-skip-bi-gram motifs 

c 
determines the skip buffering parameter in k-skip-
bi-gram 

 motifs 
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Table S3.2. Comparison between cross-validation accuracies reported on different 
benchmark training datasets and the corresponding accuracies achieved employing the m-

NGSG model. Accuracies are displayed in percentage values. 

Classification dataset Reported m-NGSG
accuracy on 
the 

accuracy on
the

training set training set
Subchlo raw 89.69 91.59 
Subchlo60 67.18 73.92 
iAMP-2L 86.32 91.25 
Cypred 99.2 99.55 
PredSTP 94.3 96.66 
TumorHPD 1 82.52 83.4 
TumorHPD 2 80.28 82.55 
HemoPI 1 95.3 97.97 
HemoPI 2 78 79.5 
IGPred 96.92 91.66 
IGPred with feature selection 96.9 100 
PVPred 85.02 77.19 
PVPred with feature selection 85.02 93.48 

Table S3.3. Comparison between accuracies reported on independent test sets and the 
corresponding accuracies achieved employing the m-NGSG model. Accuracies are 

displayed in percentage values. 

Classification dataset Reported m-NGSG
accuracy on 
the 

accuracy on
the

test set test set
iAMP-2L 92.23 96.47 
CypredL 98.7 98.98 
HemoPI 1 96.4 99.54 
HemoPI 2 75.7 76.23 
IGPred 100 100 
IGPred with feature 
selection  100 100 
PVPred 86.66 93.33 
PVPred with feature 
selection 86.66 93.33 
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Table S3.4. Description of number of classes and class size the datasets used meta-
comparison. 

 
Data-set  Training set  Test 

 
Class
1 

Class
2 

Class
3 

Class
4 

Class
1 

Class
2 

Subchlo 60 71 516 90 NA NA 
Subchlo60 42 50 126 39 NA NA 
osFP 40 64 0 0 10 23 
iAMP-2L 843 2405 0 0 920 920 
Cypred 55 342 0 0 54 341 
PredSTP 145 442 0 0 NA NA 
TumorHP
D 1 651 651 0 0 NA NA 
TumorHP
D 2 469 469 0 0 NA NA 
HemoPI 1 442 442 0 0 110 110 
HemoPI 2 442 370 0 0 110 92 
IGPred 109 119 0 0 20 20 
PVPred 99 208 0 0 11 19 

 
 

Table S3.5. Comparison of evaluation matrices of the m-NGSG model with the feature 
generation methods used in osFP dataset. Accuracies are displayed in percentage values. 

 
Methods CV  Accu- CV MCC Test set Test set 
 racy%    Accu-  MCC  
     racy%    
AAC/DPC 72.13 ± 0.42 ± 72.89 ± 0.43 ± 
/TPC 4.18  0.08  7.08  0.15  
AC 70.71 ± 0.38 ± 70.30 ± 0.38 ± 
 4.45  0.09  8.55  0.18  
CTD 69.40 ± 0.39 ± 70.18 ± 0.38 ± 
 4.95  0.10  7.79  0.17  
Ctriad 68.64 ± 0.34 ± 71.26 ± 0.40 ± 
 5.99  0.12  8.36  0.17  
QSO 68.98 ± 0.34 ± 69.93 ± 0.37 ± 
 4.21  0.09  6.90  0.14  
PseAAC 69.39 ± 0.35 ± 69.67 ± 0.36 ± 
 4.97  0.10  8.03  0.17  
m-NGSG 78.02 ± 0.50 ± 79.21 ± 0.54 ± 
 0.93  0.02  1.47  0.03  
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Table S3.6. Description of the models those are used in meta-comparison. 

Model 
Name 

Dataset Description Original Feature 
Extraction 
Method 

Classifier 

Subchlo Two pair of training 
datasets of protein 
sequences from 4 classes 
based on their 
localization in 
choloplast. One dataset 
includes the raw 
sequences of proteins 
here annotated as 
“Subchlo raw”. Another 
dataset consists of 
sequences less than 
60% identity annotated 
as “Subchlo60” 

Pseudo Amino 
acid 
composition 
(PseAAC) 

Evidence theoretic 
K-nearest
neighbor(ET-
KNN) with a
jackknife cross
validation.

osFP One pair of training and 
testing dataset of protein 
sequences from 2 classes 
(monomer vs oligomer) 
based on oligomeric 
states of proteins. We 
selected 
the benchmark protein 
sequences less than 95% 
identity. 

AAC/DPC/TPC, 
AC, CTD, 
Ctriad, QSO, 
PseAAC 

Features having a 
threshold 0.7 for 
the Pearson 
correlation 
coefficient were 
removed.Decision 
tree with ten-fold 
cross 
validation 
following splitting 
the whole 
training set into 
80% and 20% 
training 
and test set 
respectively. This 
process was 
repeated for 100 
time to get an 
unbiased 
confidence 
interval of the 
accuracy. 

iAMP-2L One pair of training and 
test dataset of two 
classes of protein 
sequences based on 
antimicrobial activity 

PseAAC fuzzy k nearest 
neighborhood 
(FKNN)     
with a Jackknife 
cross validation. 

Cypred One pair of training and 
test dataset consist of 
two classes of sequences 
based on cyclic and 
noncyclic structure. 

AAC, 
cyclicpeptide 
specific motifs 

SVM with (RBF) 
kernel coupled 
with 
10-fold cross
validation.
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PredSTP One training dataset 
divided into two classes 
based the cysteine 
bonding pattern in the 
3D structure of the 
proteins. 

Normalized 
distance 
between cystine 
pairs 
explained along 
with 
hydrophobic, 
hydrophilic, 
neutral and 
count of some 
other 
amino acids. 

SVM with RBF 
kernel coupled 
with 
200-fold cross 
validation. 

TumorHPD Two training datasets 
annotated as TumorHPD 
1 and TumorHPD 2 in 
this paper. The 
sequences are divided in 
two classes based on 
their affinity to tumor 
cells. TumorHPD 1 
consists the raw 
protein sequences while 
TumorHPD 2 consists 
only the sequences not 
more than 10 amino 
acids long. 

AAC, DPC, 
BPP 

SVM with 5-fold 
cross validation. 

HemoPI Three pairs of training 
and test set annotated as 
HemoPI, semiHemoPI 
and nonHemoPI two in 
the paper which contains 
hemolytic, 
semihemolytic and 
nonhemolytic peptides, 
respectively. Here we 
compared model that 
classifies the raw 
hemolytic and 
nonhemolytic peptides 
annotated as HemoPI 1, 
and the model that 
classifies hemolytic and 
semihemolytic peptides 
annotated as HemoPI 2 

AAC, DPC, 
BPP 

SVM with 5-fold 
cross validation. 

IGPred One pair of training and 
test set those are divided 
into two classes those 
fall into two 
groups: immunoglobulin 
and 
nonimmunoglobulin 

PseAAC 
followed by 
ANOVA based 
feature 
Selection 
technique 

SVM with RBF 
kernel coupled 
with a 
Jackknife cross 
validation. 

PVPred One pair of training and 
test set those are divided 
into two classes those 
fall into two   
groups: virion and 
nonvirion. 

g-gap dipeptide 
composition 
plus  
PseAAC 
followed by 
ANOVA 
based feature 
Selection 

SVM with RBF 
kernel coupled 
with a 
Jackknife cross 
validation. 
 

Abbreviations: PseAAC = Pseudo amino acid composition; APC = Amino acid composition; DPC = 
Dipeptide composition; TPC= Tripeptide composition; AC = Auto correlation; CTD = 
Composition,Transition, Distribution; Ctraid= Conjoint triad; QSO=Quasi-sequence-order; BPP = binary 
profile pattern (presence or absence of a motif of interest) 
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Figure.S3.1. Illustrates the optimum values of individual parameters generated from each 
seed for a specific dataset. The values of the six parameters were optimized from thirteen 
different seeds (the initial value of n). Each column in the panels (n, k, np, kp, y, c) assign 
the parameters and each row represent individual dataset. The X axis shows the value of 
the parameters, while the y axis represents an individual seed. 
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Figure S3.2. Represents the accuracies resulted from different seeds in a specific dataset. 
Each subplot represents an individual dataset. The x axis shows seed identities and the y 
axis shows the accuracy values. 
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Figure S3.3. The percent change of accuracy for each seed compared to the mode 
accuracy of all the seeds for a specific dataset. The smaller the percentage deviation from 
the mode value, the better its convergence. iAMP-2L, Cypred, TumorHPD 1, TumorHPD 
2, IGPred and PVPred showed perfect convergence, while the other datasets shows 
convergence for most of the seeds. 
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Figure S3.4. Performance of accuracies with number of features used. The features were 
added based on their importance according to ANOVA analysis. Using less features 
increase the cross-validation accuracy while a decrease of accuracy on the independent 
test set is evident as less features engender a bias cross validation. Figure A and B show 
the effect on accuracy and MCC values with increasing number of features on IGPred 
and PVPred datasets, respectively. 
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Figure S3.5. Represents the increase of five-fold cross-validation accuracies resulted 
from addition of positional values (np and kp), position value buffering(y) and skip-
buffering(c) parameters for each dataset. Each bar represents an individual dataset and 
the height of the bars represent the percentage increase of accuracies compared the 
features generated using n-grams and skip-grams. 

Figure S3.6. Comparison of accuracies among different combinations of feature 
generation models and classifiers on the Subchlo60 dataset. Combination of m-NGSG 
with a linear SVM or a Logistic regression shows the best accuracy. The description of 
the other feature generation described in the abbreviations part of Supplementary Table 
S6. 
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Figure S3.7. comparison of accuracies between Subchlo60 original and data and data 
with noise among different QSAR and Amino Acid composition related, and m-NGSG 
feature generation models. Each group of bars indicates the type of the feature generation 
model with the optimal classifier. Height of the bars represent the accuracies and color of 
the bars represent different k-fold cross-validations. m-NGSG coupled with a Logistic 
Regression shows the best accuracies for each k-fold cross-validation. 
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Figure S3.8. Illustrates the run-time profile during optimization for different datasets. 
Each subplot represent run-time for different percentage fractions of a dataset. The X-
axis of a subplot indicates each percentage fraction and Y-axis indicates the run-time of 
optimization in seconds.The title of the subplot denotes the specific dataset. The number 
of sequences of 100% in iAMP-2L, Cypred, PredSTP, TumorHPD 1, TumorHPD 2, 
HemoPI 1, HemoPI 2, IGPred, PVPred are 3248, 397, 587, 1302, 938, 884, 812, 228, 
307, respectively. Analysis was performed on a PowerEdge R630, with 32-CPUs @ 
2.4Gz, 64 GB RAM, running Red Hat Enterprise Linux 7. 
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CHAPTER FOUR 
 

Assigning Biological Function Using Hidden Signatures in Cystine-Stabilized Peptide 
Sequences 

 
 

Abstract 
 

Cystine-stabilized peptides have great utility as they naturally block ion channels, 

inhibit acetylcholine receptors, or inactivate microbes. However, only a tiny fraction of 

these peptides has been characterized. Exploration for novel peptides most efficiently 

starts with the identification of candidates from genome sequence data. Unfortunately, 

though cystine-stabilized peptides have shared structures, they have low DNA sequence 

similarity, restricting the utility of BLAST and even more powerful sequence alignment-

based annotation algorithms, such as PSI-BLAST and HMMER. In contrast, a supervised 

machine learning approach may improve discovery and function assignment of these 

peptides. To this end, we utilized our previously described m-NGSG algorithm, which 

utilizes hidden signatures embedded in peptide primary sequences that define and 

categorize structural or functional classes of peptides. From the generalized m-NGSG 

framework, we derived five specific models that categorize cystine-stabilized peptide 

sequences into specific functional classes. When compared with PSI-BLAST, HMMER 

and existing function-specific models, our novel approach consistently demonstrates 

superior performance in discovery and function-assignment. We also report an interactive 

version of CSPred, available through download (https://bitbucket.org/sm_islam/cystine-

stabilized-proteins/src) or web interface (watson.ecs.baylor.edu/cspred), for the discovery 

of cystine-stabilized peptides of specific function from genomic datasets and for genome 
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annotation.  We fully describe, in the Availability section following in the Discussion, the 

quick and simple usage of the CsPred website to automatically deliver function 

assignments for batch submissions of peptide sequences. 

Introduction 

Cystine-stabilized peptides are impressively abundant and widespread across the 

taxa. They form the neurotoxic venom fraction of spiders (King and Hardy 2013), snakes 

(Chan et al. 2016), scorpions(Ortiz et al. 2015), sea anemones(Frazão, Vasconcelos, and 

Antunes 2012), jellyfish, corals and conch (Akondi et al. 2014)and may be specific for 

insects, mammals, or reptiles. Other cystine-stabilized peptides serve as antimicrobials 

(Nguyen, Haney, and Vogel 2011) and defensins in humans, insects, fungi, plants and 

most other taxa. Functionally, the venom peptides include sodium (Munasinghe and 

Christie 2015), calcium (Bourinet and Zamponi 2016) and potassium (Norton and 

Chandy 2017) ion channel blockers, acetylcholine receptor inhibitors (Dutertre, Nicke, 

and Tsetlin 2017), or protease inhibitors (Mourão and Schwartz 2013). Antimicrobial 

peptides generally act as membrane disrupters specifically against bacterial or fungal 

cells, but, due to their ability to penetrate cell membranes, they can also enter eukaryotic 

cells to act on host DNA directly and to modulate immune responses (Nguyen, Haney, 

and Vogel 2011). The stability of these peptides and their specific and powerful functions 

make them strong candidates for a variety of medical and agricultural applications, 

including pain relief, disruption of cancer development, and environmentally friendly 

insecticides, fungicides and bactericides, delivered either directly or via transgenes. 

However, only a tiny fraction of cystine-stabilized peptides has been characterized 

experimentally (Mobli, Undheim, and Rash 2017; Silverstein et al. 2007; Kuzmenkov, 
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Grishin, and Vassilevski 2015). To sort through the huge number of remaining cystine-

stabilized peptides present in such a wide range of genomes for the purpose of classifying 

each of these peptides into one of the disparate functional groups, an efficient automated 

approach is warranted. 

Sequence identity of the cystine-stabilized peptides varies broadly and can 

be distributed into different structural/motif and family-based (the native source of 

a peptide) classes (Cheek, Krishna, and Grishin 2006). For example, the scorpion toxin-

like superfamily (Kuzmenkov, Grishin, and Vassilevski 2015; Santibáñez-López and 

Possani 2015; Possani et al. 1999), agatoxins (Adams 2004), and conotoxins (Olivera et 

al. 1985) are examples of family-based classes, while STPs (S. M. A. Islam et al. 2015), 

NTPs(S. M. A. Islam et al. 2015), cyclotides (Craik, Simonsen, and Daly 2002) and 

knottins (Gracy et al. 2007) are examples of structure or motif-based classes. Because 

of the high degree of heterogeneity in their primary sequences, several sequence 

alignment independent models have been reported to classify the structure the 

family of cystine-stabilized /disulfide-rich. For instances, Cypred (Kedarisetti et al. 

2014) predicts cyclic peptides including cyclotides; Knotter 1D predict peptides with ICK 

motifs (Gelly 2004); iCTX-Type predicts types of Conotoxins targeting Ion Channels 

(Ding et al. 2014); PredCSF predicts conotoxin superfamily from the 

primary protein sequences(Fan et al. 2011); and, PredSTP predicts sequential tri-disulfide 

motifs in cysteine rich peptide (S. M. A. Islam et al. 2015). While the currently published 

models either classify the structural proprotein or predict the family of the 

peptides none of those are dedicated to predicting functional 

characteristics in a family or structure agnostic fashion. However, a specific functional 
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group of cystine-stabilized peptides often come from different family or structural 

classes. Thus, the family or structure/motif-based classification will not reveal 

the functional characteristic of a peptide. Under this context, it is necessary to develop a 

sequence alignment independent model to discover the functional characteristics in a 

family of origin or structure agnostic fashion. 

Machine learning-based supervised models are widely used to predict the 

functional and structural class of proteins which are difficult to predict using sequence 

alignment-based algorithms. However, it is imperative to extract the relevant feature 

vectors (descriptors) and to implement an optimized classification algorithm to get 

expected performance from a model.  Several classification algorithms have already been 

exploited to predict protein characteristics from the primary sequences (Sharma et al. 

2013; Simeon et al. 2016; Du, Cao, and Li 2009), but, extracting proper descriptors from 

protein sequences remains a challenging task. A number of descriptors, such as amino 

acid composition (Zhang and Fang 2008) , autocorrelation (Xia, Han, and Huang 2010), 

CTD (composition, transition, and distribution) (Dubchak et al. 1995), conjoint triads 

(Chang, Syu, and Lin 2010) and pseudo amino acid compositions (Shen and Chou 2008) 

are routinely used to build machine learning-based models. Recently, we demonstrated a 

complete pipeline of a classifier constructor where the feature generation model is 

integrated with a logistic regression algorithm (S. M. A. Islam et al. 2017) . This training 

set pipeline is denoted as mNGSG (modified n-gram and skip-gram) where a modified n-

grams (Keˇselj et al. 2003)and skip-grams-based (Guthrie et al. 2006) framework is used 

to generate descriptors from the protein sequences and utilize the hidden signatures from 

the descriptors for the supervised classification(S. A. Islam et al. 2017). In a this study, 
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we found m-NGSG to be  more accurate than other commonly used descriptors which 

underpin this as a pipeline to construct reliable supervised prediction models (S. M. A. 

Islam et al. 2017).  

In this study, we applied m-NGSG to build five individual models to predict ion 

channel blockers, antimicrobial peptides, acetylcholine receptor inhibitors, serine 

protease inhibitors, and hemolytic proteins from disulfide stabilized 

proteins. Identification of hemolytic characteristics will allow the researcher to eliminate 

from consideration proteins cytotoxic to humans. The results demonstrate superiority 

of m-NGSG-based models to PSI-BLAST (Altschul 1997) with different E-values, 

HMMER (Finn, Clements, and Eddy 2011) and other available models. Finally, we 

constructed CSPred model which combines the results of the five different models and 

gives a probability score for the five important functional characteristics of cystine-

stabilized proteins.  Since the ion channel blockers is consists of three major subclasses: 

sodium, potassium and calcium channel blockers, we also constructed three classifiers to 

see ability of m-NGSG  to classify the ion channel blockers into those three subclasses.    

 
Methods and Materials 

 

Data Acquisition and Preparation 

The positive and negative datasets for ion channel blockers (ICB), antimicrobial 

peptides (AMP), acetylcholine receptor inhibitors (ACRI), serine protease inhibitors 

(SPI), and hemolytic proteins (HLP) are generated by obtaining protein sequences from 

UniprotKB (knowledgebase) (Boeckmann 2003) using the search keys mentioned in 

Supplement Table S4.1. All the protein sequences, including positive and negative 

classes, contain a minimum of one disulfide bond and a chain size of less than 150 amino 
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acid residues. Thereafter, the protein sequences are curated manually based on the 

functional attribute for each entry. A part of the HLP positive dataset is collected from 

the HemoPI server (Chaudhary et al. 2016). Here, only the sequences containing a 

minimum of one pair of cysteines are selected from the dataset. The CD-HIT software 

(Huang et al. 2010) is used to organize sequences based on identity thresh-holds to 

generate final datasets for each functional group of the cysteine  stabilized proteins (See 

Supplement Table S4.1). From the positive and negative datasets of each selected 

functional group, 90% of the chains are retained for training sets, while 10% of the chains 

are reserved for out-of-sample test sets using a random shuffle-split process. The 

numbers of chains in each training and test sets are mentioned in Supplement Table S4.1.  

Further, to construct a separate compound model to classify the ICB into three different 

subclasses, we made three separate models using six different training sets which are 

listed in Supplement Table S4.2. The ICB classifier were contracted to classify the ICBs 

into sodium, potassium and calcium channel blockers which are three main subclasses of 

ICB.  

Table 4.1: Comparison of evaluation matrices between the training and the out-of-sample 
test sets for each functional group-based model. The precision, recall and accuracy values 

are shown in percentages. 

Model Precision Recall F1-Score Accuracy MCC 
Training 
set 

Test 
set 

Training 
set 

Test 
set 

Training 
set 

Test 
set 

Training 
set 

Test 
set 

Training 
set 

Test 
set 

ICB 91.25 95.58 83.80 92.85 0.87 0.94 89.67 95.32 0.78 0.90 
AMP 86.56 85.96 77.08 81.66 0.81 0.84 86.33 87.74 0.71 0.74 
ACRI 100.00 100.00 0.80 63.63 0.89 0.78 95.23 92.00 0.87 0.76 
SPI 97.52 96.43 79.66 81.81 0.88 0.88 91.90 92.55 0.83 0.84 
HLP 86.07 92.30 86.66 80.00 0.86 0.86 89.39 89.47 0.78 0.78 

Abbreviations: ICB = Ion channel blocker; AMP = Antimicrobial peptide; ACRI = Acetylcholine receptor 
inhibitor; SPI= Serine protease inhibitor; HLP = Hemolytic protein 
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Model Construction Using m-NGSG 

Five different binary classifiers are constructed to predict each of the five selected 

functional classes using the m-NGSG algorithm(S. M. A. Islam et al. 2017) . The m-

NGSG algorithm (avialable at https://bitbucket.org/sm_ islam/mngsg/src) offers an 

integrated and fully automated feature generation method followed by a logistic 

regression-based model construction, feature generation, and parameter optimization as 

described in(S. M. A. Islam et al. 2017).  Parameter optimizations employed five-fold 

cross-validation using appropriate training sets. Supplement Table S4.3 illustrates the 

parameters selected by the m-NGSG optimizer for each functional group specific model. 

A combined model CSPred is further derived from the result aggregation of the five-

individual function-based models. A diagram of the CSPred model construction is 

delineated in Figure 4.1.  

 
Figure 4.1: Work flow of the construction and application of CSPred. 

 
 
Model Evaluation 

The performances of all five models were evaluated using a five-fold cross-

validation. Precision (eq. 1), recall (eq. 2), F1-score (eq. 3), accuracy (eq. 4), and Mathews 

Correlation Coefficient (MCC) (eq. 5) values are calculated for each model as the 

evaluation matrices. For calculation of these evaluation matrices, the confusion matrices 
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were constructed to calculate the True Positives (TP), False Positives (FP), True Negatives 

(TN) and False Negatives (FN). TP and TN are correctly predicted positive and negative 

data points, respectively. Similarly, FP and FN are incorrectly predicted positive and 

negative data points, respectively. From TP, TN, FP, and FN, the evaluation matrices were 

calculated using the following equations:   

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௉

்௉ାி௉ 
 (eq. 4.1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்௉

்௉ାிே 
 (eq. 4.2) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
ଶ்௉

ଶ்௉ାி௉ାிே 
 (eq. 4.3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்௉ା்ே

்௉ା்ேାி௉ାி
 (eq. 4.4) 

𝑀𝐶𝐶 =
(்௉×்ே)ି(ி௉×ிே)

ඥ(்௉ା )(்௉ାிே)(்ேାி )(்ேାிே)
 (eq. 4.5) 

Comparison with PSI-BLAST and HMMER 

The performance of each model except the subclasses of ICB is compared with 

PSI-BLAST (Altschul 1997) and HMMER (Finn, Clements, and Eddy 2011). The ncbi-

blast-2.5.0+ standalone software was downloaded to run PSI-BLAST on a local 

computer. Similarly, hmmer 3.1b2 was installed in linux operating system. Phmmer 

function was used to run hmmer with the default parameters.  The evaluation matrices are 

calculated for the identical training sets with PSI-BLAST using five-fold cross-

validation. During cross-validation with both PSI-BLAST and phmmer, the training set 

was employed to make the database, and the test set is used as the query. Class of each 

query sequence was predicted by the highest matching score with the sequences in the 

database. For PSI BLAST, the same cross-validation were conducted by taking the 
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thresh-hold E-value 0.01, 0.05, 0.1, 0.5, 1.0 and 5.0 with five iterations. All other 

parameters were kept the default. Afterwards, the sequence of the out-of-sample test sets 

from each functional group is predicted keeping the sequence of the corresponding 

training sets as databases. 

 
Comparison with Other Available Models 

We searched for other available models dedicated to classifying any of the five 

functional groups. We found iAMP-2L (Xiao et al. 2013) and CAMPR3 (Waghu et al. 

2016) are available to predict antimicrobial peptides, but not limited to predict cysteine  

stabilized peptides. We also compare the performance of our AMP model with iAMP-2L 

and CAMPR3. CAMPR3 offers four different classifiers to predict AMPs: Support Vector 

Machine (SVM), Random Forest (RF), Artificial Neural Network (ANN), Discriminant 

Analysis (DA). We compared our AMP model with all classifiers offered by CAMPR3 

using the out-of-sample test set and calculated precision, recall, F1-score, accuracy and 

MCC values. Similarly, there HemoPI (Chaudhary et al. 2016) model dedicated to 

predicting haemolytic peptides. Therefore, we also compared our HLP model with 

HemoPI using the out-of-sample test set of HLP and calculated evaluation matrices.    

 
Results 

 
Evaluation of the m-NGSG-Based Models 

ICB, AMP, ACRI, SPI and HLP represent five different functional class-based 

models constructed using the m-NGSG algorithm(S. M. A. Islam et al. 2017) . Each 

model was evaluated using precision, recall, F1-score, Accuracy and MCC scores based 

on a five-fold cross-validation against a training set. The evaluation matrices are reported 
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in Table 4.1.  The accuracy of the five models range from 86.33% to 95.2% where AMP 

and ACRI rendered the lowest and highest accuracy, respectively. The models also 

generated F1-Scores ranging from 0.81 to 0.89 and MCC scores ranging from 0.74 to 

0.90.   

To judge the robustness of our approach, it is imperative to compare the 

performance of the model against established reliable available methods. PSI-BLAST 

and HMMER are used for generalized comparison, while other comparison groups are 

more specific. iAMP-2L and CAMPR3 are used to evaluate performance against AMPs, 

and MemoPI for HLP. The models those classify the ICB proteins into the sodium, 

potassium and calcium channel blockers were evaluated by AUC, accuracy, MCC values 

using a five-fold cross-validation and out of sample test set (Supplement Figure S4.5). 

Based on the evaluation matrices, it can be said that m-NGSG demonstrate a quite good 

performance to separate the subclasses of the ICB proteins.  

Comparison of the Evaluation Matrices and Area Under Curve (AUC) with PSI-BLAST 
and HMMER 

PSI-BLAST is a dependable and widely used algorithm to discover distantly 

related protein sequence using PSSM matrices (Altschul 1997). On the other hand, 

HMMER is a Hidden Markov Model-based algorithm designed to detect remote 

homologs with a high sensitivity (Finn, Clements, and Eddy 2011). Therefore, we 

compared the performance of each constructed model with PSI-BLAST and HMMER for 

the corresponding training sets using a five-fold cross-validation. Supplement Figure S4.1 

shows an extensive comparison among the m-NGSG based models, HMMER and PSI-

BLAST models made with different E-values. Precision, recall, F1-score, accuracy and 
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MCC values are used to evaluate the models against PSI-BLAST. Figure 4.2A and 

Supplement Figure S4.2 specifically shows the comparison of the MCC values of each 

training sets with PSI-BLAST and HMMER. Figure 4.2B and Supplement Figure S4.3 

illustrates the standard deviation of the MCC values generated from different folds using 

different models. The area under curve (AUC) for the five-different m-NGSG-based 

models were also compared with PSI-BLAST and HMMER using the corresponding 

training sets. The E-values yielding the best MCC values for each function-based training 

sets were used to run a PSI-BLAST for the comparison. Figure S4.3 shows the receiver 

operating characteristic (ROC) curves for m-NGSG-based models with a side by side 

area under curve (AUC) comparison among each m-NGSG-based model and the 

corresponding PSI-BLAST and HMMER-based models. For the five training sets, m-

NGSG based models generated better AUCs compared to the corresponding PSI BLAST 

and HMMER based models.      

 
Comparison of the Evaluation Matrices with PSI-BLAST and HMMER on the Out-of-
Sample Test Set 

 
Versatility of the five m-NGSG based models were tested by comparing their 

performance with PSI-BLAST and HMMER on the corresponding out-of-sample test set. 

We imported the same E-values from the ROC curve comparison to run the PSI-BLAST 

on the test sets. The MCC values were measured for each model and the corresponding 

PSI-BLAST and HMMER to achieve an appropriate comparison. Figure 4.4 displays 

comparative bar plots which illustrate the MCC values on the out-of-sample test set 

produces five different models and PSI-BLAST. According to Figure 4.4, each of the five 

models shows better MCC values compared to their equivalent PSI-BLAST results while 
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four models except AMP show better MCC value than HMMER. In case of AMP, both 

m-NGSG-based model and HMMER shows the same MCC value (0.74).

Comparison of AMP and Hemolytic Peptide Prediction Models with other Currently 
Available Models 

Along with PSI-BLAST and HMMER, we used the iAMP-2L 44 and CAMPR3 45 

models to predict antimicrobial peptides (AMP), and the HemoPI 42 algorithm to predict 

hemolytic peptides. While it is important to note that none of these models are dedicated 

to the identification of only cystine-  stabilized peptides, their performance parameters 

should generalize to their prediction. We compared performances of iAMP-L2 and 

CAMPR3 with our m-NGSG-based AMP model and HemoPI with the m-NGSG-based 

HLP model using the corresponding out-of-sample test sets. Figure 4.5 shows the 

comparative precision, recall, accuracy and MCC values among different models. Among 

the other available models, CAMP-ANN showed the highest precision score 0.43 or 43% 

while the precision score produced by m-NGSG-based AMP model was 0.85. CAMP-

SVM showed a slightly better recall score than m-NGSG, 0.83 and 0.81, respectively. 

Overall, the best accuracy score was generated by iAMP-2L (0.54), but it was far less than 

the accuracy score produced by m-NGSG, which was 0.75. Finally, the highest MCC score 

was generated by CAMP-ANN (0.13) which was also well below the MCC score of m-

NGSG (0.74) (see Figure 4.5).  Similarly, Supplement Figure S4.4 illustrates the 

comparison on the out-of-sample HLP test set among Hemo PI, PSI-BLAST and m-NGSG. 

Here, precision, recall, accuracy and MCC scores of HemoPI are 0.55 (55%), 0.67 (66%), 

0.66 (66%) and 0.31, respectively. These are lower than corresponding scores of m-NGSG-

based HLP. 
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Figure 4.2: The depth of performance-consistency for each model. Figure 4.2A (upper panel) illustrates the 
comparison of MCC (Mathews Correlation Coefficients) among PSI-BLAST (E-value 0.1 and 1), m-
NGSG and HMMER. The Y-axis indicates different function-based models; the X-axis indicates the MCC 
values with their standard errors. Each gray-scaled bar plot depicts the method used to build the models. 
Figure 4.2B (lower panel) illustrates the comparison of standard deviations of MCC (Mathews Correlation 
Coefficients) scores among PSI-BLAST (E-value 0.1 and 1), m-NGSG and HMMER. The Y-axis indicates 
different function-based models; the X-axis indicates the standard deviations of the MCC values with their 
standard errors. Each gray-scaled bar plot depicts the method used to build the models.  Here the, higher the 
standard deviation, the lower the performance-consistency. The m-NGSG-based models shows standard 
deviations of MCC values lower than 0.05 for each model while HMMER and PSI-BLAST shows high 
standard deviations for a few models.Please see Supplement Figure S4.2 and S4.3 for more details. 
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Figure 4.3: Description of AUC (area under the curve) among m-NGSG, HMMER and 
PSI-BLAST with the best MCC value. The left panel indicates the receiver operating 
characteristics of m-NGSG-based models. The right panel indicates the comparison of 
AUC among m-NGSG,  PSI-BLAST and HMMER for the corresponding function-based 
model. The height of each bar represents the AUC for each method. m-NGSG-based 
models demonstrates better AUC than PSI-BLAST and HMMER. 
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Figure 4.4: Comparison of MCC values on the out-of-sample test set with each function-
based model using m-NGSG, PSI-BLAST or HMMER. While the MCC scores of 
HMMER are comparable for the AMP and ACRI test tests, the MCC score for ICB, SPI 
and HLP are noticeably lower compared to the m-NGSG-based models. 
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Figure 4.5: The precision, recall, accuracy and MCC values obtained applying iAMP-2L, 
CAMP SVM, CAMP RF, CAMP ANN, CAMP DA, PSI-BLAST E-value 0.1 and AMP 
(m-NGSG-based AMP model) on the out-of-sample AMP test set. Figure 4.5A illustrates 
that precision values of iAMP-2L and CAMP models are considerably lower than the m-
NGSG based model. Figure 4.5B illustrates that the recall values of the CAMP models 
are comparable to the m-NGSG-based model while iAMP-2L demonstrates a noticeably 
lower recall value. Figures 4.5C and 5D shows considerably low MCC and accuracy 
values displayed by iAMP-2L and CAMP models compared to PSI-BLAST and m-
NGSG. 

Discussion 

In this study, we constructed five different functional classifiers of cystine-  

stabilized peptides and combined them to build the CSPred model which predicts the 

probability of the selected five functional characteristics of query peptide sequences. 

After building a model, the most import step is to assess its performance using a k-fold 

cross-validation and out-of-sample test sets. We have performed this step carefully using 

a five-fold cross-validation and an out-of-sample test set for each of the five models. 

Table 4.1 shows a comprehensive comparison among evaluation matrices for each model. 
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The cross- validation accuracy ranged from ~86% to ~95% for the models. The 

accuracies on the out-of-sample test sets were concordant to the cross-validation 

accuracies. No big difference was detected between the accuracies for the models except 

the ICB model where the difference between the test and training set was ~5%. However, 

the increase of accuracy on the test set indicates versatility of the ICB model. The other 

evaluation matrices such as F1-score and MCC were also quite consistent between the 

training and test set (see Table 4.1). The comparative analysis between among the 

evaluation matrices explains the adaptability of each different function-based model.  

The ultimate success and novelty of a machine learning-based model depend on 

its superiority than other concurrent algorithms. PSI-BLAST and HMMER are successful 

and widely accepted algorithms to discover distantly related protein chains. Therefore, 

we compared the performance of each five function-based model with PSI-BLAST and 

HMMER using the corresponding training and out-of-sample sets. One complexity and 

disadvantage to working with PSI-BLAST is choosing the optimal E-value; it is 

challenging to select an E-value that will give the best results. Supplement Figure S4.1 

shows a clear superiority of m-NGSG-based methods over the equivalent PSI-BLAST 

with different E-values and HMMER except better recall values obtained by HMMER 

compared to m-NGSG based models. That explains only a better sensitivity of HMMER 

than m-NGSG models but not the overall performance.  The MCC score is chosen over 

an accuracy score for further comparison because MCC is more robust and reflects the 

sensitivity, specificity, precision and false negative rate while accuracy only reflects the 

average of sensitivity and specificity of a model (Powers, David Martin 2011). Similar to 

the training set, m-NGSG-based models showed better MCC values on the out-of-sample 
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test sets compared to the corresponding HMMER and PSI-BLAST with the optimized E-

values, Figure 4.4. This result demonstrates consistently better performance over 

HMMER and PSI-BLAST and unbiased behavior of the m-NGSG-based models. 

In addition to PSI-BLAST and HMMER, we compared the m-NGSG-based 

model with other available function specific prediction models. There are two available 

models to predict antimicrobial peptides: iAMP-2l and CAMPR3. CAMPR3 also has four 

different classifiers to perform the antimicrobial peptide prediction which are SVM, RF, 

ANN, and DA. We evaluated all the models by computing the four evaluation matrices 

(described in Figure 4.5) on the out-of-sample test sets. The performance of iAMP-2L 

and CAMPR3 were significantly low compared to PSI-BLAST and m-NGSG-based AMP 

model.  The reason is possibly the training sets are not optimized to predict the cystine-

stabilized AMPs. The similar results are found when we compared HemoPI (see 

Supplement Figure S4.4 ) with the m-NGSG-based HLP model. These results indicated 

that the m-NGSG-based models are superior to any other concurrent algorithms to 

classify functions of cystine-stabilized peptides.  

Several cystine-stabilized peptides have already been licensed for clinical or 

agricultural use. This small fraction demonstrates the potential for new applications 

hidden among the thousands of undiscovered cystine-stabilized peptide sequences in 

genomes across many taxa. A voltage-gated calcium channel blocker cystine-stabilized 

peptide (Hv1a) from spider venom (Herzig and King 2015) is now the primary product of 

Vestaron, Inc., with commercial production in E. coli for broad-scale application on crops 

plants as an eco-friendly insecticide that degrades within two weeks after application. 

This same spider peptide has been fused to a targeting moiety by another group to 
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specifically target aphids as a transgene in plants (Bonning et al. 2013). In our own lab 

(CMK), antimicrobial cystine-stabilized peptides have been targeted for specific toxicity 

individual pathogenic bacterial species, with nontarget toxicity greatly reduced (Islam et 

al., unpublished data).  This has implications for antibiotic treatment without the 

disruption of the native microbiome. Clinically, alpha-bungarotoxin has a long history of 

use in isolating and identifying specific acetylchloline receptors and in the diagnosis of 

myasthenia gravis (Dutertre, Nicke, and Tsetlin 2017). Aprotinin has been shown 

clinically effective against flu infection by inhibiting protease cleavage of HA0 to HA1 

and HA2 (Zhirnov, Klenk, and Wright 2011). Other obvious applications for peptide-

based protease inhibitors would be against HIV and HCV protease targets. The calcium 

channel blocker from conch, ziconotide (Prialt), is used clinically as a pain reliever 

(Bourinet and Zamponi 2016). The chloride channel blocker from scorpion, chlorotoxin, 

reached Phase III trials as a treatment for glioblastoma cancer (Cohen-Inbar and Zaaroor 

2016). Linaclotide, a cystine-stabilized peptide, is licensed for clinical use orally against 

irritable bowel syndrome (Layer and Stanghellini 2014). Thus, a diverse array of different 

cystine-stabilized peptides has realized commercial application. 

The present set of algorithms can be used by any researcher for data mining of 

genomic data in order to rapidly accrue a set of candidate cystine-stabilized peptide 

sequences with the desired chemical functionality. The short and simple process is 

detailed below in the Availability section. This analytical capability has several practical 

outcomes. First, such genes could be upregulated in the source organism to avoid the use 

of foreign transgenes, such as upregulating native antimicrobial peptides in crop plants to 

fight plant disease. Second, a bank of channel blockers, for example, could be 
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constructed from data mining a variety of genomes across several taxa in order to test an 

array of divergent sequences for functionality after expression of the peptides in the wet 

lab. Novel or more powerful activities might be found from such surveys as well as from 

hybrids created from this bank of sequences. Finally, some basic questions may be asked 

once a fuller survey of cystine-stabilized peptides is completed for a given organism. For 

example, Beta-amyloid peptide is an acetylcholine receptor blocker and came to 

prominence as the main constituent of plaque deposits symptomatic in Alzheimer's 

Disease (Murphy and LeVine 2010). Are there other, as yet uncharacterized, 

acetylchloline receptor blockers expressed from the human genome which may be 

associated with other diseases?  It could also be asked if there is a natural pain relief 

functionality provided by cystine-stabilized peptides already encoded in the human 

genome. Existing transcriptomics data can be used to answer these questions once the 

peptides are properly characterized. These same sorts of questions could be asked for the 

many other functions associated with cystine-stabilized peptides found in other taxa as 

we explored the human genome for these peptide sequences.  

Availability 

CSPred is an open source collaborative initiative available in the bitbucket 

repository (https://bitbucket.org/sm_islam/cystine-stabilized-proteins/src). It is also 

publicly available as a free web application in watson.ecs.baylor.edu/cspred . The web 

server provides an accessibility to the CSPred which doesn’t need any computational 

experience to use the model. Posting the web address (watson.ecs.baylor.edu/cspred) on a 

web browser will take the user to the CSPred webpage. There, the user needs to upload 

the fasta file of the unknown protein sequences and click the submit button. That action 
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will trigger the prediction process and might take a few second to display the prediction 

result. The result page will show six columns. The first column will be the protein ID 

labels of the fasta sequences. The second, third, fourth, fifth, and sixth columns will 

display the probability value of being an ICB, AMP, ACRI, SRI, and HLP, respectively, 

for each sequence submitted.  Thus, the web interface provides a simple avenue to 

categorize submitted protein sequences according to these five functional characteristics, 

and does so utilizing a high-throughput, batch-style input.  The sub classifiers of ICB are 

not included in CSPred. However, all the training and test datasets are provided as a 

supplement so that users can also make their own models or reproduce the same models 

using the m-NGSG framework that is available at watson.ecs.baylor.edu/ngsg.  
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Supplemental Data 

Table S4.1. Description of dataset for each of the five selected classes of cystine-
stabilized peptide, their sequence similarity and number of chains training and test sets. 

Dataset UniProtKB (protein knowledgebase) 
search key 

Sequence 
identity< 

No. 
of 
chains 

No.of 
chains 
In the 
training 
set 

No. of 
chains 
in the 
out of 
sample 
test 
set 

ICB Positive channel toxin 
annotation:(type:disulfid) length:[1 
TO 150] NOT 
annotation:(type:function 
acetylcholine) NOT hormon 
(sodium OR nav OR potassium OR 
kv OR calcium 
OR cav OR ion) AND reviewed:yes 

70% 697 627 70 

Negative NOT nav NOT cav NOT kv NOT 
sodium NOT potassium NOT 
calcium NOT ion (defensin OR 
acetylecholine OR serine OR 
hormon OR enzyme OR 
antimicrobial OR bateria) length:[1 
TO 150] annotation:(type:disulfid) 
AND reviewed:yes 

70% 1004 903 101 

AMP Positive* (defensin OR antimicrobial OR 
antibacterial OR antifungal OR 
antiviral) NOT ”defensin-like” 
length:[1 TO 150] 
annotation:(type:disulfid) AND 
reviewed:yes 

70% 611 551 60 

Negative NOT defensin NOT antimicrobial 
NOT antibacterial NOT antifungal 
NOT antiviral NOT defense 
(channel OR ion) length:[1 TO 150] 
annotation:(type:disulfid) AND 
reviewed:yes 

70% 945 850 95 

ACRI Positive (acetylcholine OR achr OR nachr) 
channel NOT nav NOT kv NOT cav 
NOT sodium NOT potassium NOT 
calcium 
length:[1 TO 150] 
annotation:(type:disulfid) 

50% 105 94 11 

Negative channel toxin (defensin OR nav OR 
kv OR cav OR sodium OR 
potassium OR calcium OR agouti 
OR serine OR enzyme) NOT 
acetylcholine NOT achr NOT nachr 
NOT 

90% 381 342 39 
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snake length:[1 TO 150] 
annotation:(type:disulfid) 

SPI Positive serine protease inhibitor 
annotation:(type:disulfid) length:[1 
TO 150] NOT defensin NOT 
antimicrobial NOT antifungal NOT 
acetylcholine NOT nav NOT kv 
NOT cav NOT sodium NOT 
potassium NOT calcium NOT 
channel AND reviewed:yes 

90% 328 295 33 

Negative NOT serine NOT protease 
annotation:(type:disulfid) length:[1 
TO 150] (defensin OR antimicrobial 
OR antifungal OR acetylcholine OR 
nav OR kv OR cav OR sodium OR 
potassium OR calcium OR channel) 
AND reviewed:yes 

40% 604 543 61 

HLP Positive* (hemolytic OR cytolytic OR 
cytoxic) annotation:(type:disulfid) 
length:[1 TO 150] 
annotation:(type:function hemolytic) 
NOT annotation:(type:function 
weak) NOT ”no hemolytic” 

90% 146 131 15 

Negative* annotation:(type:disulfid) length:[1 
TO 150] NOT 
annotation:(type:function hemolytic) 
NOT hemolytic 
annotation:(type:function toxin) 
NOT mammalia NOT mammalian 
NOT cytotoxic NOT cytolytic NOT 
snake NOT name:”alpha 
mammalia” NOT name:”beta 
mammalia” AND reviewed:yes + 
(”no hemolytic” OR ”non 
hemolytic” OR ”not have 
hemolytic” OR ”lack hemolytic”) 
annotation:(type:disulfid) length:[1 
TO 150] AND reviewed:yes 

50% 222 199 23 

Abbreviations : ICB = Ion channel blocker; AMP = Antimicrobial peptide; ACRI = 
Acetylcholine receptor inhibitor; SPI= Serine protease inhibitor; HLP = Hemolytic 
protein 
* The AMP positive training set was manually curated after performing the sequence
identity-based clustering step. The positive and negative training set of HLP were
collected using composite search followed by combining two of more datasets. Also, the
positive training set of HLP was manually curated to filter noise.
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Table S4.2. Description of dataset for each subclass within ICB, their sequence similarity 
and number of chains training and test sets. NaB, KB and CaB represents the sodium, 

potassium and calcium channel blocker classifiers, respectively. 

Dataset Sources of Datasets Sequence 
identity< 

No. of 
chains 

No.of 
Chains 
In the 
training 
set 

No.of 
chains 
in the 
out of 
sample 
test 
set 

NaB Positive Annotated as sodium 
channel blockers (Nab) but 
not potassium (Kb) or 
calcium (Cab) channel 
blockers in the Uniprot 
database 

Nab 90%   697 341 38 

Negative Annotated potassium (Kb) 
or calcium channel 
blockers (Cab) but not 
sodium channel blockers 
(Nab) in the Uniprot 
database 

Kb 65% 
and Cab 
90% 

1004 271 31 

KB Positive Annotated as potassium 
channel blockers (Kb) but 
not sodium (Nab) or 
calcium channel blockers 
(Cab) in the Uniprot 
database 

Kab 00% 611 257 29 

Negative Annotated sodium (Nab) or 
calcium channel blockers 
(Cab) but not potassium 
channel blockers (Kb) in 
the Uniprot database 

Nab 65% 
and Cab 
90% 

945 289 33 

CaB Positive Annotated as calcium 
channel blockers (Cab) but 
not sodium (Nab) or 
potassium channel 
blockers (Kb) in the 
Uniprot database 

Cab 95%  105 132 15 

Negative Annotated sodium (Nab) or 
potassium channel 
blockers (Kb) but not 
calcium channel blockers 
(Cab) in the Uniprot 
database 

Nab 65% 
and Kab 
65% 

381 150 17 
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Table S4.3. Selected m-NGSG parameters for each model. Description of each parameter 
is discussed in detailed in Islam et al, 2017(S. M. A. Islam et al. 2017). 

Training 
set 

n k np kp y c 

ICB 7 13 1 7 10 4 
AMP 4 19 1 1 3 1 
ACRI 3 1 1 1 2 1 
SPI 3 10 1 7 5 1 
HLP 1 1 1 1 3 1 
NaB 1 6 1 1 5 1 
KB 4 16 1 1 5 1 
CaB 1 3 1 1 5 1 
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Figure S4.1. Performance comparison of each classification method for different 
functional-based models using five-fold cross-validation. Each row in the facet grid plot 
represents the function-based models while each column stands for an evaluation matric. 
Y-axis of each bar plot show the different methods used to build a model and X-axis 
shows the values of the evaluation matrices witherror bars. Except ICB dataset, m-
NGSG-based models shows better F1-scores, MCC and accuracy values for all other four 
datasets, while PSI-BLAST shows lower values for all the data sets.  
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Figure S4.2. Illustrates the comparison of MCC (Mathews Correlation Coefficients) among PSI-BLAST 
(E-value 0.01, 0.05, 0.1, 0.5, 1and 5), m-NGSG and HMMER. Y-axis shows different function-based 
models, X-axis shows the MCC scores with their standard errors and each colored (in gray scale) bar plot 
shows the method used to build the models. Except ICB dataset, m-NGSG-based models shows better 
MCC scores for all other four datasets, while PSI-BLAST shows lower values for all the data sets. 

Figure S4.3. Illustrates the comparison of standard deviations of MCC (Mathews Correlation Coefficients) 
scores among PSI-BLAST (E-value 0.01, 0.05, 0.1, 0.5, 1and 5), m-NGSG and HMMER. Y-axis shows 
different function-based models, X-axis shows the standard deviations of the MCC scrores with their 
standard errors and each colored (in gray scale) bar plot shows the method used to build the models. This 
figure shows the depth of performance-consistency of each model. Higher the standard deviation, lower the 
performance-consistency.  The m-NGSG-based models shows standard deviations of MCC scores lower 
than 0.05 for each model while HMMER and PSI-BLAST shows high standard deviations for a few 
models.  



138 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
Figure S4.4.  The precision, recall, accuracy and MCC values obtained applying each 
method on the out of sample HLP test set. The m-NGSG-based HLP model performed 
better than the Hemo PI in respect to each of evaluation matrices (Precision, Recall, 
Accuracy and MCC). 
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Figure S4.5.  Illustrates the performance of the sub-classifiers of Ion Channel Blocker 
(ICB). NaB, KB and CaB represents the sodium, potassium and calcium channel blocker 
classifiers, respectively.  CV AUC indicates the area under curve (AUC) using five-fold 
cross-validation; CV ACCURACY indicates the accuracy using five-fold cross-
validation; CV MCC indicates the Mathews Correlation Coefficient (MCC) values using 
five-fold cross-validation; TEST SET ACCURACY indicates the accuracy using the out 
of sample test set; TEST SET MCC indicates the MCC values using the out of sample 
test set. 
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CHAPTER FIVE 
 

The Use of a Virus-Derived Targeting Peptide to Selectively Kill Staphylococcus 
Bacteria with Antimicrobial Peptides 

 
 

Abstract 

Traditional antibiotics destroy the microbiome broadly, with consequent 

unintended impacts on long-term health. Targeted therapies seek to selectively eliminate 

a pathogen without disrupting the microbiome community. Here, we target to fungal 

antimicrobial peptides (AMPs), plectasin and eurocin, by genetically fusing their coding 

sequence to that of the host-binding protein of bacteriophage A12C, which selectively 

infects Staphylococcus. Surprisingly, we noted that targeting brought no change in the 

toxicity of the AMP when applied to two different staphylococci, S. aureus and S. 

epidermidis, but found a drastic decrease in toxicity against the negative controls, 

Enterococcus faecalis and Bacillus subtilis. Thus, the differential selectivity in this case is 

a loss of toxicity against the nontarget species rather than the gain of toxicity against the 

target species which was reported in previous studies with other types of targeting 

peptides. This is the first report of the use of virus-derived peptide sequences to target 

antimicrobial peptides. Considering the very large databank of bacteriophages and their 

bacterial hosts, this targeting approach should be generally applicable to a wide range of 

bacterial pathogens.  
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Introduction 

Small molecule antibiotics are the standard treatment against bacterial infections, 

but they have three key deficits. First, antibiotics have the long discovery and 

development cycles typical of small molecule drugs(Charles and Grayson 2004; Norrby, 

Nord, and Finch 2005). Second, the broad-spectrum nature of antibiotics disrupts the gut 

microbiome and can lead to the rise of opportunistic pathogens (Enright et al. 2002; 

Thung et al. 2016). Finally, resistance against antibiotics is increasing as bacterial 

populations under selection pressure develop effective antibiotic-binding proteins, efflux 

pumps and degradative enzymes (Soto 2013). Antimicrobial peptides (AMPs) are a well-

studied antibiotic alternative that can address these deficits. 

The first problem with antibiotics, that of the long discovery cycle, is addressed 

by the sheer ubiquity of AMPs in nature. AMPs are found across bacterial, animal and 

plant taxa and function against bacterial, viral and/or fungal targets(Hancock and Sahl 

2006). To accelerate access to these natural AMPs, our group has developed algorithms 

for discovering AMP ORFs from genomic data. First, we have developed an SVM-based 

algorithm model (Islam et al. 2015) to identify ORFs corresponding to the sequential tri-

disulfide peptide (STP) structure that is typical of the larger, highly stable AMPs. Second, 

we have developed natural language processing-based algorithms for determining protein 

function (Islam et al. 2017), allowing for the screening of functional AMPs across many 

taxa. Once these sequences are discovered, they can be recombinantly expressed in 

bacterial (Y. Li 2011; C. Li et al. 2010), fungal (de Bruin et al. 2005; Cregg et al. 2009) 

or plant (Huafang Lai and Jake Stahnke 2013; Nadal et al. 2012) bio factories for 
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function confirmation and mass production, greatly speeding up the process of drug 

development. 

The second problem of antibiotics, that of the disruption of the greater 

microbiome by broad spectrum activity, can be resolved by peptide targeting. Targeting 

has gained ascendance in cancer therapy research and studies centered around directing 

drug activity, including RNAi, CRISPR Cas9 and gene therapy methodologies. Targeting 

can be accomplished using virus delivery or by attaching small peptide targeting moieties 

such as pheromones and antibody fragments (e.g., scFv) (Peschen et al. 2004; B. Wang et 

al. 1999). There are a limited number of examples of targeting applied to AMPs. A 

transgene coding for an scFv targeting domain fused to an AMP resulted in a transgenic 

plant resistant to pathogenic fungi (Peschen et al. 2004). As a drug-based example, 

targeting moieties based on pheromones conjugated with synthetic AMPs provided 

specific inhibition of Streptococcus mutans, a dental carries agent (Eckert et al. 2006).  

Quorum-sensing peptide conjugates like ArgD with plectasin (a fungal AMP) were 

developed against methicillin resistant S. aureus (Mao et al. 2013). It intrigued us that 

viral-guided targeting, with potentially universal application against bacteria and fungi, 

has not yet been used with AMPs ((Parachin et al. 2012). 

The third problem of antibiotics, that of the development of pathogen strains 

resistant to the antibiotic, can potentially be solved by the use of AMPs. Resistance 

against AMPs is rare and is slow to develop in pathogens (Maróti et al. 2011). Cationic 

AMPs usually target the fundamental property of the negatively charged nature of the 

bacterial cell outer membrane, and combined with the hydrophobic regions of the AMP, 
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which directly interact with the bacterial membrane(Nguyen, Haney, and Vogel 2011; G. 

Wang et al. 2015).  

In this study, we demonstrate a high level of production of the cationic AMPs 

plectasin (Mygind et al. 2005) and eurocin (Oeemig et al. 2012) targeted by fusion to 

bacteriophage A12C coat protein display peptide with specificity for Streptococcus 

aureus (Yacoby et al. 2006). The SUMO E. coli expression vector was used  (J. F. Li et 

al. 2009).  This is the first reported use of viral-based targeting with AMPs. Interestingly, 

the targeting domain does not enhance AMP toxicity towards the target bacterial species, 

but instead operates by strongly decreasing toxicity against non-target bacteria. 

Materials and Methods 

Reagents 

E. coli (BL21 and 10β) strains were purchased from New England Biolabs. The pE-

SUMOstar vector used for E. coli expression was purchased from LifeSensors. The Ulp1 

protease was expressed in E. coli using pFGET19_Ulp1 plasmid purchased from Addgene. 

The gBlock containing E. coli-codon optimized sequences of plectasin, eurocin, and the 

A12C fusion peptide were purchased from IDT. The strains of bacteria used for 

antimicrobial assay were obtained from S. J. Kim, Department of Chemistry and 

Biochemistry, Baylor University, and the Microbiology Laboratory, Department of 

Biology, Baylor University (See Table 5.1.) 

Construction and Cloning of Plasmid 

After digestion, the synthesized genes (Integrated DNA Technologies) were cloned 

into the pE-SUMOstar vector following the SUMO protease cleavage site (Figure 1). The 
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recombinant plasmids were electroporated into E. coli 10β cells and positively transformed 

colonies were selected with kanamycin and screened via PCR. The prepared plasmids were 

extracted and transformed into chemically competent BL21 cells for expression (Pope and 

Kent 1996). 

 
Expression, Extraction and Purification of Proteins 

Positive BL21 transformants were grown in 20 ml 2X YT broth (50 µg/mL 

kanamycin)  at 37oC overnight with shaking. The primary culture was used to inoculate a 

secondary culture of 500 ml 2X YT broth (50 µg/mL kanamycin). The secondary cultures 

were grown at 37oC with shaking (220 rpm) to an OD600 of 0.7. This was followed by 

four hours of induction with 0.1 mM IPTG at 180 rpm. The cells were harvested by 

centrifugation  at 10,000g for 1 hr at 4oC. The bacterial pellets were resuspended with PBS 

buffer containing 25 mM imidazole and 0.1 mg/ml lysozyme and then frozen overnight to 

facilitate lysis of bacterial cell. The frozen suspensions were thawed and sonicated at 40% 

amplitude with a probe sonicator. The lysed and sonicated slurry was then ultracentrifuged 

at 80,000g for 1 hr at 4oC and the resultant supernatant was retained. The supernatant was 

then subjected to nickel column chromatography using PBS with 25 mM imidazole as the 

binding and wash buffer and PBS with 500 mM imidazole as the elution buffer. The eluents 

were screened for the presence of proteins by SDS-PAGE and the positive fractions were 

combined for storage at 4oC. Before using the proteins, the SUMO fusion partner was 

removed using added Ulp1 protease (1U per 100 µg of substrate) at 4oC overnight under 

mild nutation. The extent of cleavage was confirmed by SDS-PAGE. The gel bands 

corresponding to the AMPs were also excised and subjected to in-gel tryptic digestion 

(Thermo Fisher). After the digestion with trypsin, confirmation of the proteins’ identity 
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was performed by LC-ESI-MS (Waters) at the Baylor University Mass Spectrometry 

Center using samples obtained by in-gel tryptic digestions of SDS-PAGE bands of the 

respective proteins. The analysis of the MS data was done by BioLynx. 

In Vitro Bactericidal Activity Assay 

The Ulp-1 protease-cleaved proteins were tested for antimicrobial assays against 

four strains of bacteria: Staphylococcus aureus, Staphylococcus epidermidis, Enterococcus 

faecalis and Bacillus subtilis. These four strains were selected because they are gram 

positive and the AMPs plectasin and eurocin are specifically active against gram positive 

bacteria (Mygind et al. 2005; Oeemig et al. 2012). The control used for the experiment was 

free fusion partner SUMO protein dissolved in PBS as the vehicle. Vancomycin was used 

as the positive control, which was experimentally determined to be active against these 

bacteria. The standard protocol for a microtiter plate assay with serial dilution was used 

(Sarker, Nahar, and Kumarasamy 2007). Briefly, the first well of the 12-well row in the 96 

well microtiter plate contained 50μl of the highest concentration of test protein/control 

solution with serial 2-fold dilutions leading to the last well having 2-11th of the concentration 

as the initial well. The serial dilution was done with PBS buffer and additional 30μl of 

Tryptic-Soy Broth (TSB)/LB media was given to the wells before inoculating with 10μl of 

the bacterial culture. For inoculation, the bacteria were grown in TSB/LB media overnight 

and then diluted in the same media to meet the McFarland 0.5 standard. After inoculation, 

the plates were grown at 37oC for 8 to 12 hours (depending on the strain). After the initial 

growth period, 10μl of resazurin solution (0.0015% w/v in DI water) was added. After 

adding resazurin, the plates were allowed to grow for 30 min to an hour before checking 

the progress. The results were reconfirmed by allowing the plates to grow further for a 
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period of 12 hours and then checked for the change in coloration of the wells. Each test 

and control peptide were tested against each strain of bacteria for n>5 replicates. 

 
Results 

 
Protein Expression and Purification 

Strong expression of all four proteins, targeted and untargeted, were observed. The 

cleaved AMPs (with or without the targeting domain) and the SUMO fusion partner, at 4-

6 kDa and ~17 kD respectively, were clearly visualized with SDS-PAGE (Figure 2). For a 

further confirmation, the trypsin-digested proteins were extracted from the SDS-PAGE gel 

bands and detected by mass spectrometry (LC-ESI-MS, Waters). Peptide identities were 

confirmed using the Biolynx application (Waters), which created hypothetical MS peaks 

by virtual trypsin digestion of the four protein sequences and matched them with the 

spectrum generated experimentally. The average from SDS-PAGE bands with NIH ImageJ 

and are provided in Table 5.2. 

 
In Vitro Bactericidal Activity Assay 

A differential toxicity was observed, with the addition of the viral A12 targeting 

domain driving a loss of activity against the nontarget species rather than a gain of activity 

against the target species. A12C-AMPs retained their toxicity against both target bacterial 

species but showed a dramatic decrease in toxicity against nontarget species compared to 

nontargeted AMP (Figure 3). This data is presented in tabular format in Supplementary 

Table 5.1. Purified SUMO dissolved in PBS was used as a negative control for the 

experiment and showed no antimicrobial activity. The targeted versions of the peptides did 

not confer any added advantage to the AMPs when acting on both the Staphylococci, as 
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both the non-targeted and targeted version of the AMPs had similar killing potential as 

evidenced by the box plot in Figure 3. For the nontarget E. faecalis and B. subtilis, the 

attachment of the A12C fusion partner increased the mean MIC values for both plectasin 

and eurocin to over 70 μM compared to <10 μM seen without the fusion partner (p<0.001; 

ANOVA 2-tailed test). For S. aureus and S.epidermidis, however, no significant rise in 

MIC values was observed upon attachment of the fusion partner for either eurocin or 

plectasin.  

Figure 5.1: pE-SUMOstar/AMP E. coli vector. The SUMO protease cleavage site allowed 
the release of AMP (plectasin or eurocin) from the SUMO fusion partner. MCS, multiple 
cloning site (MCS).  
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Table 5.1. AMPs with and without viral targeting moiety from phage A12C. 

Peptide Sequence Molecular Weight (in Da) 

Plectasin GFGCNGPWDEDDMQCHNHCK 

SIKGYKGGYCAKGGFVCKCY 

4408 

A12C- Plectasin GVHMVAGPGREPTGGGHMGF 

GCNGPWDEDDMQCHNHCKSI 

KGYKGGYCAKGGFVCKCY 

6137 

Eurocin GFGCPGDAYQCSEHCRALGG 

GRTGGYCAGPWYLGHPTCTCSF 

4345 

A12C-Eurocin GVHMVAGPGREPTGGGHMGF 

GCPGDAYQCSEHCRALGGGR 

TGGYCAGPWYLGHPTCTCSF 

6074 

*  The underlined sequence is the A12C targeting domain 

 

Table 5.2. Mean Yield (n=3) of targeted and nontargeted AMPs from E. coli/SUMO 
expression system. 

 
Peptide mg per L of cell culture μmol per L of cell 

culture 

Plectasin 15.7 3.6 

A12C- 

Plectasin 

26.1 4.2 

Eurocin 10.2 2.4 

A12C-Eurocin 19.5 3.2 
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Figure 5.2. Expression of SUMO/AMP in E. coli and cleavage of AMP free of SUMO 
fusion partner. Plectasin (lane 2), A12C Plectasin (lane 4), Eurocin (lane 6), A12C Eurocin 
(lane 8) expressed with the SUMO fusion partner. On cleaving with SUMO protease 
(Ulp1), the cleaved SUMO protein can be seen at 17 kD on lanes 3, 5, 7 and 9; free SUMO 
protein control is in lane 1. The released AMPs, with and without targeting moieties, are 
in the same lanes  as with the cleaved SUMO below 11 kDa. 
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Figure 5.3. Log values for minimum inhibitory concentrations (MIC) in μM for non-
targeted and targeted eurocin and plectasin against Bacillus subtilis, Enterococcus faecalis, 
Staphylococcus aureus and Staphylococcus epidermidis. The boxed regions represent 50% 
of the values while the bars represent 95%.  
 

 
Discussion 

With the rise of antibiotic-resistant bacterial infections, the discovery of new 

antimicrobial agents has become essential. AMPs are potentially less sensitive to develop 

resistance as they employ broadly targeted mechanism of toxicity. In addition, the 

advancement of sequencing technology and predictive algorithms (Islam et al. 2015; Islam, 

Kearney, and Baker 2017; Xiao et al. 2013) has expedited the discovery of new AMPs. 

This allows for data mining and the collection of large libraries of presumably well-adapted 

and functional native AMPs.  However, as we have now gained an appreciation of the need 
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to preserve native microbiomes, it is seen that a limitation of AMP applications in 

biotechnology is their broad range of antimicrobial activity without sufficient specificity.   

Eliminating pathogenic organisms without affecting the commensal 

microorganisms is an important property for the next generation of antibiotics. Disturbing 

the microflora can lead to the rise of opportunistic pathogens and decreased health 

outcomes generally. In the pursuit to achieve specificity in their activity, several studies 

have already demonstrated the development of targeted antimicrobial action against 

Streptococcus mutans (Eckert et al. 2006), Enterococcus faecalis (Qiu et al. 2005), and 

Staphylococcus aureus (Mao et al. 2013). In most cases, targeting moieties were derived 

from pheromone or quorum sensing peptides. However, an AMP fused to a targeting 

domain of bacteriophage origin has, to our knowledge, not been reported.   

In this study we produced the specifically targeted AMPs, A12C-Plectasin and 

A12C-Eurocin, fused with a filamentous phage protein which has previously been shown 

to have a selective action against Staphylococcus bacteria (Yacoby et al. 2006). We 

observed a larger MIC for non-staphyloccoccal bacteria by the A12C AMPs compared to 

the non-targeted parental AMPs, while non-targeted and targeted AMPs exhibited similar 

MICs on both staphylococci (see Fig 3 and Supplementary Table 5.1). The result was a set 

of targeted AMPs with antimicrobial activity specific to Staphylococcus while showing no 

significant antimicrobial action towards non-target bacterial species.  

It is challenging to express high quantities of soluble, correctly folded and 

biologically active AMPs in E. coli (Ingham and Moore 2007). Nevertheless, we were able 

to harvest AMPs at relatively high concentrations (see Table 5.2) using the SUMO fusion 

partner. We used the SUMO expression system and obtained a high concentration of the 
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target proteins which also displayed the expected activity following the protease cleavage 

and separated from their SUMO fusion partner. An equal concentration of SUMO lacked 

toxicity, demonstrating that the toxicity was the property of the AMP and not the fusion 

partner.  

Continued investigation of targeting moieties for targeted AMPs is necessary to 

keep pace with the constantly increasing number of antibiotic-resistant bacterial infections.  

As an advancement, we have demonstrated a targeted AMP using the combination of a 

phage display protein and an AMP for the first time. This study not only demonstrated the 

viability of using a viral protein as a targeting moiety, but also showed the toxicity of the 

AMP towards the target pathogen was equal to that of its non-targeted counterpart. Most 

pathogenic bacteria are vulnerable to a specific phage.  These phages are, therefore, an 

abundant and widely applicable source of targeting peptides (Elbreki et al. 2014; Matsuzaki 

et al. 2005; Viertel, Ritter, and Horz 2014) directing AMPs against specific bacterial 

pathogens.   
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Supplementary Data 

Table S5.1. MIC and log MIC values of the 4 AMPs against the 4 bacteria 

Bacteria Mean (SD) of MIC (μM) (n≥6) Mean (SD) of log MIC (μM) (n≥6) 

Plectasin A12C-

Plectasin 

P-value Plectasin A12C-

Plectasin 

P-value

Bacillus subtilis 3.49 

(1.21) 

79.65 

(53.1) 

0.0020 0.52 

(0.489) 

1.83 

(0.21) 

1.133E-09 

Enterococcus 

faecalis OG1RF 

6.62 

(2.76) 

112.83 

(61.91) 

0.0005 0.784 

(0.18) 

1.988 

(0.235) 

3.769E-08 

Staphylococcus 

aureus SA113 

19.21 

(10.87) 

25.60 

(33.55) 

0.6238 1.21 

(0.25) 

1.16 

(0.40) 

0.7873 

Staphylococcus 

epidermidis  

8.96 

(6.32) 

7.74 

(4.14) 

0.7167 0.83 

(0.35) 

0.82 

(0.24) 

0.9558 

Bacteria Mean (SD) of MIC (μM) (n≥6) Mean (SD) of log MIC (μM) (n≥6) 

Eurocin A12C-

Eurocin 

P-value Eurocin A12C-

Eurocin 

P-value

Bacillus subtilis 6.44 

(1.59) 

65.16 

(39.78) 

0.0016 0.79 

(0.13) 

1.75 

(0.21) 

7.341E-08 

Enterococcus 

faecalis OG1RF 

3.03 

(1.01) 

124.31 

(45.54) 

2.512E-

07 

0.44 

(0.2) 

2.05 

(0.20) 

1.563E-12 

Staphylococcus 

aureus SA113 

11.964 

(3.56) 

24.06 

(16.59) 

0.0744 1.05 

(0.14) 

1.212 

(0.42) 

0.3632 

Staphylococcus 

epidermidis  

5.98 

(3.98) 

8.56 

(5.98) 

0.3882 0.67 

(0.29) 

0.80 

(0.37) 

0.5442 
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CHAPTER SIX 

Conclusion 

 
The objective of the computational part of this study was to construct machine learning-

based models for the prediction of the structural and functional characteristics of the cystine-

stabilized proteins. In chapter three, I developed an SVM-based model to predict STPs from the 

primary sequences of unknown peptides. There, I manually selected some promising 

characteristics from the primary sequences the peptides which could be helpful to classify STPs 

from nonSTPs. Eventually, I was able the build the PredSTP model that can classify between 

STPs and nonSTPs with a >94% accuracy and implements an automated method to find cystine 

stabilized toxins containing a compact arrangement of the tri-disulfide domain with minimal 

sequence identity. Therefore, this approach provides useful directions for enhancement of 

theoretical and experimental research to find new antimicrobial peptides, insecticides, and other 

stable peptide drug candidates by shortening the discovery time of potential bioactive peptides. 

Further research may benefit from a model that classifies all cystine stabilized peptide toxins 

(inhibitor or antimicrobial) into the different subgroups based on source, mode of action, and 

target organisms.    

While PredSTP can predict STPs which could be used as stable toxin peptides, this model 

cannot classify the functional characteristics of the peptide. Therefore, there was a need to 

construct model/models to classify the functional characteristics cystine-stabilized peptides. One 

necessary step to create to machine learning-based model is feature generation from the data 

points. Though in PredSTP, the feature vectors were manually generated from the primary 
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sequences of the peptide, this process is not efficient for constructing multiple models. Hence, I 

developed the m-NGSG framework that is described in Chapter Three to automate the feature 

generation step. The meta-comparison results outlined in this study following the construct of the 

m-NGSG framework illustrate this is a useful fully automated feature generation method. This

framework will benefit the machine learning-based protein classification community, 

particularity those interested in classification based on primary protein sequence. It is expected 

that m-NGSG will significantly reduce the workload for the feature generation step regardless of 

protein characteristics and sequence size. Moreover, by analyzing the feature importance, the 

distinctive part of the sequence (motif) in a protein class can be revealed, which is often difficult 

to discover using multiple sequence alignment. 

Now that the m-NGSG framework is built, the generation of novel models to categorize 

cystine-stabilized peptide sequences based on a particular biological function becomes 

straightforward. Consequently, I developed CSPred which is a combination of five different 

models and can classify the cystine-stabilized peptides based on their function. CSPred can be 

used by any researcher for data mining of genomic data to rapidly accrue a set of candidate 

cystine-stabilized peptide sequences with the desired chemical functionality. The short and 

simple process is detailed in the Availability section in Chapter Four. This analytical capability 

has several practical outcomes. First, such genes could be upregulated in the source organism to 

avoid the use of foreign transgenes, such as upregulating native antimicrobial peptides in crop 

plants to fight plant disease. Second, a bank of channel blockers, for example, could be 

constructed from data mining a variety of genomes across several taxa to test an array of 

divergent sequences for functionality after expression of the peptides in the wet lab. Novel or 

more powerful activities might be found from such surveys as well as from hybrids created from 
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this bank of sequences. Finally, some fundamental questions may be asked once a fuller survey 

of cystine-stabilized peptides is completed for a given organism.     

In the wet lab part of the study, I mainly worked on expression and functional assay of 

the cystine-stabilized antimicrobial peptide. In Chapter Five, I demonstrated production and 

purification system of the cystine-stabilized antimicrobial peptides with a targeted domain that 

came from a viral origin. Since most pathogenic bacteria are vulnerable to a specific phage, this 

approach should be broadly applicable as a control against bacterial pathogens. Paired with the 

methods described in my dissertation for datamining antimicrobial cystine-stabilized peptides, I 

have developed a complete system for developing targeted control measures against pathogenic 

bacteria for all host taxa.  
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