
 
 
 
 
 
 
 
 

ABSTRACT 
 

Power-amplifier Optimization Using Tunable Circuitry and Stability Analysis Methods 
for the Next Generation Radar  

 
Lucilia R. Hays, M.S.E.C.E. 

 
Mentor: Charles P. Baylis II, Ph.D. 

 
 
 In response to the increasingly congested and contested wireless spectrum, the 

next generation radar must be adaptive and reconfigurable.  A reconfigurable power-

amplifier is a necessary component of the cognitive radar system.  The reconfigurable 

power-amplifier must operate efficiently and stably while maintaining spectrum 

compliance.  The research in this thesis presents state-of-the-art tuning algorithms for 

optimizing the load reflection coefficient presented to a transistor by novel tunable 

circuitry.  The algorithms are implemented on a varactor diode network and a high-power 

handling evanescent mode cavity tuner as the tunable load matching networks.  In 

addition, stability considerations are explored.  A new amplifier design tool, the 

frequency Smith Tube, is presented which allows for broadband stability analysis for 

small-signal inputs.  A real-time stability analysis procedure based on the acceleration of 

transducer gain during optimization is also presented.   
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CHAPTER ONE 

 
Introduction 

 

For future radar systems to operate effectively, the systems must be designed with 

the ability to operate in an increasingly congested and contested spectrum.  As more and 

more wireless devices are being introduced, available bandwidth has become in greater 

demand.  As outlined by the National Broadband Plan of 2010, frequency bands 

previously used by radar have been and will continue to be reallocated to other wireless 

applications [1].  In some situations, radar systems also face contesting applications.  As 

a result, the next generation radar must be cognitive, adaptive, and reconfigurable [2].  

Cognitive radar systems are characterized by the ability to sense other wireless users in 

their environment, intelligently select an appropriate operating frequency and bandwidth, 

and reconfigure to operate efficiently under the conditions and constraints of the 

environment [3, 4].  The theory and foundation for cognitive radar have been discussed in 

the literature [2, 3, 4, 5].  However, many of these studies are theoretical in nature or 

focus primarily on signal processing solutions.  Thus, there are still many microwave 

circuit technology challenges that must be addressed.   

An important component of a reconfigurable radar system is the transmitter 

power-amplifier, since the power-amplifier directly affects the ability of the system to 

detect objects and maintain spectral compliance [6, 7, 8].  A reconfigurable power-

amplifier requires a tunable matching network that can provide a variable load reflection 

coefficient to a transistor [9, 10].  The tunable matching network must be able to quickly 
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change operating conditions (notably, load reflection coefficient) to facilitate real time 

reconfiguration, have a wide enough bandwidth to support radar application, and be able 

to handle the large amounts of power outputted by the power-amplifier.   

This thesis presents useful techniques for optimizing reconfigurable power-

amplifiers using innovative tunable matching networks.  Chapter Two introduces relevant 

power-amplifier concepts and the state-of-the-art in reconfigurable circuitry and stability 

analyses.  Chapter Three presents a tunable-varactor matching network and discusses the 

differences between tuning the load reflection coefficient (Γ௅) and directly tuning the 

varactor bias voltages.  Chapter Four overviews an innovative evanescent mode cavity 

tuner developed by Purdue University capable of handling up to 90 W of power.  A 

gradient based load reflection coefficient optimization and a simplex based cavity 

position number optimization for power added efficiency (PAE) are presented.  Chapter 

Five discusses methods for stability assessment in design and during reconfiguration of 

tunable power-amplifiers.  Chapter Six presents some conclusions and suggestions for 

future work.  
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CHAPTER TWO 
 

Background 
 
 
 The following sections provide background information which is useful for 

understanding the content of this thesis.  The first section describes a graphical tool 

commonly used in Radio Frequency (RF) engineering known as the Smith Chart.  The 

second section describes the function of power-amplifier matching networks and the role 

of the Smith Chart in designing these networks.  The third section explains the power-

amplifier load-pull process and key terms.  The fourth section describes a syndicated test 

bench set up which was implemented in two locations for the purpose of joint 

collaboration of the algorithms presented in Chapters Three through Five.  The fifth and 

sixth sections describe the state-of-the-art in reconfigurable power-amplifier design and 

power-amplifier stability analysis and design, respectively.   

 
The Smith Chart 

 
 The Smith Chart is the two-dimensional graphical representation of the 

impedance mapped to the complex reflection coefficient plane and normalized to the 

characteristic impedance.  The Smith Chart represents the relation  

Γ ൌ
ܼ െ 	ܼ଴	

ܼ ൅ ܼ଴
																																																															ሺ1ሻ 

where ܼ଴ is the characteristic impedance.  The Smith Chart can also be used to represent 

normalized admittance, but in this thesis, only the impedance Smith Chart is used.  The 

Smith Chart is shown in Figure 2.1.  The horizontal axis represents the real part of the 
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complex reflection coefficient Г and the vertical axis represents the imaginary part of 

Г.		The circles that extend from the right side of the Smith Chart and are centered on the x 

axis represent constant resistance lines.  The arcs that extend from the right side of the 

Smith Chart represent constant reactance lines.  These are also circles, but only part of 

the circles is inside |߁| ൌ 1. 

 

 

Figure 2.1 The Smith Chart 

 
Power-Amplifier Impedance Matching 

 
 The performance of a power-amplifier is directly related to the load impedance, or 

load reflection coefficient, presented to it.  Impedance matching is used in circuit design 

to present a desirable impedance to the power-amplifier device.  Different values of load 

impedance can be selected to optimize gain, output power, efficiency, or linearity.   
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Spectral compliance is significantly related to the linearity of the amplifier.  In traditional 

power-amplifiers, a matching network can be designed with reactive components or 

transmission-line sections with fixed lengths to achieve the desired performance.  Since 

capacitances, inductances, and line lengths can be represented by arcs on the Smith Chart, 

the Smith Chart is a useful tool for determining the circuitry needed to match one 

impedance to another. 

 In a reconfigurable power-amplifier, changing transistor parameters and varying 

performance requirements, such as operating frequency, efficiency, and linearity, means 

that the optimum load reflection coefficient of the amplifier ranges accordingly, requiring 

tunable matching networks.  Designing reconfigurable matching networks with tunable 

circuitry is an important area of recent research [6, 9, 11, 12, 13, 14].  The work done in 

this thesis describes algorithms designed to optimize amplifier performance with 

reconfigurable matching on the load side of the amplifier.  However, it is expected that 

the algorithms demonstrated can also be applied to reconfigurable source impedance 

matching.  In this thesis, optimization using two different reconfigurable matching 

networks are studied.  The first is implemented using a circuit of varactor diodes and the 

second is a high-power matching network that uses tunable resonant cavities to provide a 

variety of load reflection coefficients for the reconfigurable power-amplifier.  Many of 

the tuning methods discussed in this thesis are applicable to other reconfigurable 

matching networks as well.   

 
Load-Pull Key Terms 

 
 A load-pull measurement allows examination of amplifier device performance 

variation with load reflection coefficient.  In a load-pull measurement, a variety of load 
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reflection coefficients are presented to the transistor, and at each state, performance 

metrics are measured.  These metrics are then plotted as contours on the Smith Chart to 

provide a visual representation of the amplifier performance with respect to load 

reflection coefficient.  Power-added efficiency (PAE) and adjacent-channel power ratio 

(ACPR) are two metrics used to assess the performance of a power-amplifier.  The PAE 

of an amplifier measures how much of the input power is converted to output power.  

High PAE is desirable for power-amplifiers.  The PAE is defined as follows: 

ܧܣܲ ൌ
	 ௢ܲ௨௧,ோி െ	 ௜ܲ௡,ோி

஽ܲ஼
	ൈ 100%																																														ሺ2ሻ 

ACPR measures the ratio of the power of a signal in a defined adjacent channel to 

the power in the main channel.  A low ACPR is desirable for power-amplifiers.  High 

ACPR conveys that significant spectral spreading is occurring due to nonlinearities in the 

power-amplifier.   

An example of PAE and ACPR contours for a Microwave Technologies MWT-

173 GaAs field effect transistor (FET) biased at ஽ܸௌ ൌ 4.5	ܸ	and ܸீ ௌ ൌ െ1.5	ܸ	with an 

input power of 14 dBm and a 3.3 GHz signal is shown in Figure 2.2.  As seen in the 

figure, there is often a trade-off to be made between a high PAE and a low ACPR.  In the 

algorithms presented in this thesis, an ACPR limit is set and the load reflection 

coefficient is optimized to achieve the highest PAE within the ACPR constraint.   
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Figure 2.2 Example transistor PAE (left) and ACPR (right) contours.  The device under 
test is a Microwave Technologies MWT-173 GaAs field effect transistor (FET) biased at 
஽ܸௌ ൌ 4.5	ܸ	and ܸீ ௌ ൌ െ1.5	ܸ	with an input power of 14 dBm and a 3.3 GHz signal. 

 

Syndicated Test Bench Set Up 

This section has been presented as: [15] Lamers, L.; Hays, Z.; Kappellmann, C.; Baylis, 
C.; Marks, R.; Viveiros, E.; Penn, J.; Hedden, A.; Darwish, A, “Syndicated Test Bench 

Set-up for Testing of Real-time Reconfigurable Power-amplifiers for the Next Generation 
Radar.” USNC-URSI National Radio Science Meeting, January 2017, Boulder, Colorado. 
 
 The algorithms presented in this thesis were developed under a collaborative 

effort with the Army Research Laboratory for research on the next generation radar.  In 

order to facilitate collaboration, a syndicated test bench was developed for designing and 

testing algorithms at two locations.  The test bench was first developed at Baylor 

University and then imitated as closely as possible by the author at the Army Research 

Laboratory using the available equipment.  The test benches were designed to use the 

tunable-varactor matching network and were later modified to include the ability to use 

the tunable resonant cavity network.  Figure 2.3 shows the block diagram of the 

measurement set up.  Figures 2.4 and 2.5 show the test bench implemented with available 

equipment in both locations.   
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Figure 2.3 Syndicated test bench set-up 

 

 

Figure 2.4 Test bench at Baylor University 
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Figure 2.5 Test bench at the Army Research Laboratory 
 
 

In order to verify that the two benches were indeed syndicated, a load-pull 

measurement of a device and a load reflection coefficient optimization for device output 

power was performed at each location.  A Microwave Technologies MWT-173 GaAs 

field-effect transistor (FET) was used as the transistor under test.  Although the same 

model of transistor was used in both locations, two different physical devices were 

measured.  Thus the results are acceptably comparable but not identical.  The results of 

the output-power load-pull for both devices are shown in Figure 2.6.  The results of an 

example optimization are shown in Figure 2.7 and a summary of several optimizations 

starting at different load reflection coefficients is shown in Table 2.1.  Bench syndication 

is evidenced by the similarity in the device contours and optimization results. 
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Figure 2.6 Output power load-pull contours compared for the Army Research Laboratory 
test bench (left) and the Baylor University test bench (right).  The device under test is a 
Microwave Technologies MWT-173 GaAs field effect transistor (FET) biased at 
஽ܸௌ ൌ 4.5	ܸ	and ܸீ ௌ ൌ െ1.5	ܸ	with an input power of -20 dBm and a 3.3 GHz signal.   

 
 
 
   

 

 

 

 

 
 
Figure 2.7 Example optimization starting at ߁௅ ൌ 	0.5െ 135° performed using the 
Army Research Laboratory test bench (right) and the Baylor University test bench (left).  
The device under test is a Microwave Technologies MWT-173 GaAs field effect 
transistor (FET) biased at ஽ܸௌ ൌ 4.5	ܸ	and ܸீ ௌ ൌ െ1.5	ܸ	with an input power of -20 
dBm and a 3.3 GHz signal.  Using the Army Research Laboratory test bench, optimum 
output power was found at ߁௅ 	ൌ 	0.3257117.5504°.		The search ended after 20 
measurements with a final output power of -9.0567 dBm.  Using the Baylor University 
test bench, optimum output power was found at ߁௅ ൌ 	0.2043145.0591°.		 The search 
ended after 13 measurements with a final output power of -9.1366 dBm. 
 
 

 

 

Start Start 

End 
End 
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Table 2.1 Comparison of several optimizations performed on the Army Research 
Laboratory test bench and the Baylor University test bench from various starting 

locations.  The device under test is a Microwave Technologies MWT-173 GaAs field 
effect transistor (FET) biased at ஽ܸௌ ൌ 4.5	ܸ	and ܸீ ௌ ൌ െ1.5	ܸ	with an input power of -

20 dBm and a 3.3 GHz signal. 
 

Start ࡸࢣ End ࡸࢣ 
(ARL) 

End ࡸࢣ 
(Baylor) 

End 
Pout 
dBm 

(ARL) 

End  
Pout 
dBm 

(Baylor)

Number 
of Meas.  
(ARL) 

Number
of Meas. 
(Baylor)

0.590° 0.25115.62° 0.44147.33° -9.00 -9.16 10 13 
0.5135° 0.45105.57° 0.30143.05° -9.06 -9.04 18 10 
0.5-90° 0.35119.34° 0.39115.02° -8.99 -9.03 27 19 
0.5-135° 0.33117.55° 0.20145.06° -9.05 -9.14 20 13 
0.2545° 0.30104.32° 0.32137.09° -9.00 -9.08 13 25 

0.25135° 0.36119.38° 0.29128.48° -9.00 -9.01 20 18 
0.25-45° 0.29119.56° 0.40117.07° -9.01 -9.03 23 19 

0.25-135° 0.34105.74° 0.43138.07° -9.00 -9.08 17 13 
  Average -9.01 -9.08 18.5 16.7 

 

 The main purpose of the syndicated test bench set up was to facilitate 

collaboration on the project leading to joint innovation.  Other advantages include the 

ability to test a greater variety and number of devices and expand algorithm operation to 

higher frequencies due to the additional availability of devices and equipment at a second 

location.  

 
State-of-the-Art in Reconfigurable Power-amplifiers 

Achieving amplifier reconfigurability requires an intelligent method of load 

reflection coefficient optimization using a tunable matching network [9, 10].  In the 

literature, most algorithms focus on optimizing the gain, output power, or PAE of the 

power-amplifier using a tunable matching network [6, 11, 12, 13].  These methods do not 

consider the spectrum compliance in the optimization algorithms.  

Several algorithms for tuning the load reflection coefficient of an amplifier to 

optimize PAE while maintaining spectral compliance have been presented [16, 17, 18, 
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19, 20].  In these algorithms, the PAE and ACPR gradients are estimated, as illustrated in 

Figure 2.8, to determine the direction of travel on the Smith Chart.    

 

 

 

 

Figure 2.8 Two neighboring points are measured at each candidate point for estimating 
the circuit PAE and ACPR gradients, reprinted from [16].   
 
 

The process and equations that follow were first published in [16].  For every 

candidate Γ in the search, two neighboring points separated by a distance ܦ௡ on the Smith 

Chart are used to estimate the PAE and ACPR gradients.  Then, the optimal directions of 

travel for PAE, given by unit vector ̂݌, and ACPR, given by unit vector ොܽ are calculated.  

These vectors are related to the gradients ݌׏ and ܽ׏ as follows:  

̂݌ ൌ
݌׏
|݌׏|

																																																																			ሺ3ሻ 

ොܽ ൌ െ
ܽ׏
|ܽ׏|

																																																																ሺ4ሻ 

The equation for ොܽ contains a negative sign because decreasing ACPR represents the 

optimal direction of travel.   

The next step in the search is chosen as illustrated in Figure 2.9.  If the ACPR of 

the current candidate point is unacceptable, or greater than the specified limit, then the 

search vector is given by  

ݒ̅ ൌ ොܽܦ௔ ൅ ෠ܾܦ௕,																																																															ሺ5ሻ	

Nearest neighbor Γ above

௡ܦ

௡ܦ

Candidate Γ 

Nearest neighbor Γ right
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where ෠ܾ is a unit bisector of ොܽ and ̂݌.		 If the ACPR of the current candidate point is 

acceptable, it is less than the limiting value (acceptable) at the present candidate, and the 

search vector is instead given by  

ݒ̅ ൌ ௔ܦ̂݌ ൅ ෠ܾܦ௕.																																																																	ሺ6ሻ       

In these equations 

௔ܦ ൌ
௦ܦ
2

௖௔௡ௗܴܲܥܣ| െ |௟௜௠௜௧ܴܲܥܣ
௪௢௥௦௧ܴܲܥܣ| െ |௟௜௠௜௧ܴܲܥܣ

,																																									ሺ7ሻ 

௕ܦ ൌ
௦ܦ
2

௖௔௡ௗߠ| െ 90°|
90°

.																																																												ሺ8ሻ 

 ௟௜௠௜௧ is the ACPRܴܲܥܣ ,௖௔௡ௗ is the ACPR value in dBc at the candidate pointܴܲܥܣ

constraint value in dBc, and ߠ௖௔௡ௗ is the value of the angle between ොܽ and ෠ܾ at the 

candidate point.    

 

 
 
Figure 2.9 Method for finding the next candidate point if the ACPR of the current 
candidate point is unacceptable (left) or acceptable (right), reprinted from [16].    

 

 In addition to an intelligent algorithm, another component necessary for achieving 

amplifier reconfigurability is a tunable matching network. The speed of the algorithm 

described above is largely dependent on the speed of reconfiguration of the tunable 

matching network.   In the literature, microelectromechanical systems (MEMS) switches 

are shown to provide excellent speed and tunability for reconfigurable circuitry [6, 11].  
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However, most MEMS devices are not capable of handling the power necessary for radar 

transmitter power-amplifiers.  For cognitive or adaptive radar systems, the tunable 

matching network must be able to handle the high input powers characteristic of radar 

systems.  In [16, 17, 18, 19, 20], a commercially available bench measurement tuner from 

Maury Microwave is used as the tunable matching network.  While this tuner and similar 

commercially available bench measurement tuners are quite accurate and have excellent 

tuning range, they are too large and slow to be practical for use in real-time 

reconfigurable radar systems.  In [9, 14] a circuit of varactor diodes is shown to have 

decent tuning range and to perform much more quickly than a mechanical load 

impedance tuner.  However, this technology does not have the power handling capability 

necessary for radar systems.  Developing high-power tunable devices has been an area of 

interest in recent years [21, 22, 23, 24].  For example, a tunable evanescent-mode 

resonant cavity tuner has been designed and fabricated which provides the ability to 

adjust load reflection coefficient while handling up to 90 W of power [21].  The device 

has a control loop which utilizes a feedback cavity stacked on top of the resonant cavity 

to monitor and maintain stability [25].  A similar device uses an evanescent-mode 

resonant cavity capable of handling high power in a tunable microwave filter and tunable 

diplexer [23, 24].  Further refinements of this technology may include an implementation 

using plasma devices for even higher power handling [22].    

 
State-of-the-Art in Power-Amplifier Stability Analysis and Design 

In a first design pass, amplifiers are typically designed to be stable by analyzing 

the circuit only at the design frequency under small-signal inputs.  Under small-signal 

stimulation, reflection coefficients that result in potentially unstable transistor operation 
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plot to a stability circle.  If the stability circle intersects the Smith Chart, the device is 

potentially unstable.  Figure 2.10 depicts the stability circle for a simulated Modelithics 

model of a Qorvo TGF 2960 pseudomorphic high electron mobility transistor (pHEMT).  

performed under small-signal excitation at 2 GHz with bias ஽ܸௌ ൌ 5	ܸ	and ܸீ ௌ ൌ െ1	ܸ 

as an example of a potentially unstable device.  If the stability circle lies completely 

outside of the Smith Chart, the device is said to be unconditionally stable at the design 

frequency for small-signal inputs.  In a typical amplifier design process, stability and gain 

circles are plotted using the small-signal S-parameters at the design frequency [26].  If 

unconditional stability for small-signal inputs is desired, the designer may add a 

stabilizing resistor at the input or output of the device to push the stability circle outside 

of the Smith Chart.  Next, the input and output matching networks are designed [26].  

Once the amplifier is designed, geometrically derived stability factors can be measured to 

analyze stability for small-signal inputs over a range of frequencies [27].   

 

 

Figure 2.10 Example load stability circle showing regions of unconditionally stable and 
potentially unstable load reflection coefficients.  Device is a Modelithics model of a 
Qorvo TGF 2960 pseudomorphic high electron mobility transistor (pHEMT).  Performed 
under small-signal excitation at 2 GHz with bias ஽ܸௌ ൌ 5	ܸ	and ܸீ ௌ ൌ െ1	ܸ. 



16 
 

 While small-signal stability analysis has been well developed, large-signal 

stability analysis is more complex.  Suarez presents stability problems that arise in the 

large-signal regime, including spurious oscillations and frequency divisions [28].  

Methods for analyzing stability under large-signal inputs include characterizing the 

circuit with differential equations and using Floquet theory [29, 30, 31, 32].  These 

methods are typically time-consuming and computationally heavy.   
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CHAPTER THREE 
 

Tuning with the Tunable-Varactor Matching Network  
 

Information in this chapter has been published as: [33] Lamers, L.; Hays, Z.; 
Kappelmann, C.; Rezayat, S.; Fellows, M.; Walden, E.; Egbert, A.; Baylis, C.; Marks, R.; 

Viveiros, E.; Penn, J.; Hedden, A.; Darwish, A., “Comparison of Bias-voltage and 
Reflection-coefficient Based Reconfiguration of a Tunable-varactor Matching Network 

for Adaptive Amplifiers.” 2017 IEEE 18th Wireless and Microwave Technology 
Conference (WAMICON), Cocoa Beach, FL, 2017. 

 
The gradient based constrained PAE optimization presented in Chapter Two was 

designed using a commercially available bench measurement load-pull tuner from Maury 

Microwave as the tunable matching network.  However, the Maury load-pull tuner is not 

a practical solution for implementation in the field, as small devices capable of very fast 

tuning are needed.  Therefore, a tunable-varactor matching network following the design 

of [9] was constructed.  The tunable-varactor matching network is also not useful in the 

field due to power limitations, but it reveals some non-idealities that will need to be dealt 

with in using reconfigurable circuitry.  The tunable-varactor matching network consists 

of three varactor diodes.  Figure 3.1 shows the design of the matching network.   

The capacitance of each varactor diode is controlled by setting the bias voltage, 

effectively changing the load reflection coefficient of the matching network.		 ଵܸ, ଶܸ, and 

ଷܸ are defined as the bias voltages applied to each varactor at the locations shown in 

Figure 3.1.  Changing one bias voltage at a time moves the load reflection coefficient of 

the device along an arc on the Smith Chart, as shown in Figure 3.2.  Transistor output 

power load-pull contours are also depicted, showing how output power varies as bias 
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ଵܸ

ଶܸ

ଷܸ

െ	 ଵܸ ൅ െ ଷܸ ൅ 

voltage changes.  With three bias voltages to control, the matching network can reach 

values of load reflection coefficient ሺГ௅ሻ  across a significant portion of the Smith Chart.   

 

 

 
Figure 3.1 Simplified circuit schematic (left) and fabricated tunable-varactor matching 
network (right) 
 

 
 
 

 

 

 

Figure 3.2 Load reflection coefficients obtained by holding two bias voltages constant 
and varying the remaining bias voltage from 0 V to 30 V in steps of 1 V.   

 

Figure 3.3 shows the measured tuning range of the matching network.  The figure 

was generated by performing a characterization of the device.  The characterization was 

performed by setting the bias voltages of the varactors to different combinations of ଵܸ, 

ଶܸ, and ଷܸ	and recording the corresponding load reflection coefficient obtained for each 

voltage setting.   

 

െ	
ܸ ଶ
൅ 
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Figure 3.3 Tuning range of the tunable-varactor matching network 

 
The load reflection coefficient optimization discussed in Chapter Two can be 

implemented using the tunable-varactor matching network as the reconfigurable load 

matching network.  Since the algorithm uses Γ௅ as the optimization parameter, but the 

bias voltages are actually the fundamental tuning elements of the matching network, an 

additional step is needed during each measurement: using a look-up table which relates 

voltage setting to Г௅.  From this, the search algorithm can identify the characterized Γ௅ 

point nearest to the point needed and the voltage setting that generates that point must be 

determined.   

 
Comparison of ߁௅ Tuning and Direct Bias Voltage Tuning  

 The algorithm for the Γ௅ optimization was implemented using the tunable-

varactor matching network.  It was found that the look-up table added about an additional 

second per measurement to the optimization, which is undesirable for a real-time 

reconfigurable radar system [33].   



20 
 

 In order to bypass the look-up table, the bias voltages can be directly tuned in a 

three dimensional search space.  A gradient based approach, similar to the process used in 

the Γ௅ optimization, can be used.  The gradient estimation approach is shown in Figure 

3.4.  Since the network has three tuning elements, the voltage based search is performed 

in a three dimensional search space.   

 

 
 
Figure 3.4 Neighboring points used in the bias voltage search space to construct search 
vectors.   
 
 

As in the two dimensional reflection coefficient search space described in Chapter 

Two and first presented in [16], the search vectors are constructed based on unit vectors 

in the direction of increasing PAE ሺ̂݌ሻ and decreasing ACPR ሺ ොܽሻ.		The unit vector ෠ܾ 

bisects vectors ̂݌ and ොܽ.		If the ACPR at the candidate is greater than the specified ACPR 

constraint, than the search vector identifies the next candidate as: 

ݒ ൌ 	 ොܽܦ௔ ൅ ෠ܾܦ௕																																																								ሺ9ሻ 

where 

	௔ܦ ൌ
஽ೞ
ଶ

ห஺஼௉ோ೘೐ೌೞି஺஼௉ோ೟ೌೝ೒೐೟ห

ห஺஼௉ோೢ೚ೝೞ೟ି	஺஼௉ோ೟ೌೝ೒೐೟ห
,																																									ሺ10ሻ                          

and 
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	௕ܦ ൌ
௦ܦ
2
หߠ௠௘௔௦ െ ௧௔௥௚௘௧หߠ

௧௔௥௚௘௧ߠ
.																																												ሺ11ሻ 

Then, the process for determining the next candidate in the three dimensional bias voltage 

space is shown in Figure 3.5. 

 

 
 

Figure 3.5 Process for choosing the next candidate in the search if ACPR is out of 
compliance (left) or if ACPR is in compliance (right) [16]. 

 
 

 The two different optimizations were compared based on their performance in 

matching a Microwave Technologies MWT-173 FET.  The device operated at a bias of ܸீ ௌ ൌ

െ1.5	ܸ and ஽ܸௌ ൌ 3	ܸ with input power ௜ܲ௡ ൌ 	ܴܲܥܣ		.݉ܤ݀	4 ൑ 	െ30.5	݀ܿܤ	was used as 

the ACPR constraint.  Each optimization process was shown to have advantages and 

disadvantages.  PAE contours for each search space are shown in Figure 3.6.  Several 

search ending locations are shown overlaid on the contours.   

Typical power-amplifier PAE contours form ovals in the Smith Chart.  The 

contours in Figure 3.6 are not circular because the tunable-varactor matching network is 

measured as part of the device under test.  The reference plane is located between the 

matching network and the power meter.  In other words, the PAE is measured at the 
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output of the matching network rather than at the output of the amplifier before the 

matching network.  This set up also means that lower PAE values are reported because 

the matching network introduces some loss.  The tunable-varactor matching network is 

included as part of the device under test so that the Γ௅ optimization can be directly 

compared to the bias voltage optimization.  In a standard Γ௅ optimization or load-pull 

measurement the PAE is reported at the output of the amplifier.  The power is first 

measured at the output of the matching network and then the S-parameters of the 

matching network are used to calculate the matching network loss which is then added to 

the measured power to obtain the value at the output of the amplifier.  A characterization 

of the S-parameters of the matching network is needed for this process.  However, in the 

bias voltage optimization, a device characterization is not used, so the S-parameters of 

the matching network are not available, meaning that the PAE must be measured at the 

output of the matching network.  Furthermore, in a radar system, the overall power sent 

to the transmitter matters more than the power measured at the output of the power-

amplifier, so it is reasonable to take matching network loss into consideration during the 

optimization.   The reference plane for the contours shown above and used in the 

algorithms compared to the reference plane for standard load-pull measurements are 

shown in Figure 3.7. 

Even though the contours are not circular when considering the matching network 

as part of the device under test, the PAE contours in the Smith Chart are more friendly for 

the gradient optimization.  In the three-dimensional bias voltage space, the contours are 

non-convex and there are two local optima.  This is because different combinations of 

bias voltages can map to very similar load reflection coefficients.  In addition, a third 
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neighboring point measurement is needed in the bias voltage search because it is a three-

dimensional space rather than a two-dimensional space.  However, extra time is needed 

for the Γ௅ optimization due to the look up table.  Also, the only points that can be reached 

in the Γ௅ optimization are the characterized points.  Interpolating between points is not 

feasible as changing bias voltage translates to moving in an arc, not a line, on the Smith 

Chart and equal steps in bias voltage do not correspond to moving equal distances on the 

Smith Chart.   

 

 

Figure 3.6 PAE contours for the Γ௅ search space (left) and an equal PAE surface in the 
bias voltage search space (right).  The black x’s on the figure in the left and the red dots 
in the figure on the right depict search ending locations.  In the bias voltage space, the 
search end locations form two clusters, meaning the search space is multi-modal.   

 

Figure 3.8 compares an example search trajectory in each search space.  In both 

cases, the search converged at an acceptable point.  More measurements were required in 

the three dimensional bias voltage search space, but the time per measurement was less.   

Table 3.1 presents the results of the gradient optimization in the Γ௅ search space, Table 

3.2 presents the results of the gradient optimization in the bias voltage search space, and 

Table 3.3 provides a comparison of the two methods.  
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Figure 3.7 The reference plane for the contours shown above and used in the algorithms 
compared to the reference plane for standard load-pull measurements 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.8 Reflection-coefficient search results for starting point Г௅ ൌ 0.50/0° (left).   
The constrained optimum was found at Г௅ ൌ 0.31/151.84°, providing PAE = 27.73% and 
ACPR = -30.61 dBc.   26 measurements were required, with an average time per 
measurement of 3.63 seconds.   Bias voltage search results for starting point ଵܸ ൌ
22	ܸ, ଶܸ ൌ 22	ܸ, ଷܸ ൌ 22	ܸ (right).  The constrained optimum was found at ଵܸ ൌ
12.11	ܸ, ଶܸ ൌ 16.80	ܸ, ଷܸ ൌ 10.93	ܸ, providing PAE = 26.02% and ACPR = −30.97 
dbc.  32 measurements were required, with an average time per measurement of 2.58 
seconds. 
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As seen in Table 3.1, from several starting locations, the reflection coefficient 

search consistently converged to an ending location that met the ACPR constraint and 

provided about 27% PAE with an average of 21.13 measurements.  Much of the time per 

measurement is due to equipment control overhead, but a significant portion is due to 

increased computation time using the look-up table. 

 
Table 3.1 Results of the gradient optimization in the Γ௅ search space 

Start Γ௅ Start PAE 
(%) 

End Γ௅ End ACPR 
(dBc) 

End PAE 
(%) 

# Meas.   Avg.  time 
per meas.  

(sec.) 
0/0° 21.24 0.19/139° -31.0 26.87 11 3.41 

0.25/0° 13.79 0.28/143° -30.8 28.40 21 3.39 
0.25/45° 20.10 0.33/133° -30.6 29.31 23 3.39 
0.25/90° 22.74 0.39/164° -30.5 25.61 12 3.43 
0.25/-45° 12.40 0.25/110° -31.4 27.67 21 3.50 
0.25/-90° 12.39 0.32/148° -31.1 27.68 34 3.41 
0.25/135° 26.76 0.22/112° -31.0 27.10 16 3.54 
0.25/180° 23.80 0.29/160° -31.6 26.85 13 3.39 
0.25/-135 16.61 0.22/131° -30.8 26.71 14 4.28 

0.5/0° 6.94 0.31/152° -30.6 27.73 26 3.63 
0.5/45° 8.28 0.21/112° -31.4 26.31 30 3.40 
0.5/90° 12.79 0.27/122° -30.9 28.47 27 3.48 

0.5/-135° 9.22 0.25/156° -31.1 25.69 24 3.42 
0.5/-90° 5.27 0.16/98° -31.8 24.53 20 3.40 
0.5/135° 22.18 0.30/129° -30.6 28.91 17 3.53 
0.5/180° 9.91 0.32/132° -30.5 28.95 29 3.48 

  Average -30.99 27.30 21.13 3.50 
 

As seen in Table 3.2, from several starting locations in the three dimensional bias 

voltage space, the search consistently converged to an ending location that met the ACPR 

constraint and had a PAE of about 27% in an average of 35.85 measurements.  The 

increase in the average number of measurements compared to the reflection coefficient 

search space optimization is due to the fact that the search space is three dimensional, so 

a third neighboring point measurement is needed at each candidate point in the search.  If 

only two bias voltages were used as tuning elements, the search space would be two 
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dimensional, which could make the number of measurements for direct tuning of the 

fundamental tuning elements more comparable to tuning the load reflection coefficient.  

A notable advantage of tuning the bias voltages directly is that the time per measurement 

is significantly less than the reflection coefficient search space optimization. 

 
Table 3.2 Results of the gradient optimization in the bias voltage search space 

Start 

ଵܸ 
(V) 

Start 

ଶܸ 
(V) 

Start 

ଷܸ 
(V) 

Final ଵܸ 
(V) 

Final ଶܸ 
(V) 

Final ଷܸ 
(V) 

End 
PAE 
(%) 

End 
ACPR 
(dBc) 

# 
Meas. 

Avg.  
time 
per 

meas.  
(sec.) 

1 1 1 5.15 1.70 13.68 28.35 -31.11 16 2.46 
2 2 2 5.52 0.11 11.34 27.99 -31.26 29 2.47 
3 3 3 5.78 2.98 11.20 27.04 -31.36 20 2.52 
4 4 4 4.79 1.55 12.60 28.55 -31.01 25 2.46 
5 5 5 5.75 1.01 10.74 27.93 -31.46 25 2.53 
6 6 6 4.57 0.00 15.07 29.63 -30.53 19 2.46 
7 7 7 5.06 0.18 11.66 28.14 -31.06 52 2.50 
8 8 8 5.34 0.64 13.89 27.23 -31.11 34 2.48 
9 9 9 12.53 14.10 6.98 26.94 -30.53 25 2.49 
10 10 10 12.65 14.73 7.26 26.95 -30.80 29 2.50 
11 11 11 12.34 15.74 9.01 26.46 -30.59 40 2.50 
12 12 12 12.09 15.62 8.45 26.90 -30.52 33 2.49 
13 13 13 12.23 16.05 9.76 26.98 -30.75 81 2.46 
14 14 14 12.65 15.55 8.63 26.63 -30.98 53 2.47 
15 15 15 11.52 14.68 7.60 26.60 -30.91 25 2.47 
16 16 16 12.36 15.30 7.78 26.93 -30.54 53 2.47 
17 17 17 13.54 15.69 8.64 25.85 -30.84 16 2.47 
18 18 18 12.28 16.23 9.70 26.02 -30.79 41 2.46 
     Average 27.22 -30.88 35.85 2.48 

 

In conclusion and as seen in Table 3.3, both methods can be used for optimization 

of power-amplifier PAE within an ACPR constraint.  Even though the search space is 

three dimensional and multi modal for the bias voltage search, optimum PAE and ACPR 

are comparable to the Γ௅ search.  Therefore, the bias voltage search provides the 
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advantages of time savings per measurement and simpler implementation by removing 

the need for the characterization process and look up table.    

 
Table 3.3 Comparison of the bias voltage and reflection coefficient search results 

  End 
ACPR 
(dBc) 

End PAE 
(%) 

Avg.  # 
Meas. 

Avg.  
Time per 

Meas.  
(sec.) 

Avg.  
Time per 
Search 
(sec.) 

Γ௅ Search 
Average -30.99 27.30 21.13 3.50 73.70 
Standard 
Deviation 

0.39 1.31 6.73 0.21 22.65 

Voltage 
Search 

Average -30.88 27.22 35.85 2.48 88.97 
Standard 
Deviation 

0.27 0.96 17.81 0.03 43.77 
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CHAPTER FOUR 
 

Tuning with the Evanescent Mode Cavity Tuner 
 

Information in this chapter has been presented as [34] Hays, L.; Rezayat, S.; Baylis, C.; 
Marks II, R.; Viveiros, E.; Peroulis, D.; Abu-Khater, M.; Semnani, A.; “Direct Tuning of 

Cavity Position Numbers for Circuit Optimization Using an Evanescent-Mode Cavity 
Tuner Designed for Reconfigurable Radar Transmitters” USNC-URSI National Radio 

Science Meeting, January 2018, Boulder, Colorado 
   

A second reconfigurable matching network has been designed and fabricated by a 

group at Purdue University [21].  The specifications for the center frequency, bandwidth, 

and power handling capabilities of the tuner were requested by Dr. Baylis and then the 

authors of [21] independently designed and fabricated the tuner.  The design of the tuner 

is shown in Figure 4.1 and the fabricated tuner is shown in Figure 4.2.  This matching 

network consists of two evanescent mode resonant cavities.  The resonant frequency of 

each cavity is varied through control of the length of the cavity, which is set by 

controlling the height of a piezoelectric disk.  Varying the resonant frequency of the two 

tuning elements allows the user to adjust the load reflection coefficient of the tuner 

presented to the amplifier.  The fundamental tuning element that is input to the tuner is 

the combination of two resonant cavity position numbers (݊ଵ and ݊ଶ).  The evanescent 

mode cavity tuner is capable of handling 90 W of power and has a bandwidth on the 

order of 30%.  It also has increased coverage of the Smith Chart compared to the tunable-

varactor matching network.   
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Figure 4.1 Design of the evanescent mode cavity tuner [21]  
 
 
 
 
 
 
 
 
 
 
 

Figure 4.2 Fabricated evanescent mode cavity tuner, reprinted from [21] 
 

Figure 4.3 shows the characterization of the evanescent mode cavity tuner.  The 

characterization was obtained by varying the cavity position numbers and recording the 

corresponding reflection coefficients at all selected combinations of the position 

numbers.  As seen in Figure 4.3, the tuner can present reflection coefficients covering 

most of the Smith Chart, which is very useful for reconfigurable circuitry.  Furthermore, 

this coverage is provided with only two tuning elements.  A lower quantity of tuning 

elements to control saves time in the overall reconfiguration process. 

Figure 4.4 illustrates the stability of the tuner characterization.  The figure depicts 

the resulting magnitude and phase of the tuner reflection coefficient, as well as the 

location of the reflection coefficient on the Smith Chart, for three different combinations 

of resonant cavity position numbers (݊ଵ and ݊ଶ) sent as inputs to the tuner.  Each 

combination of ݊ଵ and ݊ଶ was input 1000 times in a row and the resulting value of 

reflection coefficient after each iteration was recorded.  In other words, the tuner was 
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directed to the same setting 1000 times in a row for three different settings.  As seen in 

Figure 4.4, there is drift in the characterization over time.  Both the magnitude and phase 

of ଵܵଵ drift in value between the first and the 1000th iteration for each of the three test 

combinations of ݊ଵ and ݊ଶ.  There are also occasional failures to tune to the correct 

setting, which are shown by the outliers on the plots.  The Smith Chart plots for each test 

show the spread of the measured ଵܵଵ points plotted as reflection coefficients.  In the worst 

case, the magnitude of ଵܵଵ varied by about 0.15 and the phase of ଵܵଵ varied by 120° over 

the 1000 iterations even though the ݊ଵ and ݊ଶ setting was the same for each iteration.  

This has a significant impact on the ability to tune reliably.  It was also found that 

physically moving the tuner changed the reflection coefficients of the characterized 

points.  Tuning correctly and predictably to a point on the Smith Chart is a crucial step in 

reflection coefficient optimization algorithms.  However, the characterization drift can be 

mitigated enough to be used for reflection coefficient optimization as long as the 

optimization is performed immediately after the characterization process finishes.  This 

means that frequent recharacterization of the tuner is necessary. 

 

 
 
Figure 4.3 Characterization of the evanescent mode cavity tuner which maps cavity 
position numbers to reflection coefficients reachable by the matching network, reprinted 
from [35].  
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Figure 4.4 Measurement results showing characterization stability over time for three 
different (݊ଵ, ݊ଶ) settings. 
 
  

Reflection-Coefficient Tuning 
 
Similar to the process described in Chapter Two, the power-amplifier PAE is 

optimized within an ACPR constraint by varying the load reflection coefficient presented 

by the evanescent mode cavity tuner using a gradient based optimization.  A look-up 

table is used to determine the cavity position numbers to input to the tuner to obtain the 

characterized point that is closest to the load reflection coefficient needed.  The 

optimization was tested using a MWT-173 FET, biased at ܸீ ௌ ൌ 	െ1.5 V and ஽ܸௌ ൌ 4.5 

V with 14 dBm input power.  The ACPR constraint was -23 dBc.  The input waveform 

was a modified chirp at 3.3 GHz.  A chirp is a common signal used for radar.  The 
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frequency of the signal increases over time.  The modified chirp used for this experiment 

was mixed with a frequency at a single tone, which results in plenty of spectral spreading.  

The modified chirp signal is used to ensure that ACPR varies significantly with load 

reflection coefficient, which is convenient for verification of the spectrum compliance 

portion of the algorithm.  To compare with the fast search algorithm, full load-pull 

measurements for PAE and ACPR were performed and are shown in Figure 4.5.  The 

results of the load reflection coefficient optimization using the evanescent mode cavity 

tuner are shown in Table 4.1.  Example search trajectories are shown in Figures 4.6 and 

4.7.   

 

 

Figure 4.5 MWT-173 FET ACPR load-pull contours (left) and PAE load-pull contours 
with the ACPR acceptable region shaded and search endpoints marked with ‘x’ (right).    
 
 

The data in Table 4.1 shows that, from several starting locations, the optimization 

converges to an ending location corresponding to the constrained optimum region 

identified in Figure 4.5.  For each search, the ending location meets the ACPR constraint 

and obtains around 33.72% PAE in an average of 19.63 measurements.  This verifies that 

the reflection coefficient optimization has been successfully implemented using the 

evanescent-mode cavity tuner as the tunable matching network with a characterized look-

up table of reflection coefficients.  Figures 4.6 and 4.7 demonstrate that the algorithm 
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determines a useful trajectory for arriving at an ending location in the region of the 

constrained optimum with few measurements.  There is a fairly direct path from the 

starting location to the ending location in both figures, which is desired for an effective 

optimization.   

 
Table 4.1 MWT-173 FET Optimization Results for Multiple Starting Locations Using 

Tunable Resonant Cavity Network as the Reconfigurable Matching Network 
 

Start Г௅ Start PAE 
(%) 

End Г௅ End ACPR 
(dBc) 

End PAE 
(%) 

# 
Meas. 

00° 32.95 0.1192.7° -23.00 34.87 19 
0.250° 24.19 0.1288.0° -23.07 34.06 16 

0.2545° 29.54 0.1382.0° -23.15 33.99 14 
0.2590° 37.26 0.1762.2° -23.29 33.51 17 
0.25-45° 23.95 0.0790.9° -23.26 33.47 27 
0.25-90° 24.97 0.0677.6° -23.18 33.85 21 
0.25180° 30.63 0.1186.7° -23.38 33.64 21 
0.25-135° 28.71 0.3273.0° -23.35 32.97 16 

0.50° 13.21 0.0886.3° -23.26 33.21 13 
0.545° 21.51 0.1388.7° -23.16 33.12 20 
0.590° 30.71 0.1188.6° -23.15 34.14 29 

0.5-135° 17.56 0.2082.8° -23.49 33.37 30 
0.5-90° 10.37 0.1094.2° -23.25 33.44 18 
0.745° 10.59 0.1482.2° -23.37 33.78 18 
0.790° 17.73 0.1479.7° -23.1 33.98 18 

0.7180° 5.73 0.0790.4° -23.26 34.05 17 
  Average -23.23 33.72 19.63 

 
 

 
 
Figure 4.6 MWT-173 FET fast search from starting point Г௅ ൌ 0.5/-135°.   The search 
converges to Г௅ ൌ 0.20/82.84° with PAE = 33.37% and ACPR = -23.49 dBc using 30 
measurements.    
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Figure 4.7 MWT-173 FET fast search from starting point Г௅ ൌ 0.5/0°.   The search 
converges to Г௅ ൌ 0.08/86.31° with PAE = 33.21% and ACPR = -23.26 dBc using 13 
measurements.    
 
  
 The algorithm and the evanescent-mode cavity tuner were also tested on a 

Skyworks packaged amplifier.  The second test was performed to illustrate that the 

algorithm and tuner are not device specific and can be used to optimize different devices.   

The amplifier supply voltage was 9 V and the input power was 6 dBm for these 

experiments.  The ACPR constraint was -22 dBc.  The input waveform was a modified 

chirp at 3.3 GHz.   For comparison with the fast search results, Figure 4.4 shows the 

ACPR contours and PAE contours as measured from a full load-pull measurement.  The 

results of the optimization are shown in Table 4.2.  An example search trajectory is 

shown in Figure 4.9 and Figure 4.10. 

Again, the data in Table 4.2 shows that, from several starting locations, the 

optimization converges to an ending location corresponding to the constrained optimum 

region identified in Figure 4.8.  For each search, the ending location meets the ACPR 

constraint and obtains approximately 10.52% PAE in an average of 21.08 measurements.  

This verifies that the reflection coefficient optimization has been successfully 

implemented using the evanescent-mode cavity tuner as the tunable matching network 
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utilizing a characterized look-up table of reflection coefficients for more than one device.  

Figures 4.9 and 4.10 demonstrate that the algorithm determines a useful trajectory for 

arriving at an ending location in the region of the constrained optimum with few 

measurements. 

 

 

Figure 4.8 Skyworks amplifier ACPR load-pull contours (left) and PAE load-pull 
contours with the ACPR acceptable region shaded and search endpoints marked with ‘x’ 
(right).    
 
 

Table 4.2 Skyworks Amplifier Optimization Results for Multiple Starting Locations 
Using Tunable Resonant Cavity Network as the Reconfigurable Matching Network 

 
Start Г௅ Start 

PAE 
(%) 

End Г௅ End ACPR 
(dBc) 

End 
PAE 
(%) 

# Meas. 

00° 8.23 0.43-28.24° -22.05 10.69 23 
0.250° 10.22 0.390.37° -22.20 9.91 7 

0.2545° -0.43 0.43-23.68° -22.02 10.61 24 
0.2590° 7.34 0.44-29.91° -22.08 10.60 17 

0.25135° 6.01 0.42-27.58° -22.17 10.67 26 
0.25-135° 5.13 0.42-23.28° -22.17 10.65 26 

0.50° 9.44 0.39-17.09° -22.08 10.52 7 
0.545° 6.28 0.50-34.99° -22.05 10.54 23 
0.590° 4.33 0.37-20.21° -22.11 10.57 20 

0.5-135° 4.05 0.45-18.19° -22.38 10.54 30 
0.5135° 3.65 0.39-12.13° -22.07 10.17 22 
0.5180° 2.28 0.38-28.24° -22.01 10.74 28 

  Average -22.11 10.52 21.08 
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Figure 4.9 Skyworks packaged amplifier fast search from starting point Г௅ ൌ 0.5/90°.   
The search converges to Г௅ ൌ 0.37/-20.21° with PAE = 10.57% and ACPR = -22.11 dBc 
using 20 measurements.    
 

 
 
Figure 4.10 Skyworks packaged amplifier fast search from starting point Г௅ ൌ 0/0°.   The 
search converges to Г௅ ൌ 0.43/-28.24° with PAE = 10.69% and ACPR = -22.05 dBc 
using 23 measurements.    
 

Note that the initial step in the optimization shown in Figure 4.10 is not in the 

expected direction based on the device contours.  As stated previously, characterization 

drift and occasional failures to tune can negatively impact the optimization.  In this case, 

the characterized location for one of the neighboring points of the first candidate drifted 
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during the time between the characterization and the measurement.  As a result, the 

gradient estimation was thrown off and the first step was taken in the wrong direction.  

However, most of the other Γ௅ locations used in the search were reliably characterized, so 

the optimization was able to recover after the initial step and converge at the expected 

final Γ௅ location.  

These optimizations were performed immediately after the tuner characterization 

was measured.  If the optimization is performed several hours after the characterization 

has finished, the characterization is more subject to drift which throws the optimization 

off so that it does not converge to an acceptable end location.  Figure 4.11 shows an 

example of a search that was performed 24 hours after the characterization and as a 

result, did not converge in the correct location.  The device under test was a MWT-173 

FET, biased at ܸீ ௌ ൌ 	െ1.5 V and ஽ܸௌ ൌ 4.5 V with 14 dBm input power.  The ACPR 

constraint was -23 dBc.  Based on the contours shown in Figure 4.5, the search should 

have ended in a location similar to the ending locations obtained in Figures 4.6 and 4.7 

and obtained a final PAE value of about 33%.  Instead, the search ended near the right 

side of the Smith Chart and obtained a final PAE value of 16.01%.  The first three steps 

are large steps made in very different directions, indicating that the gradient estimation is 

inaccurate due to characterization drift.  

In conclusion, through the use of a look-up table, the reflection coefficient of the 

evanescent mode cavity tuner can be used to optimize performance of a transmitter 

power-amplifier.  The main advantages of the tuner for use in next generation 

reconfigurable radar systems are its power handling and bandwidth.  However, in its 

current state, the stability of the characterization is degraded over time and is sensitive to 
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physical movement.  Therefore, the characterization must be re-measured frequently and 

the load reflection coefficient optimization must be performed immediately after the 

characterization process for accurate performance.   

 

 

Figure 4.11 MWT-173 FET fast search performed 24 hours after tuner characterization 
from starting point Г௅ ൌ 0/0°.   The search incorrectly converges to Г௅ ൌ 0.71/17.70° 
with PAE = 16.01% and ACPR = -25.54 dBc using 19 measurements.    

 
  

Simplex Tuning in Resonant Cavity Number Space 
 

As research had been performed on the direct tuning of the control element of the 

tunable-varactor matching network, a similar study was performed directly tuning the 

cavity position numbers of the evanescent mode cavity tuner to optimize amplifier 

performance.  Directly tuning the cavity position numbers allows for simpler 

implementation because the characterization process and look up table are no longer 

needed [36].  In addition, the optimization is not subject to the instability of the tuner 

characterization.  The search space also remains two dimensional as there are only two 

cavities to control.   
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However, as shown in Figure 4.12, there are non-convexities of the contours in 

the cavity position number search space.  The contours were measured for a Skyworks 

packaged amplifier with a control voltage of 7 V and an input power of 3 dBm.  Rezayat 

demonstrates that the gradient based search only consistently converges to the optimum 

point if the search starts near the optimum [34].   

 

 
 
Figure 4.12 Skyworks packaged amplifier PAE contours in the cavity position number 
search space 
 
 

 Therefore, a simplex search was implemented to optimize the cavity position 

numbers to obtain maximum amplifier PAE.  The simplex algorithm is described in 

Figure 4.13. 

The first point of the simplex is shown in Figure 4.13 as point A.  Additional 

points are measured in each coordinate direction separated by ܦௌ, forming a right 

triangle.  The point with the lowest PAE is replaced with a new point.  If point A has the 
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lowest PAE, then point 1 is measured.  If point 1 has a greater PAE than points A, B, and 

C, then point 2 is measured.  If the PAE of point 2 is lower than point 1, then the new 

simplex consists of points B, C, and 1 and the process begins again.  If the PAE of point 1 

is greater than point A but less than points B and C then the new simplex contains points 

B, C, and 4.  Finally, if point 1 has a lower PAE than point A, then the new simplex 

consists of points B, C, and 3.  The search iterates through this process until the distance 

from the centroid to the new simplex points falls below a resolution distance (ܦ௥) set by 

the user.  The point with the highest PAE is chosen as the optimum.   

   

 

Figure 4.13 Simplex construction for PAE optimization in the cavity position number 
search space, reprinted from [36]. 
 
 

The summary of the results of the simplex search tested on the Skyworks 

amplifier are shown in Table 4.3.  An example search trajectory is shown in Figure 4.14.   

As seen in Table 4.3, the results show convergence to similar PAE values for 

multiple starting ሺ݊ଵ, ݊ଶ) combinations with a small number of measurements.  The 

advantages of this type of search include simpler implementation by avoiding the need 
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n2

for tuner characterization, and removing the need for prior knowledge about the device 

contours to choose an intelligent starting location.  The simplex search converges even 

for starting locations far from the optimum, as shown in Figure 4.14.   

 
Table 4.3 Skyworks Amplifier Simplex PAE Optimization Results for Multiple Starting 

Locations Using Tunable Resonant Cavity Network as the Reconfigurable Matching 
Network in the Resonant Cavity Position Number Search Space 

 
Start ࢔૚ Start ࢔૛ End ࢔૚ End ࢔૛ End PAE Number of 

Meas. 
6690 8360 6985 7723 12.38 24 
6400 8000 6988 7754 12.36 22 
6400 7500 6988 7750 12.37 27 
7000 7500 6983 7751 12.35 15 
7000 7700 6987 7748 12.37 13 
6200 8400 6965 7734 12.35 25 
6700 7400 6980 7728 12.36 20 
7000 8000 7000 7741 12.36 22 

   Average 12.36 21.00 
 

 

 

 

 

 

 

 
 
Figure 4.14 Fast simplex search starting at the point (6690, 8360).  The search ended at 
the point (6985, 7723) with 12.38% PAE in 24 measurements.   

 

In conclusion, the cavity position numbers of the evanescent mode cavity tuner 

can be tuned directly using a simplex algorithm to obtain maximum amplifier PAE.  The 

START

END



42 
 

gradient search with intelligent starting location can also be used.  The gradient search 

spends less time in regions that are not in ACPR compliance, and it is easier to select the 

starting step size and ending step size criteria using the gradient search [34].  The simplex 

search can converge from more starting locations but it is less intuitive to determine the 

necessary ending criteria.  However, both methods of direct tuning of the resonant cavity 

position numbers remove the need for the lengthy characterization process and 

overcomes the problem of characterization instability.    

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 
 
 
 
 



43 
 

 
 

 
CHAPTER FIVE 

 
Stability Considerations 

 

Power-amplifier stability is normally assessed for a single load reflection 

coefficient at the design frequency.  However, in a reconfigurable amplifier, a method to 

assess stability in real time with varying load reflection coefficient and frequency is 

necessary.  In some cases, the device may initially be operating stably, but then enter an 

unstable region during optimization. 

 
Broadband Stability Design 

 
Information in this section has been published as: 

[37] L.  Lamers, E.  Walden, C.  Baylis and E.  V.  R.  J.  Marks, "Fast Design of 
Unconditionally Stable Power-amplifier Using the Center Frequency Smith Tube," 2017 
Texas Symposium on Wireless and Microwave Circuits and Systems (WMCS), Waco, TX, 

2017, pp.  1-4 
 

 In amplifier design, a first step in the process is to use the device S-parameters to 

calculate and plot a stability circle on the Smith Chart.  The load stability circle identifies 

regions of load reflection coefficients resulting in stable operation and potentially 

unstable operation.  If the stability circle intersects the Smith Chart, the device is not 

unconditionally stable.  If unconditional stability is desired, the designer can often add a 

stabilizing resistor either in feedback or in shunt or series configuration at the input or 

output.  After the amplifier is designed, the stability factor ܭ and the determinant of the 

S-parameter matrix ∆ can be plotted over a range of frequencies to assess broadband 

device stability, where 
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ܭ ൌ
ሺ1 െ | ଵܵଵ|ଶ െ |ܵଶଶ|ଶ ൅ |∆|ଶ	ሻ

2| ଵܵଶܵଶଵ|
	,																																						ሺ12ሻ 

and 

∆	ൌ 	 ଵܵଵܵଶଶ െ ଵܵଶܵଶଵ.																																																							ሺ13ሻ  
   
In many situations, though the device appears unconditionally stable at the design 

frequency according to the stability circles, ܭ or ∆ may identify potential instability at 

frequencies other than the design frequency.  As described by Gonzalez, for an 

unconditionally stable circuit, ܭ ൐ 1	for all frequencies and |∆| ൏ 1 [26].  

A new design tool was innovated to allow for broadband stability design of 

power-amplifiers.  A three-dimensional extension of the Smith Chart with various 

parameters plotted on the z-axis has been used for circuit optimization in the literature 

[20, 39, 40].  A similar three-dimensional extension of the Smith Chart with center 

frequency on the z-axis is used for small-signal stability analysis for design, shown in 

Figure 5.1.  Rather than plotting a stability circle at a particular frequency, a stability 

surface is plotted over a range of frequencies.  Thus the designer can visualize potentially 

unstable load reflection coefficients over the range and can quickly choose a resistor to 

stabilize the amplifier or select a load reflection coefficient that is stable over a specified 

bandwidth.  Using this tool, if unconditional stability is required, the stability surface 

must lie completely outside of the frequency Smith Tube.   

To demonstrate the use of the center frequency Smith Tube in an amplifier design 

application, an amplifier design was performed using the traditional Smith Chart method 

and the new Smith Tube method.  The results of each design were compared.  For this 

experiment, a small-signal amplifier design was performed in Keysight’s Advanced 

Design Systems simulation software.   The simulation used a built-in NPN BJT model 
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biased at ஼ܸா ൌ 4.95	ܸ and ܫ஻஻ ൌ 100	μA.		In a bipolar junction transistor (BJT), the 

device is biased by injecting a base current (ܫ஻஻) which forward biases the base-emitter 

junction as seen in Figure 5.2.  The design frequency for the simulation experiment was 1 

GHz.  Two designs were compared, one using the Smith Chart and the other using the 

center frequency Smith Tube for broadband stability analysis.  The gain of the amplifier 

at the design frequency was about 16 dB for both designs.  The stability circle for this 

device at the bias point is shown in Figure 5.2. 

 

 

Figure 5.1 Center frequency Smith Tube used for broadband small-signal stability 
analysis 
 
 

A typical amplifier design procedure using S-parameters is outlined by Gonzalez 

in [26].  After initial assessment of the small-signal stability circle at the design 

frequency, the designer may add a stabilizing resistor.  The designer would then select a 

transistor bias setting and design a biasing network.  Next the designer would identify the 

source and load reflection coefficients to obtain the desired amplifier gain and design a 
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matching network which presents those source and load reflection coefficients to the 

device.  Once the amplifier schematic is designed, the designer can use the resulting 

circuit S-parameters to perform stability analysis by checking the values of K and ∆ over 

a range of frequencies.   

 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Figure 5.2 BJT circuit schematic showing how ஼ܸாand ܫ஻஻ are applied to bias the 
transistor 

 

With the stability circle shown in Figure 5.3 and using the Smith Chart design 

procedure as outlined above, the designer may choose to add a 600 Ω stabilizing shunt 

resistor on the output to ensure that the stability circle lies well outside of the Smith 

Chart.  The new stability circle with such a stabilizing resistor added is shown in Figure 

5.4. Using only the Smith Chart at the design frequency, the designer may think the 600 

Ω resistor is sufficient for providing unconditional stability. 
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Figure 5.3 The simulated stability circle for the device under test.  The stability circle lies 
outside of, but close to the edge of the Smith Chart.  A stabilizing resistor may be added 
in the design to move the stability circle farther out and ensure that the device will be 
unconditionally stable.   
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 Simulated stability circle for the device under test with the 600 Ω stabilizing 
resistor.  The stability circle is now well outside the Smith Chart 
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Figure 5.5 Stability surfaces plotted on the center frequency Smith Tube for the device 
(left) and the device with the 600 Ω stabilizing resistor added (right).  Both surfaces 
intersect the Smith Tube, at low frequencies, showing that unconditional stability is not 
achieved.   
 
 

In contrast, the stability surface plotted on the center frequency Smith Tube for 

the original device and the device with the 600 Ω resistor is shown in Figure 5.5.  Using 

the broadband stability analysis tool, the designer can see that the 600 Ω resistor is not 

sufficient for achieving unconditional stability at all frequencies as the stability surface 

still intersects the Smith Tube at low frequencies.  Therefore the designer could instead 

use a 300 Ω stabilizing shunt resistor at the output, resulting in the stability surface 

shown in Figure 5.6.   

As seen in the figure, the 300 Ω resistor does provide unconditional stability.  

These results are verified by Figure 5.7, which compares the plot of the stability factor 

(K) for the design with the 600 Ω resistor to the design with the 300 Ω resistor.  For 

unconditional stability, the stability factor must be greater than one for all frequencies, 

which is achieved by the second design but not the first.   
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Figure 5.6 Simulated stability surface plotted for the device with the 300 Ω resistor 
added.  The stability surface lies completely outside of the Smith Tube at all frequencies, 
showing that unconditional stability for small-signal inputs is achieved.   
   

 

Figure 5.7 Stability factor (K) plots for the design obtained using only the Smith Chart 
(left) and using the Smith Tube (right).  The stability factor falls below one using the 
conventional design method, showing that unconditional stability is not achieved.  In 
contrast, the stability factor is greater than one for all frequencies when the broadband 
stability analysis method is used, showing that uncondtional stability is achieved.   
 
 

The final design obtained using the center frequency Smith Tube for broadband 

stability analsysis is shown in Figure 5.8.  Compared to the conventional method for 

amplifier design, the frequency Smith Tube method saves time and frustration.  The 

frequency Smith Tube provides a way to visualize the amplifier's stability and other 

parameters over frequency.  In conclusion, the frequency Smith Tube can be used to 
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visualize amplifier stability for small-signal inputs over a range of frequencies, which is 

useful for any design application in which broadband or reconfigurable performance is 

desired.  

 

 

Figure 5.8 Final amplifier design obtained using the Smith Tube as a broadband design 
tool 

 
  

Real Time Stability Analysis 
 

Information in this section has been presented as [41] Hays, L.; Egbert, A.; Kappelmann, 
C.; Baylis, C.; Marks, R.; Viveiros, E.; “Real-time Transistor Stability Measurements 

Utilizing Acceleration of the Gain for the Next Generation Radar” USNC-URSI National 
Radio Science Meeting, January 2018, Boulder, Colorado 

 
 As the load reflection coefficient of the device changes during reconfiguration, a 

method of assessing the device stability in real time can help to protect the device and the 

system.  A method was developed which uses the acceleration of the gain as an indicator 

of stability during power-amplifier operation.  During a gain optimization of a device, the 

load reflection coefficient Г௅ will move towards the region of potential instability.  As the 

load reflection coefficient gets closer to the unstable region, the rate of increase of the 
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gain is expected to grow larger, approaching infinity as the stability circle is approached.  

This indicates that the acceleration of the gain is positive.  This can be seen in Figure 5.9.  

Point 1 on the Smith Chart is farthest away from the stability circle and has the lowest 

gain.  As steps are taken closer to the stability circle, the gain increases with positive 

acceleration.  Mathematically, since the stability circle corresponds to reflection 

coefficients which provide infinite gain, the acceleration of the gain must be positive 

when approaching the stability circle from a point with finite gain [26].  Thus, the 

acceleration of the gain can be measured and used as a metric to assess stability.   

 

 

Figure 5.9 Transducer gain versus position on the Smith Chart for a device whose 
stability circle is shown (left).  The position on the Smith Chart corresponds to the points 
shown. 
 

 
Using the process outlined in Chapter Two, a gradient-based optimization of Г௅ 

can be performed to achieve maximum transducer gain from the device.  During the 

optimization, stability analysis is performed in a real-time amplifier reconfiguration 

scenario.  The acceleration of the gain is calculated and used to determine if the search 

should be stopped due to imminent oscillation.  The algorithm presented in Chapter Two 
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is modified to include two additional neighboring point Г௅ measurements for each 

candidate Γ௅	in the optimization for a total of four neighboring points as shown in in 

Figure 5.10.  At each candidate and neighboring point, the gain in dB is measured.  After 

each candidate point, two neighboring points ( ଵܰ and ଶܰ) are measured in the x and y 

directions.  The gradient of the gain is estimated and the next two neighboring points ( ଷܰ 

and ସܰ) are measured in the direction of increasing gain.  These measurements are used 

to calculate the acceleration of the gain.  Positive acceleration of the gain is used as an 

indicator that the device is potentially unstable, and that the search should be stopped 

before the unstable region of the Smith Chart is reached.  Specifically the acceleration of 

the gain, ீܣ, is defined as:  

ሻܥሺீܣ ൌ
ሼሾ்ܩሺ ସܰሻ െ ሺ்ܩ ଷܰሻሿ െ ሾ்ܩሺ ଷܰሻ െ ሻሿሽܥሺ்ܩ

௡ܦ
,																							ሺ14ሻ 

where ܦ௡ is the neighboring-point distance.  If two positive values of acceleration are 

obtained, the optimization is terminated at the candidate point with the current largest 

gain.  If the acceleration does not indicate that the search is approaching instability, the 

optimization will end when the search step size is reduced to a specified limit, as outlined 

in Chapter Two. 

 
 
 
 

 

 
Figure 5.10 Points measured for each step of the load reflection coefficient optimization.  
Two small steps are taken along the x and y axis, and then two small steps are taken in 
the direction of the gradient of the gain.  Each point is separated by a distance of ܦ௡ (0.05 
for our experiments) on the Smith Chart. 
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A point of inflection in the acceleration of the gain is an indicator that the search 

may be nearing a region of instability.  The search should be terminated at a stable Г୐ that 

results in a high gain.  According to the theory, the acceleration of the gain will be 

positive and increasing as the search moves toward the unstable region.  Based on this 

theory and on the results of several searches, many of which are shown below, stopping 

the search when Aୋ is positive for two consecutive candidates typically obtains the 

desired results when a starting search step size of 0.1 in the Smith Chart is used.  The 

effectiveness of the stop criteria is related to the search step size, as a larger step size 

would direct the search into the unstable region in fewer measurements.   

A modified search, with a directive to stop the gain when ீܣ is positive for two 

consecutive candidates, was performed for a Modelithics model of a Qorvo TGF 2960 

pseudomorphic high electron mobility transistor (pHEMT).  The simulation was 

performed under small-signal excitation at 3 GHz with bias ஽ܸௌ ൌ	 1.55 V, ܸீ ௌ ൌ -0.2 V.  

The small-signal load stability circle, calculated from S-parameters, is shown in Figure 

5.11.  The stability circle lies completely outside of the Smith Chart so the device is 

unconditionally stable for all values of Г௅ under small-signal excitation.  The 

optimization trajectory is shown in Figure 5.11, and Table 5.1 shows the data for all 

measured points.  The optimization is never halted due to positive acceleration since the 

device is unconditionally stable.  The final Г௅ provides a gain of 11.5 dB and the 

maximum available gain for the device calculated from the S-parameters is 12.6 dB.  As 

expected for a stable device, the acceleration of the gain was consistently negative and 

the final gain obtained by the optimization was near and not over the maximum available 

gain for the device. 
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Figure 5.11 The stability circle and search trajectory for the Qorvo TGF 2960 
Modelithics Model.  The stability circle is completely outside the Smith Chart, so the 
device is unconditionally stable for small-signal inputs.  

 
 

Table 5.1 Simulated Points for Gain Optimization of the Unconditionally Stable Qorvo 
TGF 2960 Modelithics Model with Acceleration Limit 

 
 Г௅ Gain (dB) ீܣ 
 ଵ 0.9∠-45º 0.947 -5.11ܥ
 ଶ 0.65∠-46.7º 6.375 -0.68ܥ
 ଷ 0.42∠-55.9º 8.695 -0.26ܥ
 ସ 0.25∠-89.6º 10.162 -0.16ܥ
 ହ 0.31∠-141.4º 11.172 -0.16ܥ
 ଺ 0.52∠-160.1º 11.769 -0.35ܥ

End  0.77∠-163.9º 11.523 -2.98 
 

The same experiment was performed for several potentially unstable devices.  If 

the gradient-based gain optimization following the method of Baylis [15], when no 

stability assessment is performed, a potentially unstable device may begin to oscillate.  In 

harmonic balance simulations, the oscillatory behavior of the transistor generates 

unreasonable results such as large gain and negative input resistance values.  Oscillatory 

behavior is seen in Table 5.2 by the negative input resistance value in the last row.  The 

same Qorvo TGF 2960 PHEMT Modelithics behavioral model was used as the device 

under test; however, the simulation is performed under small-signal excitation at 2 GHz 
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and the device is biased differently with ஽ܸௌ ൌ 5 V and ܸீ ௌ ൌ	-1 V.  In this optimization 

scenario, the device is potentially unstable.  The stability circle for this device is shown in 

Figure 5.12.  If the search were stopped as soon as two consecutive positive acceleration 

values are determined, the search would have followed the trajectory shown in Figure 

5.12 and would have been stopped after its sixth candidate (ܥ଺) Γ௅ (0.35∠134.1°), 

resulting in a gain of 18.21 dB.  The maximum stable gain for this device is calculated as 

19.96 dB.   Using positive acceleration of the gain as a directive to terminate the search 

would maintain device stability while still obtaining a final gain value that is near, but not 

over the maximum stable gain. 

 
 
 

 

 

 

 

 
 
 
 
 
Figure 5.12 The stability circle and search trajectory for the Modelithics Qorvo TGF 
2960 model.  This search started at  Г௅ ൌ 0.9∠ െ 45º and ended at 	Г௅ ൌ 0.4∠134.1º 
with a final gain of 18.2 dB.  
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Table 5.2 Simulated Points for Gain Optimization of the Potentially Unstable Qorvo TGF 
2960 Modelithics Model with Acceleration Limit 

 
 Г௅ Gain (dB) ீܣ Real(ܼ௜௡ሻ 
 ଵ 0.9∠-45º 4.53 -5.1 12.58ܥ
 ଶ 0.65∠-45.2º 10.23 -0.7 11.40ܥ
 ଷ 0.40∠-45.5º 12.87 -0.2 9.33ܥ
 ସ 0.15∠-46.2º 14.76 -0.1 8.20ܥ
 ହ 0.01∠135.4º 16.42 0.1 7.12ܥ
 ଺ 0.35∠134.1º 18.22 0.6 6.30ܥ
 ଻ 0.60∠133.1º 21.47 13.9 6.73ܥ 
 129.8º 19.38 120.8 -142.88∠0.85 ଼ܥ

 
  

To demonstrate that the acceleration limit successfully prevented oscillation for 

more than one device, the experiment was also performed in simulation for the built-in 

field effect transistor (FET) model provided in Keysight’s Advanced Design System 

software and for a Modelithics model of an ON Semiconductor MMBFU310LT1 N-

channel junction gate field-effect transistor (JFET).  For each device, three different 

starting Г௅ locations were tested. 

For the Keysight FET model the simulation was performed under small-signal 

excitation at 2 GHz with bias ஽ܸௌ ൌ	 5 V, ܸீ ௌ ൌ -1 V.  The stability circle and one of the 

search trajectories for this device are shown in Figure 5.13.  A summary of the searches 

performed for this device is provided in Table 5.3.  For all the starting locations, the 

search was terminated when two consecutive positive values of acceleration were 

obtained, which prevented the device from exhibiting oscillatory behavior in the 

simulator.  All the searches ended near the same point and obtained similar final gain 

values. 
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Figure 5.13 The stability circle and search trajectory for the Keysight FET model. This 
search started at  Г௅ ൌ 0.9∠ െ 45º and ended at 	Г௅ ൌ 0.4∠108.7º with a final gain of 
18.6 dB.  The device never entered the unstable region or exhibited oscillation. 
 
 
Table 5.3 Summary of Several Gain Optimizations of the Potentially Unstable Keysight 

FET Model with Acceleration Limit 
 

Start Г௅ End Г௅ Final Gain 
(dB) 

0.9∠-45º 0.4∠108.7º 18.6 
0∠0º 0.3∠115.9º 17.3 

0.3∠-60º 0.2∠113.9 º 16.9 
 
 
  For the Modelithics MMBFU310LT1 JFET model the simulation was performed 

under small-signal excitation at 0.5 GHz with bias ஽ܸௌ ൌ	 5.75 V, ܸீ ௌ ൌ -0.8 V.  The 

stability circle and one of the search trajectories for this device are shown in Figure 5.14.  

A summary of the searches performed for this device is provided in Table 5.4.  For all the 

starting locations, the search was terminated when two consecutive positive values of 

acceleration were obtained, which prevented the device from exhibiting oscillatory 

behavior in the simulator.  All the searches ended near the same point and obtained 

similar final gain values.  
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Figure 5.14 The stability circle and search trajectory for the Modelithics 
MMBFU310LT1 JFET model. This search started at  Г௅ ൌ 0.8∠ െ 135º and ended at 
	Г௅ ൌ 0.2∠87.1º with a final gain of 4.8 dB. The device never entered the unstable region 
or exhibited oscillation. 
 
 

Table 5.4 Summary of Several Gain Optimizations of the Potentially Unstable 
Modelithics MMBFU310LT1 JFET Model with Acceleration Limit 

 
Start Г௅ End Г௅ Final Gain 

(dB) 
0.8∠-135º 0.2∠87.1º 4.8 
0.3∠180º 0.4∠86.1º 6.0 

0∠0º 0.3∠71.4 º 5.0 

 

Finally, the search algorithm was measurement-demonstrated for a Microwave 

Technologies GaAs FET (MWT-173).  For small-signal inputs at 4.44 GHz and for bias 

voltage combination ܸீ ௌ ൌ		-1.5 V, ஽ܸௌ ൌ	4.5 V the device is unconditionally stable.  

Figure 5.15 and Table 5.5 show the data for all measured points.  In measurement, due to 

noise, some points may have positive acceleration even though the device is not nearing 

instability.  However, waiting for two consecutive positive acceleration values before 

terminating the search prevented the search from ending prematurely.  For the stable 

device and a search step size of 0.1, consecutive positive acceleration values were never 
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obtained.  Oscillation was never observed on the spectrum analyzer output during the 

search, as is expected for an unconditionally stable device.   

 
 
Figure 5.15 The search trajectory for the MWT-173 GaAs FET. This search started at  
Г௅ ൌ 0.84∠ െ 51.4º and ended at 	Г௅ ൌ 0.24∠ െ 33.17º with a final gain of 8.73 dB. 
The device never exhibited oscillation. 
 
 
Table 5.5 Measured Points for Gain Optimization of Unconditionally Stable MWT-173 

Under Small-Signal Excitation 
 

 Г௅ Gain (dB) ீܣ 
 ଵ 0.84∠-51.4º 4.23 5.4ܥ
 ଶ 0.74∠-53.1º 5.68 -2.8ܥ
 ଷ 0.65∠-50.9º 6.85 0.3ܥ
 ସ 0.55∠-48.0º 7.63 -0.4ܥ
 ହ 0.45∠-46.3º 8.22 3.1ܥ
 ଺ 0.36∠-51.3º 8.42 -1.6ܥ
 ଻ 0.26∠-55.7º 8.58 1.2ܥ 
End 0.24∠-33.2º 8.73 -2.1 

 
 
The search algorithm was also measurement-demonstrated for a different 

Microwave Technologies GaAs FET (MWT-173). For small-signal inputs at 4.44 GHz 

and for bias voltage combination ܸீ ௌ ൌ		-1.5 V, ஽ܸௌ ൌ	5 V the device is potentially 

unstable.  Figure 5.16 and Table 5.6 show the data for all measured points.  The search 
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was allowed to continue until the device became unstable to demonstrate that the device 

begins to oscillate soon after two consecutive positive values of acceleration are obtained.  

Oscillation was determined by observation of the spectrum analyzer output for the 

device, which is shown in Figure 5.17.  If the acceleration limit was used, the search 

would have stopped after the second consecutive positive acceleration value – at the 

eighth candidate point with a gain of 17.8 dB and would not have oscillated. 

 

Figure 5.16 The search trajectory for the unstable MWT-173 GaAs FET. This search 
started at  Г௅ ൌ 0.4∠ െ 45º. With the acceleration limit, the search would have ended at 
	Г௅ ൌ 0.41∠151.1º (marked by ‘x’) with a final gain of 18.65 dB.  
 

 
Table 5.6 Measured Points for Gain Optimization of Potentially Unstable MWT-173 

Under Small-Signal Excitation 
 

 Г௅ Gain (dB) ீܣ 
 ଵ 0.40∠-45º 12.37 0.0ܥ
 ଶ 0.31∠-51.8º 13.13 -0.5ܥ
 ଷ 0.21∠-58.1º 14.00 1.3ܥ
 ସ 0.13∠-77.5º 14.73 -0.1ܥ
 ହ 0.08∠-127.2º 15.51 0.1ܥ
 ଺ 0.13∠-178.8º 16.26 -0.5ܥ
 ଻ 0.21∠163.1º 17.05 0.2ܥ 
 156.8º 17.82 0.01∠0.31 ଼ܥ
 ଽ 0.41∠152.5º 18.65 0.3ܥ
 ଵ଴ 0.50∠151.1º 19.57 0.9ܥ
 ଵଵ 0.60∠149.3º 20.66 162.2ܥ

Im
(

L
) x 
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Figure 5.17 Spectrum analyzer output showing oscillation. The signal spikes at 
frequencies other than the center frequency and its harmonics are due to oscillation. 
 
  

In conclusion, a method of analyzing stability during a real-time load reflection 

coefficient gain optimization has been presented and demonstrated in simulation and 

measurement under small-signal excitation.  Though more measurement data would be 

useful, it has been shown for several devices that using the point of inflection in the 

acceleration of the gain as a limit, the gain maximization of a potentially unstable device 

is stopped before the device begins to oscillate.  This method assumes that the 

optimization begins outside of the unstable region for the device.  This method will be 

useful for maintaining stability for real-time reconfigurable circuitry as well as in 

standard device load-pull measurements in which an unstable device-under-test is a 

possibility.    
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CHAPTER SIX 

 
Conclusions 

 

 This thesis has presented several methods for optimizing power-amplifiers which 

are implemented using state-of-the-art tunable matching networks for reconfiguration.  A 

new broadband stability design visualization tool and a new stability analysis method for 

use during circuit reconfiguration have also been proposed.  There are several key 

contributions of this thesis.  Gradient based optimization that directly uses the 

fundamental tuning elements of the tunable matching network has been explored and 

compared to reflection coefficient tuning.  A simplex method of optimization which 

directly uses the fundamental tuning elements of the tunable matching network has been 

shown to be useful in cases where the contours are not friendly to gradient optimization.  

A broadband stability design tool, which also has applications for reconfigurable 

circuitry, has been shown to identify regions of potential instability across a range of 

frequencies.  Finally, the acceleration of the gain of an amplifier has been shown to be a 

useful metric for assessing device stability in real-time which does not require prior 

heavy computation or device characterization.  

 In future work, it is expected that these methods will be expanded and improved.  

The optimization methods for direct control of the fundamental tuning elements which 

were implemented on the tunable-varactor matching network and the evanescent mode 

cavity tuner can be applied to future tunable matching networks.  The acceleration of the 

gain as a metric for stability assessment needs to be further explored in measurement and 
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for more devices.  In some cases, the device under test may have positive acceleration of 

the gain for a short time, but still be operating stably.  Exploring the characteristics of 

more devices will provide further insight on when to stop reconfiguration.  It may be 

shown that an acceleration limit or allowing a device to reach a few more positive 

consecutive acceleration values will allow for higher gain while maintaining stable 

operation.   

 The big picture of the contributions of this thesis is that several challenges in 

reconfigurable circuitry for next generation radar systems have been explored.  The 

methods presented will be useful for ensuring that the power-amplifier of the radar 

transmitter can operate efficiently and stably while maintaining spectrum compliance and 

can adaptively choose new operating parameters if the situation calls for reconfiguration.  

These methods can also be applied to other circuit reconfiguration problems for wireless 

applications other than radar.  
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