
 

 
 
 
 
 
 
 
 

ABSTRACT 
 

Transforming Viscous Data into Liquid Data: 
How Does Intermediating through Digital Platforms Impact Data? 

Jordana Jeanne George, Ph.D. 

Mentor: Dorothy E. Leidner, Ph.D. 

 
This study examines how a data platform intermediary enables the evolution of 

viscous data into liquid data. Viscous, or difficult to use, data is the result of data usage 

problems that often plague information systems. Data may be viscous because of poor 

quality, staleness, size issues, unusable formats, missing metadata, unknown history, 

mysterious provenance, poor access for users, and inability to move data between systems. 

Viscous data is problematic to use and difficult to incorporate into decision making. On the 

other hand, liquid data is high quality, formatted to be machine-readable, has provenance 

and metadata, is easy to move in and out of different systems, is accessible by users, and 

lends itself well to being used for decision making. Using a longitudinal case study that 

follows a data platform intermediary startup company from late 2015 to 2018, I break 

down elements of the platform into data users, data providers, and data intermediaries. 

Using a lens from the Community of Practice literature, I show how social learning, data 

wrangling, data complementing, and data liberalizing on a digital data platform transform 

data from viscous to liquid. This work contributes by providing a different perspective to 



 

data management, a means to address a dearth of data skills, and a way to make data more 

usable for both individuals and institutions. 
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CHAPTER ONE 
 

Introduction 
 
 

Is Data the New Oil? How one startup is rescuing the world's most valuable asset. 
— Forbes, 2017 

 
 

The thought-provoking article in Forbes magazine related how data.world, a young 

Austin, Texas startup was founded with the mission to democratize and network data in the 

new data economy where data was the most valuable asset. Data has long been a key 

element in IS dating back to the first computers of the 1950s designed for data processing 

(Hirschheim and Klein 2012). Technology is an information processing tool (Orlikowski 

and Iacono 2001) and information is grounded in data (Alavi and Leidner 2001). However, 

storing rows and columns of data for monthly sales reports or key performance metrics is a 

different activity than data work we see today. Organizations are exploiting data through 

combining data from multiple sources, not just company data. Data exhaust from IoT 

artifacts may be aggregated with government open data, social media, and visualizations to 

create new insights.  Modern data use succeeds not so much on gathering data as making 

use of it, which are the cornerstones of the data economy (The Economist, 2017). I define 

the data economy as an economic environment where those who both have data and can 

exploit it hold greater economic power and strategic advantage (Chahal, 2014; Elbaz, 2012; 

Otto & Aier, 2013; Zech, 2017). Having data alone is not enough. It is important for IS 

scholars to understand the character and implications of how organizations use data today. 
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In this work I wanted to understand the main challenges of exploiting data and how these 

challenges could be addressed.  

To better understand how data is used and the nature of data itself, I spent two 

years at data.world conducting a qualitative grounded theory study of the startup, the 

people involved, the data in question, and the value proposition the firm provided.  I 

gathered information from the company co-founders, employees, users, the press, and 

external data groups to build a rich picture of where data usage is at present and how 

data.world, a data platform intermediary, identified and addressed the challenges of 

exploiting data. 

There are several main obstacles to successfully working with data. The primary  

obstacle is not gathering the data, but the frequent inability to make use of collected data. 

Although vast quantities of data are produced every minute (Brynjolfsson, Geva, & 

Reichman, 2016), the people who need the information from the data can rarely get it. The 

factors that contribute to this state include data in unusable condition, inability to get to the 

data or move it in or out of other systems and tools, and a dearth of data skills required to 

work the data (Shah, Horne, & Capellá, 2012; Thomas & Rosenman, 2006; Wladawsky-

Berger, 2017). Enormous amounts of data are now available that could solve many global 

problems from the environment to economics to health to education (Kirkpatrick, 2013). 

If those who need the data cannot use it, however, it is useless. The term I found to 

describe difficult-to-use and hard-to-access data is viscous (Mallah, 2018; van Schalkwyk, 

Willmers, & McNaughton, 2016). Viscous data is a contrast to liquid data, which is easily 

accessible, in usable formats, and meets quality standards, among other characteristics 

(Chui, Manyika, & Kuiken, 2014; Jetzek, 2016). This led me to observe that one of the 
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main obstacles to using data is the difficulty in changing viscous data into liquid data.  The 

inability to use data results in missed opportunities. For example, there are rich insights to 

be found when data is aggregated from multiple sources (Chiang, Grover, Liang, & Zhang, 

2018). I use two examples, Pinterest and IBM/The Weather Company, to illustrate.  

Pinterest is a digital scrapbook company, recently valued at $12.7 billion in its 2019 

IPO (Griffith, 2019). The Pinterest model allows users to save or “pin” images and articles 

to virtual bulletin boards, and intersperses content with e-commerce shopping and ads.  

Pinterest holds enormous amounts of data on users’ likes and preferences and these data 

assets hold significant value for advertisers and retailers (Aslam, 2017; Benner, 2017; 

D’Onfro, 2014), by enabling highly targeted marketing both on and off the Pinterest 

platform.  The data from the platform aggregates users’ interests, the ads they respond to, 

which content is saved, and what combinations of pins comprise user accounts and user 

categories within their accounts. For example, user JWI has 21 “boards” (virtual bulletin 

boards) in her Pinterest account. These might include such varied topics as Restoring 

Vintage Furniture, Wine Cocktails, Bathroom Remodeling, Homemade Skincare Ideas, 

Cute Cats, and Instant Pot recipes. The aggregation of 21 varied topics provides insights 

similar to “market basket” business analytics in that we may find that users that share these 

particular boards are also interested in Charming Small Towns (travel sales opportunity) or 

Comfortable and Cute Clothing (clothing sales opportunity). At an even more granular 

level, which data is aggregated in similar categories may provide insights. For example, 

boards categorized as Gardening are common on the platform, but the boards vary in what 

is “pinned” to that board. Some users might pin Easy Maintenance Plants, Too Much 

Zucchini from Your Vegetable Garden, and Greenhouses Made from Old Windows, 
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while others pin Bug-repellent Plants, Building a Firepit, and Brick Patios. These 

individual aggregations provide marketing opportunities when the data shows that even a 

generally understood topic such as Gardening has different facets that may not have been 

obvious before. 

Another example is IBM. In 2015, IBM purchased The Weather Company with a 

goal to provide hyper-local weather forecasts along with the forecasted impact on logistics 

and consumer buying behaviors to client companies (Booton, 2016). To illustrate how 

weather data can be combined with logistics and purchasing habits, I look at the grocery 

store chain HEB in Texas. When bad weather such as heavy rains, flooding, hurricanes, 

and tornados occur, customers change their buying patterns. Instead of purchasing fresh 

produce and fresh meats, customers focus on bottled water, batteries, canned meats, and 

bread (Morago, 2017). When a store has advance warning of bad weather it can redirect 

produce and fresh meat shipments to other locales, which reduces waste. It can also 

redirect bottled water, bread, batteries, and canned tuna to the weather-afflicted stores 

where such items may experience shortages. These examples demonstrate a few ways how 

aggregated data adds value. However, when data can’t be used, not only are opportunities 

missed but the cost of storing and securing data becomes an expense with no little payback  

(Alexander, 2016). 

While much of the scholarly research on data management is focused on either the 

mechanics of data, such as data warehousing or analytics (Sen, Ramamurthy, & Sinha, 

2012), or on knowledge management, such as the creation and transfer of knowledge 

(Szulanski, Ringov, & Jensen, 2016), relatively few works address the strategic value of data 

or address the problem of why data is not being used to its full potential (Chiang, Grover, 
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Liang, & Zhang, 2018). Chiang et al., (2018) state, “Analysis of data without generating 

value offers no contribution to an organization, regardless of whether data are big or small.” 

I identify the main problem as how to get value out of data, and specifically, I focus on the 

issues of unusable, viscous data and how to enable organizations to get the most out of their 

data. It is a problem because data could offer great value but rarely reaches its potential for 

strategic advantage. This is further clouded by current data fads where managers are 

instituting data programs without fully understanding the costs, value, or how to use the 

data (Chen, Chiang, & Storey, 2012). The general objective of this paper is to identify the 

roadblocks that prevent strategic use of data and how those challenges may be overcome in 

a particular setting. Thinking along these lines, I decided to conduct a longitudinal study of 

Austin-based data.world, which is a data platform that serves as an intermediary for data 

providers and data users. Factors in my decision to work with data.world included prior 

acquaintance with several people at the company and everyone’s open and welcoming 

attitude towards my research. I spent a day onsite at data.world every other Friday for over 

a year, was provided access to Slack chats ranging from 2015 to 2018, and was given a 

range of other data from user interviews to usage statistics, although I did not use all of the 

data because there was too much for the scope of this dissertation. My method was iterative 

as I asked questions and listened and learned, then reflected upon the new information. 

This generated new questions and new reflections and  refined my thoughts about liquid 

and viscous data and how platform intermediation changed things. From these concepts 

and my investigation of data.world I formed my research question: How does 

intermediating through digital platforms impact data? 
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The data.world experience enriched my knowledge of who created data, who had 

data access, and how people and organizations used data. Perhaps most importantly, my 

experience with data.world exposed me to data problems. While the big data and data 

warehousing literature espoused data volume, velocity, veracity and variety (Chiang, 

Grover, Liang, & Zhang, 2018), I found other aspects of data management that were 

equally or even more important. First, the democratization of data has become more 

popular at both government and organizational levels. Data democratization means 

allowing data access to a wider audience. First introduced in the open government data 

movement, democratization has begun to spread to intra-organizational and inter-

organizational data sharing.    Second, even when data is opened and made available, if 

people lack the skills to work the data, it has little practical use. Third, data work and 

education are improved through participation in data communities. Fourth, data platform 

intermediaries such as data.world address these aspects by providing a cloud platform with 

easy access, automating tools for moving and transforming data, and enabling sociality 

through social media features. 

In terms of theory, the analysis of my research yielded these mechanisms: social 

learning, data wrangling, data complementing, data liberation, and data liquidating, which 

resulted in the democratization of data. In short, liquidating data not only made it easily 

available but also made it usable by people with minimal data skills, thus broadening both 

who had access to data and who could use it.  When liquid data was made available on the 

platform, it resulted in the democratization of data.  

Theory does not always provide direction for practitioners, however, and 

sometimes practitioners are quick to jump on the latest managerial fad such as big data 
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(Abrahamson, 1991). I hope to provide direction for practitioners when considering data 

projects. There is considerable cost to gathering, storing, and using data and if firms don’t 

realize value from the data, it can be a considerable business expense that provides no 

payback. On the other hand, when organizations can harness data and utilize it 

appropriately, they may discover numerous opportunities for growing the business, 

increasing strategic advantage, or improving the bottom line. One of the biggest problems 

for practitioners is viscous data. It is expensive to keep around, hard to access, difficult to 

use, and useless for decision making. However, when firms change viscous data into liquid 

data, such as through the use of data platform intermediaries, they are better positioned to 

leverage the value of their data. 

The paper continues as follows: First I provide the foundations of my research in a 

review of the literature in data, data systems, and the data cycle. Next, I provide my 

methodology and research setting. I then provide my analysis and examine it in the 

Discussion section. Last, I conclude with implications, limitations, and future research 

directions. 
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CHAPTER TWO 
 

Foundations 
 
 

Overview of the Literature 
 

In this chapter I provide a background on the various topics that inform this study. 

I begin with the methods used in developing the literature review. After that, I discuss data, 

including, open data, the semantic web, and aspects and characteristics of data. In the next 

section, I unpack data systems, which involves data warehousing and platforms. I next 

investigate data people which I break down into data users, data providers, and data 

intermediaries. Last, I discuss communities of practice, which I use as theoretical 

sensitizing devices (Glaser & Holton, 2004). 

 
Literature Review Method 

 
Google Scholar, Web of Science, and general Google Search were primarily used 

for this literature review, and backward and forward searches employed on particularly 

relevant articles. Google Search was especially useful to find business journalism on the 

topic of data. The key words used in the searches included data, platforms, data economy, 

open data, and data intermediary.  Article lists were sorted by relevance and incrementally 

filtered again by limiting dates to more recent work.  The search period began with no 

limitations, then was filtered to 2000-2018, and finally to 2003-2018. Once the lists were 

under 1000 articles, individual articles were manually selected from the larger lists by 

viewing the title and abstract for relevance and rigor. In the literature selection, priority was 

given to articles that fell into top tier journals, including the IS Senior Scholars’ Basket of 
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Eight, the University of Texas Dallas top business journals list 

(http://jindal.utdallas.edu/the-utd-top-100-business-school-research-rankings/list-of-

journals), and the Financial Times 50 (https://www.ft.com/content/3405a512-5cbb-11e1-

8f1f-00144feabdc0).  

Due to a lack of top journal articles in the relatively new fields of the data economy 

and open data, research from conference proceedings, practitioner journals, and lesser 

known or niche publications were also utilized. To maintain quality, those journals ranked 

two or greater from the Chartered Association of Business Schools Academic Journal 

Guide (ABS AJG) were included. There are several excellent practitioner journals ranked 

at two by the ABS AJG, such as MIS Quarterly Executive; therefore, two seemed to be an 

appropriate cut-off. The conference proceedings that were searched include the 

International Conference on Information Systems (ICIS), the Hawaii International 

Conference on Systems Science (HICSS), the American Conference on Information 

Systems (AMCIS), the European Conference on Information Systems (ECIS), the Pacific 

Conference on Information Systems (PACIS), Academy of Management (AOM), and the 

Institute of Electrical and Electronics Engineers conferences (IEEE). The final filtered list 

resulted in 366 articles and several books to be examined in more depth for inclusion in 

the literature review. Of these, 228 were used in the literature review.  

In approaching the literature, my goal was to remain true to grounded theory 

principles while still maintaining rigor, relevance, and staying methodologically coherent 

(Templier and Paré, 2015). Because the topic of data intermediary platforms is relatively 

new, I opted for a theoretical literature review that offers “context for identifying, 

describing, and transforming into a higher order” (Paré, Trudel, Jaana, & Kitsiou, 2015). 
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Literature reviews are helpful for new topics through increasing visibility and theoretical 

discussions, not just for mature topics (Webster and Watson, 2002). While the literature 

informed the research question of how digital data platform intermediaries change viscous 

data into liquid data, I did not focus on gap spotting. As a new topic, there are far too many 

gaps for this to provide value to the researcher, therefore I developed an organizing review. 

Literature reviews fall into four quadrants divided by a vertical axis of research objective 

moving from synthesis to theorizing, and a horizontal axis of review focus that flows from 

broad description to a narrow view for trend/gap identification. Figure 1 (from Leidner, 

2018) illustrates the framework. As an organizing review, my goal was to synthesize the 

literature with the case study and provide a foundation for theorizing. Organizing reviews 

are appropriate for new phenomenon (Leidner, 2018).  

 

We now move to the literature, which I break down into four sections that all 

related to the data.world case: data, data systems, the data cycle, and sensitizing devices, 

which is a method I use to provide perspective but without a priori expectations. 

 

Describe Identify	Trends/Gaps

Synthesize

Theorize

Review	Focus

Research	
Objective

Specific
Theorizing
Review

Assessing
Review

Organizing
Review

Broad	
Theorizing
Review

 
Figure 1. A Polylithic Framework of RTD Papers (from Leidner, 2018) 
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The data section covers aspects of data, meta data and provenance, viscous and liquid data, 

open data, semantic web, and data workers. Data systems are broken down into data 

repositories, data warehouses, and data platforms while the data cycle examines data 

providers, users, and intermediaries. The relationships between these topics are illustrated 

in Figure 2. 

 

Data 
 

Data is a raw material. When data is processed it becomes information. When 

information is given context, it becomes knowledge (Alavi and Leidner 2001). I approach 

this research with the mindset that data is the foundation of knowledge, therefore, I explore 

several facets of data that impact this research. This section is broken into several topics: 

 
Figure 2. Literature Review Data Topics 
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data in general, meta data and provenance, viscous and liquid data, open data, semantic 

web, and data workers. 

Because this dissertation explores the structures, people, governance, and 

economies of data, it is logical to provide some background on the object of this activity: 

the data itself, with some history and its current state. Data is one of the oldest topics in 

Information Systems with research originating in database management methodologies 

from the 1970s and 1980s (Chaudhuri, et al., 2011). Modern business intelligence and 

analytics are based in the statistical, analytical, and data mining processes developed 

decades before big data (Chen, et al., 2012). However, the text files of the 1970s bear little 

resemblance to the broad range of 21st century data that require far more than SQL and 

OLAP (online analytical processing) (Chaudhuri, et al., 2011). Chen et al., (2012) provide a 

clear progression of how data management has changed, which they label BI&A 1.0, 2.0, 

and 3.0 for the three stages of business intelligence and analytics. BI&A 1.0, the earliest 

form, was based on structured content and database management systems. BI&A 2.0 

featured early unstructured content and web services. The last phase, BI&A 3.0, expands 

to include content from IoT, sensors, and mobile technologies (Chen et al., 2012). As data 

expanded into data warehousing and big data, it was commonly described in terms of 3 Vs: 

velocity, volume, and variety (Sagiroglu & Sinanc, 2013; Zikopoulos & Eaton, 2011). This 

has since been expanded to reflect the greater diversity of modern data to include volume, 

variety, velocity, value, and complexity (Kaisler, et al., 2013).  

• Volume is the double-edged sword of 21st century data. Where data was once 
scarce it is now growing exponentially and disrupting traditional data warehouses 
and data management practices (Chen, et al., 2012; Marr, 2016). The business 
press and data industry vendors have drawn attention to data growth with evermore 
impressive headlines: 
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• AnalyticsWeek: More data was created in the past couple of years than in the 
“entire previous history of the human race” (Kumar, 2017) 
 

• Forbes: 163 Zettabytes of data may be created by 2025 (Cave, 2017) 
 

• IBM: We currently create 2.5 quintillion bytes of data every day (IBM, 2017) 
 

Contrary to logic, the data deluge may exacerbate scarcity because it will become so 

difficult to find the wheat among the chaff, or the data one is searching for in the vast 

quantities, formats, and sources available. Combining data from several sources may lead 

to violations of traditional database principles, which in turn leads to imperfect datasets 

which result in the inability to find the data you need (Helland, 2011). One way to deal with 

imperfect data is to satisfice, or decide that the big picture from the data is good enough 

(Helland, 2011; Mayer-Schönberger and Cukier, 2014). 

Data formats today demonstrate enormous variety. Graphics provide a particularly 

captivating subset of data with still images, video, and even embedded cryptocurrency that 

can serve as a mechanism for digital image rights (KodakOne, 2017; Roose, 2018). One of 

the more interesting applications of graphics data combined with facial recognition software 

is the Google Arts and Culture app for smartphones. The app has a feature that allows 

users to take a selfie that is compared to images of portraits from 1,500 museums in 70 

countries, purporting to find the user’s doppelgänger (Chen, 2018; Shu 2018). Even with 

seemingly innocent entertainment of this sort, a range of data concerns cropped up. When 

the selfie tool was released, users in Texas could not access it because of the state’s privacy 

laws regarding biometric data (Reitz, 2018). As the selfie feature’s international popularity 

grew, so did concerns about the Euro-centric portrait collections that were prominent in the 

dataset. Lack of representation offended many people from non-white races and cultures, 

(Chen, 2018; Shu, 2018). Freely sharing data, or “opening the kimono” theoretically 
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should reduce conflict and increase unity through transparency (Bertot, et al., 2010); 

however, we may need to go through a period of uncomfortable discovery before we reap 

the benefits of openness (Berrone, et al., 2016).  

There are other characteristics about data that make it different. First, data is non-

rivalrous in that it may be used over and over again without diminishment (Opher et al., 

2016; The Economist, 2017; Zeleti et al., 2016). Second, the value of data may increase 

with usage, as we see with social media that depend on network effects to grow (Borgatti & 

Halgin, 2011; The Economist, 2017; Weber, et al., 2012; Wladawsky-Berger, 2017). 

Third, data often holds little value in small quantities and but achieves great value in large 

quantities, even when terminal usage targets individual users (Bechmann, 2013; 

Brynjolfsson, et al., 2016; Rosenbaum, 2013). In summary, working with data today 

requires greater understanding of complicated relationships and characteristics. 

 
Metadata and Provenance 
 

It is interesting to note that metadata, or data about the data, was often “a second-

class citizen in the world of databases and data warehouses” (Sen, 2004). Yet this has 

changed both in data warehousing and especially in both the semantic web and in data 

repositories because data without accompanying information often has little value. 

Metadata is where search begins (Garshol, 2004). Metadata and provenance -- the origin 

and history of the data -- add tremendous value. Metadata is important so that the data 

producers, the data publishers, and the end-users of the data have what they need to use 

the data. Metadata must be "consistent, comprehensive, and flexible" (Musgrave, 

2003). Metadata might include schema, title, dates, or creators among others. It is 

particularly important for non-text media such as images, video, or audio where text cannot 
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be searched. Provenance, on the other hand, provides a record of where the data is from, 

who has worked on it, what changes might have been made or which errors were corrected 

and how. It adds a layer of transparency. Provenance can tell us how missing data was 

handled or how standardization was accomplished. Provenance is important for trust in the 

data because it implies accountability (Moreau, 2010; “Provenance Incubator Group,” 

2009).  

Both open data and the semantic web literature have provided a number of new 

data concepts, terminologies, and ways to improve data access and usage. Liquid and 

viscous data are terms that describe how easily data flows from provider to user, with value 

increasing along with liquidity (Manyika, et al. 2013; van Schalkwyk, et al. 2016).  

 
Viscous and Liquid Data 
 

Viscous data is difficult to use, and those difficulties arise from myriad reasons 

(Mallah, 2018; Wang, 2012). Viscous data may be provided in a PDF format or placed on 

a web page instead of a machine-readable CSV file. This would require a user to either 

scrape the web page or copy the PDF text (if the report allowed it) and paste it into a 

spreadsheet. It could then be saved as a CSV file and uploaded into an analysis tool. 

Viscous data may have latencies or lag times, rendering it useless for time-sensitive 

decisions (Vorhies, 2012). It may be too large to be easily moved from a repository to an 

analytics tool. It might be poor quality, lacking accuracy or missing fields. Data may also be 

viscous because of missing metadata. When tags are missing, search becomes very difficult. 

Non-standard field names are a constant problem when trying to consolidate data, as are 

non-standard file formats. Basically, viscous data has low usability because the data is 
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difficult to work with (Mallah, 2018; Sreenivasan, 2017; Vorhies, 2014; Wang, 2012). 

Therefore, viscous data holds less value than it might if those problems could be solved. 

On the other hand, liquid data is easy to use. It flows through systems with ease, it 

is high quality, on time, and offers a lot of information about the data, its sources, and its 

history (Chui, et al., 2014; Jetzek 2016; Manyika, et al. 2013). An example of liquid data 

would be a dataset that is updated in a machine-readable CSV file in a timely manner, is 

complete, accurate, and is easy to access and use. The file is accompanied by meta-data, 

data dictionaries, and a summary. Perhaps it even has an audit trail of who has worked on 

the file and what changes they made and an API to move it to another system. Data 

liquidity is accomplished through standardization, common file formats, and ease of access 

such as APIs or quick downloads of zipped files. Complementary files also make data 

more liquid, such as data dictionaries and summaries. Data viscosity and liquidity are 

summarized in Table 1. 

The most viscous data is known as dark data. Gartner (2016) defines dark data as 

“information assets” that companies stockpile and ignore. Such data may include those 

required for legal reasons and may not even allow access for organizational use. In these 

cases, dark data is a burden to the organization due to the cost of storage and security with 

no benefit to offset the expense. On the other hand, where dark data is not legally bound, 

data analysis vendors such as IBM suggest that dark data may hold goldmines of 

unexploited data assets (Moreno, 2016). The challenge in converting this data into usable 

formats remains a daunting task. Identifying the causes of viscous data helps organizations 

mitigate the problems. The reason we want to convert viscous data into liquid data is to be 

able to use it.  
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Table 1. Viscous and Liquid Data 
 

Attribute Viscous Liquid 
Completeness Incomplete data is difficult to analyze & 

provides inaccurate analyses 
Complete data gives a more accurate 

picture. 
Machine-
readability 

Non-machine-readable data must be 
transformed before use. It is difficult to 

access & hard to search. 

Machine-readable data is easily 
uploaded and searched. 

Coding Non-standard coding makes it difficult to 
understand what the data represents. 

Standardized coding helps analysts 
comprehend the meaning behind the 

data. 
No tags or 
keywords 

Lack of tags makes search difficult. Tagging and keywords make search 
more efficient. 

Timeliness Untimely data may be no longer accurate or 
may be too late to be of value. 

Timely data reflects what is actually 
occurring now. 

Metadata Missing metadata may lead to 
misunderstanding. 

Complete metadata helps analysts 
understand the material. 

Provenance Lack of history may cause incorrect 
assumptions about data veracity and 

accuracy, such as who worked on the data or 
how missing data was handled. 

Provenance offers the history of the data 
so that analysts can draw upon others 
who have worked on it or understand 

if/how the data was manipulated. 
Accessibility Data that is hard to access is used by fewer 

people. 
Data that is easy to access is used by 

more people. 
Darkness Dark data that is intentionally hidden or 

ignored provides little to no value & may 
cost to keep up. 

Data that is open garners more users 
and provides greater overall benefit. 

 
 
Open Data  
 

Open data is a phenomenon that has been around for several decades but has 

become more prominent in the past decade. It provides valuable information for 

economic, regulatory, research, and educational development (Zeleti, et al. 2016; Kassen, 

2013). I include this section on open data, how it is created and how it is used, to inform 

the reader about its significance in modern data work and prepare the reader for its role in 

the data platform data.world. Economic improvements are fueled by increases in 

efficiency, innovation, transparency, and participation (Bertot, et al., 2010; Jetzek, et al., 

2013). Open data is primarily associated with open government data (OGD) offering 

datasets ranging from educational statistics to farming, weather to censuses, and budgets to 

contracts (Jaeger & Bertot, 2010; Link et al., 2017; Data.gov, 2017; Data.gov.uk, 2018). It is 
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important for governments to maintain open data initiatives over time so that data assets 

retain their quality (Zeleti, et al. 2016). Missing data, redacted data, and removed data all 

negatively impact the worth of open data. If government budgets cut data collection funding 

for a year, the lost data may not be recoverable. This can result in data gaps that reduce 

value. Managed properly, however, OGD has the potential to be an important driver of the 

economy. The European Commission estimates that the returns from OGD could be 

worth €40 billion a year to the EU economy (European Commission 2017).  

Open data is not limited to OGD, however. A few for-profit companies have 

embraced the concept of open data and freely share both raw data and formatted reports 

and visualizations as part of their business strategy. As one example, the real estate website 

Zillow.com, provides a full set of open data resources through Zillow Research. The 

mission statement of this group states, “Zillow Research aims to be the most open, 

authoritative source for timely and accurate housing data and unbiased insight. Our goal is 

to empower consumers, industry professionals, policy makers and researchers to better 

understand the housing market.” The resources provided by Zillow Research include raw 

data downloads, full reports, and visualizations (Zillow.com/research, 2017). Another 

source of open data is found on Google where top search trends are not only listed in 

reports, but email subscriptions and APIs are provided for automated access to the data 

(Trends.google.com, 2018). 

Open data offers a number of benefits to those that can leverage it, impacting 

efficiencies, innovation, transparency, and participation (Jetzek, et al., 2013). Efficiency 

improves when gatekeepers are removed and data is easily available, while innovation arises 

from the vast stores of new information available that can highlight opportunities. 
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Transparency, such as that in open government data, improves governance and fiduciary 

operations as it exposes bribery, favoritism, larceny, and other illegal or unethical activities. 

Last, openness invites participation from a range of parties, including private business, 

citizen scientists, digital activists, the press, and researchers (Jetzek, et al., 2013; Manyika et 

al., 2013; Veljković, et al., 2014; Zuiderwijk & Janssen, 2014). 

 
Semantic Web 
 

The semantic web is the brainchild of world wide web creator Tim Berners-Lee 

and is seen as the tool that will provide linked, semantic data on the web. The semantic 

web is an extension of the current world wide web. The current web is syntactic or 

structural, where everything follows rules of syntax. (Berners-Lee, 2009; Berners-Lee, et al., 

2001; Bernstein, et al., 2016). However, humans are not structured like this. We just 

“know” things and that meaning is semantics. We “know” that noontime is during the day 

or that rain will get you wet. In the semantic web, semantics are the meanings of things 

defined for an application, which allows systems and people to better understand 

relationships, qualities, and knowledge of the web content. The semantic web offers well-

defined meanings to resources, services, and data that enable people and computers to 

coordinate and collaborate together (Islam, et al., 2010).  

The semantic web starts with the “magic of hyperlinks,” where "anything can link to 

anything" (Berners-Lee, et al., 2001). The semantic web is more than just loading content - 

it is creating links so that people and machines can explore and find more content on the 

"web of data." When you find one thing and it is linked, it leads you to the next thing. 

"Properly designed, the Semantic Web can assist the evolution of human knowledge as a 

whole" (Berners-Lee, 2009; Berners-Lee, et al., 2001; Bernstein, et al., 2016). 
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Linked data is used for the purpose of sharing knowledge and publishing content 

so that it can be found. It is based on the premise that more linkages increase the 

usefulness of data. When things are linked, it is easier to explore and find new things 

(Berners-Lee, et al., 2001; Bernstein, et al, 2016). The main goal behind using linked data 

is to easily enable knowledge sharing and publishing. The basic assumption is that the 

usefulness of linked data will increase the more it is interlinked with other data. 

The technology behind the semantic web is based on ontologies. "Ontology is one of the 

most vital components of semantic web. It is a collection of concepts, attributes, 

relationships among the concepts and instances of these concepts. It provides the 

vocabulary of a particular domain such that web contents related to that particular domain 

can be understood" (Islam, et al., 2010). Ontology languages are XML or non-XML based. 

XML languages include the two most widely used languages, RDF and OWL, although 

there are a number of others. One of the challenges in building ontologies is that people 

don’t know what they don’t know (Bera et al., 2011). Guided visual ontologies are helpful 

for people navigating through content (Ibid), but less so for machines. Berners-Lee 

identified rules for building for the semantic web, and which interestingly also apply to 

open data. These are also illustrated in Figure 3. Data that followed these rules is known as 

5-Star Data. 

1. Make the data available on the web: assign URIs to identify things. 
 

2. Make the data machine readable: use HTTP URIs so that looking up these names 
is easy. 

 
3. Don’t use proprietary formats (later added to the original four guidelines as these 

became a problem). 
 

4. Use publishing standards: when the lookup is done provide useful information 
using standards like RDF. 
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5. Link your data: include links to other resources to enable users to discover more 
things. 
(5-Star Open Data, 2010; Berners-Lee, Hendler, & Lassila, 2001) 
 

 

 
 
 
 
While the semantic web has not grown at the pace that many have desired, it has 

gained considerable ground in two decades. Over 2 1/2 billion web pages now have 

semantic links. Organizations, governments, and enterprises use the semantic web (Sheth, 

2003). Private firms include Google, Facebook, Oracle, and Microsoft, but it is also used 

by non-tech organizations such as news agencies (the New York Times and the BBC), 

libraries, and museums (Attard, Orlandi, Scerri, & Auer, 2015; Bernstein, Hendler, & Noy, 

2016). Semantic web has been embraced in healthcare, as well, such as the World Health 

Organization. Semantic web has even begun to seep into traditional data warehouses where 

OLAP is combined with RDF and OWL (Nebot & Berlanga, 2012). Several things impact 

the adoption of semantic web technologies. Absorptive capacity is a primary issue (Joo, 

2011). Other influences include demand pull from new services and search/integration 

problems with current systems; technology pushes from others such as government, 

business potential, suppliers; environmental conduciveness; organizational competence; 

users' over-expectations (which negatively impacted adoption); additional financial 

Figure 3. 5 Stars of Linked Open Data 
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investments required; building and pooling ontologies with others, and whether benefits 

could be demonstrated (Joo, 2011). 

An example of how the semantic web is used may be found in the Amsterdam 

Museum project. In 2010 the museum, filled with thousands of cultural objects relating to 

Amsterdam and its people, put its collection online using a creative commons license. The 

collection includes images of a wide variety of artifacts from art to furniture to clothing to 

books. The museum can only physically display 20% of the collection at any one time due 

to space constraints, therefore putting it online increases visibility. The museum uses a 

digital data management system to handle metadata and authority files. The collection is 

machine-readable and offers an API. The entire collection of 30,000 pieces (approximately 

90% of the pieces not on display) can be downloaded or the database can be searched for 

creator, year, material, title, or type among other criteria. Many European museums try to 

use the same linked data aggregator, such as Europeana, because they are too small to 

create their own linked data. The Europeana Linked Data pilot pulls from 200 institutions 

to create their metadata records, which are then restructured for their data model. In 

addition to the metadata, the Amsterdam museum also provided a thesaurus which 

provided 28,000 concepts, terms, and relations. A search page from the Amsterdam 

Museum website is illustrated in Figure 4.  
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The semantic web has its challenges, however, not the least of which is nay-sayers 

who believe it is doomed to fail because it is simply not feasible (Floridi, 2009) or those 

who believe it isn’t moving fast enough (Anderson & Rainie, 2012). The first challenge is 

that information types vary tremendously, and what is good information for a machine is 

not necessarily good information for a human, and vice versa (Berners-Lee, Hendler, & 

Lassila, 2001). Quality is also a problem because an error at the source can be spread to 

thousands or millions of content pages (Assaf & Senart, 2012; Fürber, 2016). This is also 

related to issues with trust on the semantic web (Artz & Gil, 2007) and security (Lee, 

Upadhyaya, Rao, & Sharman, 2005). Language is an issue, as well. English speaking 

countries launched the semantic web but now other countries are joining it. Therefore, 

there is a need to address linguistic issues so that data can be accessed in multiple 

languages. Multiple languages present a problem with semantic web data. Systems such as 

lemon (an RDF ontology lexicon) can be used for multi-lingual projects and increase 

translation accuracy. It can include special metadata such as provenance (where it 

 
Figure 4. Amsterdam Museum Item Search (Amsterdam Museum, 2015) 
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was  translated it) and the reliability score of translations (Montiel-Ponsoda, Gracia del Río, 

Aguado de Cea, & Gómez-Pérez, 2011). 

 
Data Workers 
 

Thirty years ago, organizations relied upon analysts to crunch the data, but these 

roles are evolving into both more skilled data workers (data scientists) and less skilled data 

workers such as managers and general employees (Davenport, Barth, & Bean, 2012; 

Lyytinen, Grover, & Clemson University, 2017). Analysts of the past were fairly isolated. 

They created reports and ran queries for a number of departments and had little expertise 

in the business. Data scientists, on the other hand, are creatives that have deep 

understanding of their business domain and how to get data and work it. Data scientists 

also tend to be more IT savvy, and many have advanced degrees in computer science or 

statistics (Davenport, Barth, & Bean, 2012). In the past analysts were hard to find. Today, 

data scientists are even more so (Chamberlin, 2016; Davenport & Patil, 2012). At the 

opposite end of the spectrum are employees who are workers or managers in the core 

disciplines of the organization, such as Finance or Marketing or Operations. More 

organizations are finding value in data-based decision making, from genetics research to 

A/B testing to email response metrics (Vassilakopoulou, Skorve, & Aanestad, 2018). If data 

problems such as too much data and a lack of skills hamper experienced people, the data 

neophytes attempting to use data for decision making are even more vulnerable to failure, 

and “the new critical deficiency under which managers operate today is their inability to 

discover new relevant information” (Lyytinen, Grover, & Clemson University, 2017). 

The general lack of data skills is a matter of concern. Training data workers at all 

levels is a long-term objective and requires educational prerequisites in mathematics, 
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statistics, stochastics, databases, and computer use (Aalst & Damiani, 2015). Many 

companies around the globe are finding that the available talent pool for data workers is 

too small and people often lack advanced skills (Bakhashi, et al., 2014). The implications 

of a data worker shortage include missed strategic opportunities for organizations and place 

a large constraint on data industry growth (Chamberlin, 2016; European Commission, 

2017). 

To summarize this section on data, we reviewed the following topics: aspects of 

data, meta data and provenance, viscous and liquid data, open data, semantic web, and data 

workers. Data seems to be simultaneously scarce and ubiquitous; it is scarce because it is so 

difficult to draw information out of it due to too much data, a wide range of format that 

inhibits search and usage, and enormous volumes. Data also often lacks context such as 

metadata and provenance, which can result in distrust of the data or misuse. Difficult to use 

data, or viscous data, has relatively little value and often has great cost to store and protect. 

Its counterpart, liquid data, is easily usable due to standardization, machine-readable 

format, and the addition of context. When data is opened, such as government open data, 

it can stimulate economies or provide for joint solutions to global problems. Linking data, 

particularly open data, provides semantic meaning and the ability to expand search on the 

web. Exploiting data is one of the fastest growing activities of the 21st century, where data is 

an asset that has become simultaneously cheap and expensive, if one can find enough 

skilled workers to manage it.  

 
Data Systems 

 
In this section I discuss the major information system types that house data: 

repositories, data warehousing, and data platforms. 



26 

Data Repositories 
 

A repository provides online access to a large number of raw data sets (Janssen & 

Zuiderwijk, 2014). The onus is on the user to do something with the raw data. Open data is 

often stored in public repositories, but private and semi-private repositories also exist 

(Janssen & Zuiderwijk, 2014; Lakomaa & Kallberg, 2013). A number of organizations and 

governments are now requiring grant recipients to publish their data in open repositories in 

the interest of transparency and trust. The US National Science Foundation grants and the 

National Science Foundation of China both required data to be published in open 

repositories (Link, et al., 2017). Repositories by themselves are just collections of data sets, 

therefore, they require a portal or other means of access and search, along with tools such 

as decision support systems or analysis (Angst, Agarwal, Sambamurthy, & Kelley, 2010; 

Janssen & Zuiderwijk, 2014). EMR systems illustrate the use of repositories, where clinical 

data and patient records are stored (Angst, Agarwal, Sambamurthy, & Kelley, 2010). The 

key differentiator between repositories and other types of data systems is that they are 

simply a storage site. The data must be moved elsewhere to be used. 

 
Data Warehousing 
 

"A data warehouse is a subject-oriented, integrated, time-variant, nonvolatile 

collection of data" (Inmon, 1993). Data warehousing is an organized collection of 

structured data with text and/or numeric formats and is often based on transactional 

records, such as sales data. Data warehouses, like repositories, are storage sites, and data 

must be extracted to employ with decision support systems, analytics, or other tools in 

order to use it. W. H. Inmon, known as the father of the data warehouse, offers this further 

description of his main points: 
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A data warehouse is: 
 
• subject oriented (data are organized around areas of interest, such as customers) 
• integrated (data from multiple sources are combined around a common key) 
• time-variant (historical data are maintained) 
• nonvolatile (users do not update the data) 
• collection of data in support of management decision processes. (Inmon, 2005) 
 
Data warehousing changed how data and information was managed in organizations 

when it was first introduced. It lowered the cost of information, made data available that 

was previously hidden to decision makers, and it could provide consistent and high quality 

data at the point in time that it was needed (Inmon 2005; Sen, Ramamurthy, & Sinha, 

2012). Sometimes data marts are confused with data warehouses, but they are different. 

Data marts are typically focused on one area of the business and don’t have the complexity 

of data warehouses. While data warehouses can feed data marts, it is a lot more challenging 

to accomplish that the other way around (Watson, Ariyachandra, & Matyska, 2001). 

Despite its long history and potential for organizational benefits, data warehousing 

still has its challenges and many initiatives have failed (Sen, Ramamurthy, & Sinha, 2012; 

Shin, 2003). Data warehousing is expensive, which is the first hurdle. The technologies cost 

money. People need to be able to do something with the data, as it does no one any good 

simply sitting in storage. Analysts need access to the data, tools to work with it, and the 

skills to use the tools. Lack of documentation is a problem for both data sets and for data 

warehouse operations. There is an absence of audit trails and no provenance is provided. 

Finally, trust in the data is a concern. This is particularly important when multiple source 

systems feed the data warehouse. Lack of trust also comes from quality issues that revolve 

around how recent the data is, accuracy and missing data, format issues, inconsistencies, 

and duplicates (Sen, Ramamurthy, & Sinha, 2012; Shin, 2003). Data warehouses go 
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through three stages of growth: chartering, a growth period, and a mature period, and each 

stage has unique needs in terms of technologies, human resources, impacts, and costs. 

Anticipating these sequential stages can help the organization navigate the pitfalls that 

commonly befall data warehousing initiatives. However, there are still problems with 

turning the contents of data warehouses into usable data (Batra, 2017; Russom, 2016). 

Many organizations are concerned with modernizing their data warehouses in order to deal 

with historical problems and new ones, such as big data (Russom, 2016). The next 

evolution that many of these firms are looking for may be data platforms. 

 
Data Platforms 
 

The last type of data home I discuss is the data platform. Platforms in general 

possess a “layered architecture of digital technology” with that includes a device layer, 

network layer, service layer, and content layer (Parker, Van Alstyne, & Jiang, 2016; Yoo, 

Henfridsson, & Lyytinen, 2010). Platform providers furnish services, content, governance, 

and infrastructure that empower interactions between participants (Constantinides, 

Henfridsson, & Parker, 2018; Greenberg, 2018). Platforms include users or 

"complementors" that put users in touch with complementary systems, and "sponsors" 

that create the platform technologies (also known as platform owners). These roles can be 

closed or open. Platform owners (sponsors) must consider interoperability with rival 

platforms, licensing for additional platform providers, and widening sponsor activities 

(Eisenmann, Parker, & Alstyne, 2009). Users and "complementors," however, look at 

backward compatibility, exclusive rights, and taking over platform complements. 

Platforms also change over time and will move towards closedness in regard to 
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sponsorship (platform ownership) and towards openness in regard to users (Eisenmann, et 

al., 2009; Parker, Van Alstyne, & Jiang, 2016). 

One of the paradoxical things about platforms is that they “invert” the traditional 

model of the firm. Platforms make more money from improving the business processes of 

other firms than from producing a product (Parker, Van Alstyne, & Jiang, 2016). Platforms 

are also dependent upon third parties for success. For example, gaming platforms, iOS and 

Android would be useless without games and apps developed by third parties (Parker, Van 

Alstyne, & Jiang, 2016); Tiwana, 2015). One way that platforms add value is through 

standardization. In order to use the platform, all participants (users/complementors, 

sponsors/platform owners, third party developers) must use the standards put in place by 

the sponsor, and there is a corresponding increase in performance when participating in 

platforms (Greenberg, 2018). Yet platform owners need to create boundaries so there is 

enough openness for third party developers to succeed, while at the same time retaining 

enough control so that the platform owner maintains authority and coordination 

(Boudreau, 2017). Also, third parties will perform better when intellectual property 

controls are in place (Greenberg, 2018). 

There are all sorts of platforms, from gaming consoles to social media. Social 

media is defined by platforms. Offline social networks do not depend on platforms. Social 

media brings platforms to the forefront, particularly because their design impacts how they 

are used. New features in social media, such as network visualization and content search, 

create different outcomes from offline social networks because other users see the network, 

how people use the platform, and then make their own novel uses. (Kane, Alavi, Labianca, 

& Borgatti, 2013). Platforms lend themselves well to sociality or social interaction. The 
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main features of social media include digital profiles of the user, relational ties between 

users, search and privacy capabilities, and network transparency that reveals relational ties 

(Kane, Alavi, Labianca, & Borgatti, 2013). All of these features increase sociality on 

platforms. Platforms also change the nature of work and workers,  increase speeds of 

exchange, and provide greater access to previously marginalized groups. Last, platforms 

provide location independence and automation, elements that are sometimes difficult to 

achieve with repositories and warehouses (Constantinides, Henfridsson, & Parker, 2018). 

Most of the extant literature on platforms is concerned with large firms with many 

third party developers and partners, such as Microsoft, Apple, Facebook, Nintendo, 

Google, and the like (Ceccagnoli, Forman, Huang, & Wu, 2012; Eisenmann, Parker, & 

Alstyne, 2009; Parker, Van Alstyne, & Jiang, 2016; Yoo, Henfridsson, & Lyytinen, 2010). 

Data platforms, however, are somewhat different. Data platforms are a new generation of 

data storage and often make use of cloud and internet technologies. They are designed to 

handle enormous amounts of data cheaply, multiple data types beyond text and numbers, 

and have strong search capabilities (Davenport, Barth, & Bean, 2012). They use new tools 

such as Hadoop, JSON, and SPARQL. Even automobiles are now being turned into data 

platforms (Mandel, 2013). A number of platforms include tools for cleaning, importing and 

exporting, transforming, and even analysis. Like all data homes, data platforms have their 

challenges. Despite the advances in handling big data and multiple formats, many of the 

old problems still exist, such as trust in the data and quality.  

To summarize this section, data repositories, data warehousing, and data platforms 

make up the various information systems that provide the backbone of data management. 

Repositories are virtual storage sites for data, which must be moved elsewhere to be used, 
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while warehouses are organized collections of structured data such as transactional data. 

Data platforms, on the other hand, enable participant interactions between themselves and 

with the platform content, tools, and services. All three types are in use today. Regardless of 

which home data is housed in, all data is subject to the data cycle, which is discussed next. 

 
The Data Cycle 

 
In this section I unpack how data is created and used at the micro (people), meso 

(organization), and macro (global/government) levels. Data usage follows a fairly simple 

process model. It is created by providers and utilized by users. Sometimes it goes through 

an intermediary, but not necessarily, and relationships are bidirectional. This is illustrated 

in Figure 5. I break down the data cycle into three components: data users, data providers, 

and data intermediaries. Although data users, providers, and intermediaries have different 

roles, the same people or groups may fall into one or both of the other buckets. Data users 

may provide their own data, as we see in national level governments that use census data 

for budgetary expenditures. If that same government has an open data initiative, they may 

serve as an intermediary for external data users such as businesses. The same government 

platform may also serve as an intermediary for other providers such as local governments 

and public organizations that have no data platform of their own. I begin with data 

providers. 
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Data Providers 
 

Data providers supply data. To understand data providers, I first separate them into 

three tiers: Individual, Organizational, and Government/Global. Government and global 

entities include governmental, inter-governmental (IGO), and non-governmental (NGO) 

agencies. The Organizational tier includes for-profit business and non-profit regional 

institutions. The last tier, Individuals, also covers a wide range and provides data for myriad 

reasons, sometimes deliberately and often unknowingly. 

Open data is an important part of data work (Chui, et al., 2014; European 

Commission 2017; Manyika, et al., 2013).  Open government data (OGD) or Public Sector 

Information (PSI) is the most common type of open data (Janssen, 2011; Janssen, et al., 

2012). Although government information is often the first thing that comes to mind when 

discussing open data, many people tend to think of it as a recent phenomenon (Zhu, 2017). 

However, public access to government information is centuries old in some countries. In 

1766 the Swedish Freedom of the Press Act required open government documents while 

France provided open access to budget information in the Declaration of the Rights of 

Man in 1789 (Anderson, 1908; Manninen, 2006). The US Federal Depository Library 

Program was created in 1895 through the Government Printing Office with the intent to 

“provide free, ready, and permanent public access to Federal Government information, 

PROVIDER INTERMEDIARY USER 

 
Figure 5. Data Flows 
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now and for future generations” (“Federal Depository Libraries” N.D.). Seventy years later 

the US Freedom of Information Act of 1966 was created to provide additional public 

access to government records (FOIA.gov, n.d.; Shattuck 1988). It was soon followed by 

similar laws in Norway, the Philippines, France, Australia, Republic of Korea, Israel, 

Mexico, Belize, and Ukraine among many others (National Freedom of Information 

Coalition, 2017). This brief list simply shows how widespread the open information 

movement has spread. From the beginning of the concept, open data was sought not only 

for transparency in government but also for reuse in the private sector (Zhu, 2017). Open 

data and freedom of information are keys to economic success (Benkler, 2006; Janssen et 

al., 2012). To date, dozens of countries around the world have introduced open data 

legislation and many continue to do so, as exemplified by the 2016 Kenya Access to 

Information Act. While proponents of openness laud this progress, there are gaps in 

implementation and quality standards, even in countries with strong open data initiatives 

(Bertot, et al., 2012). 

Global non-governmental organizations (NGO) are also major providers of open 

data. The United Nations, the World Bank, the World Trade Organization (WTO), and 

the International Monetary Fund (IMF) all provide a wealth of high quality open data in 

standardized formats. 

“The IMF publishes a range of time series data on IMF lending, exchange rates and 
other economic and financial indicators. Manuals, guides, and other material on 
statistical practices at the IMF, in member countries, and of the statistical 
community at large are also available.” (International Monetary Fund website, 
February 2018) 
 
In a more recent phenomenon enabled by the world wide web, a few organizations 

have opted to share data openly along with governments. Organizational data providers 
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include companies like Google, local and regional public entities such as school districts 

and utility companies, and higher education. Weather Undergound (wunderground.com) 

offers free weather data via API, charging a fee only when API calls exceed 10 per minute 

or 500 per day. A sample of the available data fields includes current weather conditions, 3-

day, 10-day and hourly forecasts, satellite thumbnails, radar images, alerts, and tidal 

information, as well as many others (wunderground.com, 2018). Weather Undergound 

provides the free data to encourage developers to source weather information from 

Weather Underground when they build applications. Another common source of open 

data is school districts in the US. Because of a US law commonly known as No Child Left 

Behind (NCLB), public schools have accountability requirements and school data such as 

student performance, facilities, percent of free/reduced school lunches, student 

demographics, and teacher experience are publicly available (US Department of Education 

2017). While early implementations of NCLB presented the data in PDF and report 

formats, today large metropolitan school districts often post full datasets that may be easily 

downloaded. 

The newest breed of data provider is at the individual level. Technology has 

enabled ordinary people to participate in data collection, recording, manipulation, analysis, 

and publication. Individual data providers may include researchers, hobbyists, and citizen 

scientists, to name a few categories. These are people who create and share data on an 

eclectic range of topics. The citizen scientist, for example, “is a volunteer who collects 

and/or processes data as part of a scientific enquiry” (Silvertown, 2009) and as a group, 

citizen scientists have become a valuable tool for expanding scientific research (Bonney et 

al., 2009). Citizen scientists have audited natural resources such as lakes and rivers, 
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counted migrating birds, and measured their own intestinal flora, (Conrad & Hilchey, 2011; 

eBird.com, 2017); Gura, 2013; Sullivan et al., 2009). New tools such as eBird, a wild bird 

tracking phone app, make citizen science easier than ever before (eBird.com, 2018; 

Graham, et al., 2011). Yet, why do millions of people participate in citizen science? A wish 

to contribute to science may be a motivator for this group, along with a strong interest in 

the subject and a desire for recognition (Raddick et al., 2013; Rotman et al., 2012). 

However, the motivations of citizen scientists may vary from other individual data 

providers, such as the dedicated reader who charts every book he ever read, as seen in 

Andy Sernovitz’ 1526 row book list dataset or in @History’s 39-file dataset on the history of 

Scottish witches (data.world, 2017). People have long enjoyed collecting as a hobby 

(McIntosh & Schmeichel, 2004) and digital data collections may simply be the newest 

manifestation of this activity.  

Outside of citizens scientists, there is minimal research on individuals who share 

data, however, we may find correlations in the knowledge sharing literature. Knowledge 

sharers often offer their wisdom without expectation of reciprocity and do so for enjoyment 

and increased social capital (Wasko & Faraj, 2005). It is logical that individual data 

providers may collect and open their data for similar reasons. Knowledge sharing 

motivation varies across cultures, however. In China, for example, tight social networks 

known as guanxi intertwine mutual benefit and reciprocity and have a significant impact on 

knowledge sharing (Huang, et al., 2011). Cultural influences on knowledge sharing are not 

only geographical but also organizational. Company culture impacts an individual’s 

likelihood of sharing knowledge (Alavi, et al., 2005). The knowledge sharing literature may 

provide a foundation for understanding why individuals provide data, which in turn may 
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aid in encouraging, guiding, and managing individual data warriors. From individuals to 

global institutions, data providers cover a broad scope, but dividing providers into tiers aids 

our understanding. Table 2 provides a summary of data providers that summarizes this 

group and its three tiers.   

 
Table 2. Taxonomy of Data Providers 

 
Provider Tier Entity Examples Data Examples* 

Global/ 
National/ 

Governmental 

Government open data portals (UK, 
Brazil, US, Russia, Israel, Singapore, 

Ghana, etc.) 

Economic, agricultural, manufacturing, 
budgets and expenditures, census and 

demographic, tax information 

Organizational 

Google, Zillow.com, Smithsonian 
American Art Museum, universities, 

K-12 school districts, 
survey/marketing firms, libraries 

Search term trends, educational 
performance, real estate, book collections, 

art collections 

Individual Citizen scientists, hobbyists, 
researchers, students 

Bird counts, police brutality incidents, 
personal favorites lists, recipes, wine and 

beer 
* Note that data examples are representative and not all entities offer all data forms listed 

 
 
Data Users 
 

Like data providers, I also divide data users into three tiers: governmental/global, 

organizational, and individual (Safarov, et al., 2017). Governments and NGOs use data for 

policy, regulation, initiatives, and legislation. These entities are often the primary users of 

the data they produce and may combine it with data from other sources (Dawes, et al., 

2016; Oriko, 2017). Cross-border data flows have increased over 45 times since 2006 as a 

demonstration of this sharing (Luxton, 2016; Manyika, et al., 2016) A number of world 

problems may be studied by macro-view global and governmental entities in such varied 

topics as health, hunger, famine, climate, refugees, agriculture, and economics (Bertot, et 

al., 2014). Global organizations use data to respond to disasters, mitigate pandemics, and 

provide aid. To achieve operational success, however, trade and economic growth depend 

mightily on cross-border data streams (Mandel, 2014). At the government level, 
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demographic and census data may be used for resource allotment or defining voting 

districts, while industrial and employment data may influence policy and regulation 

(Dawes, et al., 2016).  

Another large group of data users is organizational, and governments and global 

entities recognize and encourage this because it fosters economic activity. The value 

provided to organizations by open data is just beginning to be evidenced in empirical 

research that looks at business models and methods ((Magalhaes, et al., 2014; Jetzek, et al., 

2013). There are many opportunities for profit-seeking and nonprofit organizations to 

employ data as it becomes more ubiquitous. Nonprofit organizations include entities such 

as the Sunlight Foundation, which accelerates government transparency through data 

(Suhaka & Tauberer, 2012; Sunlight Foundation, 2017). Other non-profits include 

scientific and research enterprises, for example SRI and RAND. These organizations use a 

wide range of externally acquired data, such as weather, population, or geographic data to 

complement their own data production (Marsh, et al., 2006). Many types of educational 

institutions use data, as well (Marsh, et al., 2006; Suhaka & Tauberer, 2012). Universities 

use data operationally for strategic planning and assessment, as well as for research (Banta, 

et al., 2009), while primary and secondary schools may depend on data to identify 

characteristics and patterns in their communities (Feldman & Tung, 2001).  

Profit-seeking organizational data users employ data operationally and strategically, 

as do nonprofits, or may use it for production and marketing activities. Drawing from the 

open data literature in particular, scholars and practitioners have identified a number of 

different business models that are applicable for profit-seeking organizational data users 

(Deloitte UK, 2012; Ferro & Osella, 2013; Suhaka & Tauberer, 2012; Zeleti, et al., 2016). 
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While some of the extant research articles identify dozens of business models, others 

condense the landscape to three: data enablers, integrators, and facilitators (Magalhaes, et 

al., 2014). Based on the literature, which is generally focused on re-use of OGD, I suggest 

that in data work beyond OGD, organizational users utilize data resources in four ways: a) 

data is used strategically to create competitive advantage; b) data is used operationally to 

reduce cost; c) data is treated as raw material that is transformed into a product; or d) data 

is used as a complementary or promotional product alongside other offerings for sale.  

Strategic data users employ data for planning, forecasting, research and 

development that bolster the firm’s main business. (Deloitte UK, 2012; Zeleti, et al., 2016). 

In contrast, operational data users utilize data for cost savings and increasing efficiency 

(Zeleti, et al., 2016). One method of cost savings uses openness to increase data quality and 

dissemination (Zeleti, et al., 2016), while adopting an open source policy can allow firms to 

leverage community members to expand and improve the data for everyone’s advantage 

(Ferro & Osella, 2013; Howard, 2014; Spencer, 2009; Zeleti et al., 2014).  

A number of data users create new products with the data they consume. The first 

type is known as Premium, where acquired data is cleaned up and put in an easy-to-search 

and ready-to-use format, such as Lexis-Nexis (Ferro & Osella, 2013; Howard, 2014; 

Suhaka & Tauberer, 2012; Zeleti, et al., 2016). Sometimes there is no value added to the 

data product, as is found in White-Label Development where data from source A is simply 

purchased and relabeled as a new product from seller B (Ferro & Osella, 2013; Howard, 

2014). Last, the Startup model adds considerable value to acquired data through 

manipulation and aggregation, creating a brand new product for their market (Suhaka & 

Tauberer, 2012).  
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The last group uses data for promotions and sales of other products. In the 

Freemium model, limited data is free while expanding quantities, services, or other features 

incurs a cost (Ferro & Osella, 2013; Suhaka & Tauberer, 2012; Zeleti, et al., 2016). 

Following a tried and true strategy, Infrastructural Razor & Blades or Parts of Tools offers 

free data but a cost is incurred in order to use it, similar to offering free razors and charging 

for blades or giving away a mobile phone in order to charge for cell service (Ferro & 

Osella, 2013; Howard, 2014; Zeleti, et al., 2016). The final promotional business model is 

labeled Free as Branded Advertising. In this model, data is offered as a free product for 

organizational promotion, as might be seen with Zillow.com’s real estate trends datasets 

(Ferro & Osella, 2013; Howard, 2014; Suhaka & Tauberer, 2012). Table 3 summarizes the 

literature on profit-seeking organizational data users and how they use data in their business 

models. 

Looking at the four types of data user business models, we can further abstract their 

focus into just two foci: revenue and expense. The revenue focused business models 

include groups a (strategic) and d (complementary/promotional), while expense focused 

models contain b (operational) and c (raw material). Revenue focus looks towards building 

the business, expanding reach, increasing sales, and dominating the competition. The 

expense view, on the other hand, prioritizes decreasing costs, improving quality, and 

increasing efficiencies. Figure 6 illustrates these relationships. It is important to understand 

how data is used to gain a better perspective of the data.world platform and its value 

proposition. 

 



40 

Table 3. How Organizational Data Users Employ External Data 
 
Type Model Description Author 

(Legend: a=strategic, b=operational, c=raw material, d=complementary/promotional) 

a 
Supports core 

business/Indirect 
Benefit to business 

Bolsters the business’ main 
competencies and guides planning 

Deloitte UK, 2012; Zeleti, et 
al., 2016 

b Cost Saving Uses openness to increase data quality 
and dissemination Zeleti, et al., 2016 

b Open Source 

Similar to open source software, data 
is offered free for reuse & distribution. 
Like OSS, Open data is shared with 

the community who then improve and 
build upon it for the benefit of 

everyone 

Ferro & Osella, 2013; 
Howard, 2014; Spencer, 2009; 

Zeleti et al., 2014 

c Premium High quality, ready-to-use data is 
offered for a price 

Ferro & Osella, 2013; 
Howard, 2014; Suhaka & 

Tauberer, 2012; Zeleti, et al., 
2016 

c White-Label 
Development 

Data from source A is purchased and 
relabeled as a new product from seller 

B 

Ferro & Osella, 2013; 
Howard, 2014 

c Startup Use, combine, and manipulate data to 
create a new service or product Suhaka & Tauberer, 2012 

d Freemium 
Limited data is free while expanding 
quantities, services, or other features 

incurs a cost 

Ferro & Osella, 2013; Suhaka 
& Tauberer, 2012; Zeleti, et 

al., 2016 

d 
Infrastructural Razor 

& Blades; Parts of 
Tools 

Data is free and subsequent tools to 
use it incurs cost, similar to offering 

free razors and charging for the blades 
required to use it 

Ferro & Osella, 2013; 
Howard, 2014; Zeleti, et al., 

2016 

d Free as Branded 
Advertising 

Data is offered as a free product for 
organizational promotion 

Ferro & Osella, 2013; 
Howard, 2014; Suhaka & 

Tauberer, 2012 

 
 

 

 
Figure 6. Data User Business Model Framework 
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While organizations turn data into profits and progress, individuals have also 

jumped on the data bandwagon, although this remains one of the least studied user groups 

compared to organizations (Safarov, et al., 2017). The new millennium has seen the rise of 

data journalists and data hobbyists, along with more traditional researchers and students. 

Individual data users must overcome the hurdle of acquiring data skills before data can be 

put to use and this requirement limits individual participation (Magalhaes, et al., 2014; 

Safarov, et al., 2017). I include background on data journalists because they were an 

important part of the data.world community. 

Data journalists are a rising subgenre in the press corps (Coddington, 2015; Gray, et 

al., 2012). Data journalism is different from traditional journalism in that it is a 

combination of using "a nose for news" with the ability to use data to "tell a compelling story" 

(Gray, et al., 2012). In data journalism, data can be both a tool and a source. Data 

journalism is important because technology has enabled news to travel at internet speed 

and be generated by multiple sources (Howard, 2014). News is immediate and is no longer 

filtered, curated, and disseminated by agencies. However, data can successfully be used to 

sort out facts, search out deeper analysis, and link phenomenon to provide more 

meaningful news stories (Coddington, 2015). 

Data journalists use a range of tools that they employ at different stages. These 

activities may be characterized as computer-assisted reporting, data journalism, or 

computational journalism (Coddington, 2015). Tasks may include investigative information 

gathering, analyzing connections, and spotting trends. Infographics are also important in 

data journalism to convey a story through illustration (Gray, et al., 2012). The Guardian's 

Datablog (https://www.theguardian.com/data) offers excellent examples of data journalism 
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with its multitude of topics and eye-grabbing visualizations that tell a story with few words 

and great impact. Data journalism doesn't replace traditional journalism, it enhances it, as it 

can provide news stories that are unavailable from other sources (Coddington, 2015; Gray, 

et al., 2012; The Guardian 2018). For the data journalist, building stories from data offers 

"less guessing, less looking for quotes" (Gray, et al., 2012). Data based news stories provide 

fact-based articles that are more likely to be perceived as accurate. A 2017 poll sponsored 

by data.world found that 78% of US adults would have more trust in the news if they had 

access to the data underlying news stories (Globe Newswire, 2017). 

However, just because information comes in data form, it still must be vetted. 

Journalists cannot rely on veracity and accuracy simply because the information comes in 

data format. "Like any source, it should be treated with skepticism; and like any tool, we 

should be conscious of how it can shape and restrict the stories that are created with it" 

(Paul Bradshaw, Birmingham City University, 2017 via databox.com 2017). Not all 

journalists can attempt data journalism, either. Gaining the expertise required for data 

journalism can be a challenge, such as learning data science skills, analysis, and 

visualizations (Howard, 2014). 

Learning data skills is a common issue for individual data users, whether they use 

data professionally, such as data journalists, or for pleasure, such as data hobbyists, 

researchers and students (Anderson & Rainie, 2012). Using data for hobbies is not new, 

but it has become more ubiquitous. Horse racing, for example, has a long history of using 

data for predicting the outcome of races (Snyder, 1978). Today hobbyists use data to in 

video gaming (Darzentas, et al., 2015), sports predictions and analysis (Haghighat, et al., 

2013; McGarry, 2009), and genealogy (Cannon-Albright et al., 2013). Health enthusiasts 
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commonly use self-generated data from wearable technology, such as Fitbit, to track and 

improve health outcomes (Giddens, et al., 2016; Li, et al., 2011). We also see financial data 

used by individuals. Banks often provide access to online data tools that illustrate how a 

customer spends their money or how they can better manage their debt and savings 

(Thakur, 2014). In the same vein, car enthusiasts are beginning to use the data from 

digitally enabled vehicles to enhance their hobby (Markovich, 2017). As data collection 

increases, it is likely that individuals and hobbyists will find new ways to use data in a wide 

range of activities. However, the state of the data, how viscous or liquid it is, and how 

available it is, will determine how well individuals will be able to utilize it. I suggest that 

individuals, as opposed to organizations, will find it more challenging to learn the skills and 

tools required to exploit data and their success is more dependent upon intermediaries that 

facilitate data usage. Data users are summarized in Table 4. 

 
Data Intermediaries 
 

Intermediaries add value by making data easier to use. Raw data from providers is 

often viscous, dirty, and presented in non-machine-readable formats. Viscous data by its 

nature is difficult to use, hard to search, and inhibits broad utilization by its user-hostile 

nature, but intermediaries can decrease data viscosity and increase liquidity (Lämmerhirt, et 

al., 2017; Mallah, 2018; van Schalkwyk, et al., 2016).  Increasing liquidity improves 

accessibility to the data, how it can be used, and who can use it. With data science skills at a 

premium, anything that reduces skill requirements is likely to increase usage.  
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Table 4. Data Users 
 

Level Who-General Types of Data Who-Specific Examples Outcomes 
Global/ 

National/ 
Governmental  

Governments, 
IGOs 

Tax entities, 
government agencies 

US Federal 
Reserve Bank, 
World Bank, 

CDC 

Property values, consumer price index (to 
calculate inflation rate), census 

Provides basis for tax 
or discount rates 

according to changes, 
redrawing district lines 

for representatives 

Organizational For-profit 
Organizations 

Product development, 
marketing, sales, 

sometimes the data is 
the product 

Home Depot Demographics, consumer preferences, 
efficacy, health trends, weather trends 

Helps develop new 
markets, increase 

revenues, 
commercialization, 

strategic planning for 
competitive advantage, 

cost reduction 

Home Depot runs a weather center during 
hurricane season that uses data to track 

hurricanes and deploy supplies to stores in 
affected areas before and after a weather event 

Non-profit 
Organizations 

Services development, 
grants, needs 

assessment, resource 
allocation, NGO 

Red Cross Demographics, poverty, education, health, 
environment, crime, hunger, slavery, 

homelessness 

Serves constituents, 
target funding, strategic 
planning to achieve a 

mission Open data was used extensively to provide 
services for victims of Hurricane Harvey in 

Houston 2017 
Individual Researchers Dedicated labs, higher 

education 
Published 

authors in a 
large number of 

fields 

Scientific data, health data, populations, 
poverty rates 

Aids new research, 
replications, extended 
research, new health 

solutions, engineering 
solutions, weather/geo 

predictions and 
tracking 

Journalists Data Journalism: 
Providing news 

through previously 
unavailable data and 

compelling 
infographics, also 
known as open 

journalism 
  

The Economist, 
The Wall Street 
Journal, BBC 
News Visual 
Journalism 

Varied topics Provides new way to 
present news, 

previously unseen 
information brought to 
light through data tools 

and automation 
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Level Who-General Types of Data Who-Specific Examples Outcomes 
  Individuals Students, 

homebuyers/renters, 
entrepreneurs, 

armchair auditors 

Individuals Ancestry.com (personal history), Fitbit 
(personal health data), MyFitnessPal (personal 

and open nutrition data), Zillow.com (open 
real estate data), amatueur Armchair auditors 
use open data to audit government contracts 

and expenditures O'Leary 2015 

Provide a way to seek 
information for 

personal benefit (social, 
economic, 

psychological, health) 
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Intermediaries increase data liquidity in several ways, such as manipulation, 

aggregation, storage, and ease of movement. Manipulation includes data cleaning, altering 

data into standardized machine-readable formats, and adding meta-data. Musgrove (2003) 

suggests that meta-data is a broad term for any information about the data that improves 

analysis, presentation, explanation, and usage. Aggregation combines data, often from 

varied sources, into clean usable datasets. Storage is another service provided by 

repositories. There are thousands of data repositories available, many pre-dating the 

internet age and focused around government entities or narrow interest groups, such as 

certain scientific fields (Marcial & Hemminger, 2010; Nature, 2017). However, new 

technologies have opened the door to a wider range of repositories that offer greater access 

and more added value such as tools and collaboration. One of the most important benefits 

that intermediaries provide is moving data – getting it in and out. The most feature-rich 

intermediaries provide integrations and APIs to easily upload and download datasets, some 

of which can be enormous. Integrations can be critical in data dissemination. 

As I have done with data users and providers, I divide data intermediaries into the 

three tiers of global/government, organizational, and individual. Global and government 

entities are somewhat unique in that they may simultaneously create data, use data, and 

serve as an intermediary. Government open data portals and IGOs (inter-governmental 

organization) exemplify this segment. Some examples include the World Bank and 

International Monetary Fund (IMF), data.gov.in (India), data.gov.uk (UK), and 

opendata.go.ke (Kenya). In Europe, an early proponent of open data, 27 countries provide 

data portals with only four not participating (European Data Portal, 2017). Although 

government and IGO portal growth is expanding globally, on many continents it is the 
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exception not the rule, and where portals do exist but may be sparsely populated (World 

Wide Web Foundation, 2015). In contrast, many NGOs have not joined the open data 

movement although it offers benefits for these organizations (Fernando, 2017; Oriko, 

2017).  

Organizations are common intermediaries, in both profit-seeking and non-profit 

guises. Repositories and platforms make up a large portion of this group. As described 

earlier, repositories serve as virtual storage facilities, but some have evolved through 

digitization into collaborative and social platforms that encourage data sharing, co-

authoring, and discovering like-minded people and groups. The best known non-profit 

platform is Wikimedia, which includes much more than Wikipedia. With its other 

properties (Wikimedia Commons, Wiktionary, Wikibooks, and others) it provides open 

data, media files, and other data assets (Wikimedia, 2017).  

Among profit-seeking organizations, GitHub, data.world, and Kaggle exemplify 

platform based intermediaries. These organizations not only store datasets (and in the case 

of GitHub, code), but offer community interaction, as well. Tools may be provided to aid 

in analysis, such as auto-created data schemas or visualizations, and APIs and integrations 

ease the process of getting data in and out. data.world has a particular focus on the 

semantic web and its data linking is capabilities are unique and valuable. The world wide 

web is still in its infancy and is often a “medium of documents for people rather than of 

information that can be manipulated automatically” (Berners-Lee, et al., 2001; Joo, 2011). 

Beyond serving as platform intermediaries, organizations offer a range of commercial data 

services that find, sell, trade, clean, match, aggregate, separate, digitize, and transcribe data 
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assets. Like repositories, data services are not new, but do offer new features to help 

customers manage data, such as cleaning.  

Yet intermediaries do not have to be large organizations to make an impact. 

Technology has enabled individuals to serve as intermediaries and add significant value to 

data. An exemplar class in this area is data activism. Falling within the realm of digital 

activism, data activists provide data services for the greater good (George and Leidner, 

2018; Sieber & Johnson, 2015). Example tasks they undertake include saving and archiving 

at-risk open data, cleaning, tagging, and adding meta-data. Data activists work alone or at 

organized civic hackathons with groups such as Data for Democracy and DataRescue. Data 

activism has increased over the past few years and is making progress at local, regional, and 

national levels (Data for Democracy, 2017; Data Rescue National Neighborhood 

Indicators Partnership, 2017; Harmon, 2017; Sunlight Foundation, 2017). Data 

intermediaries are summarized in Table 5. 

To summarize, the extant literature tells us that data intermediaries may be 

governmental/global, organizations, or individuals, or a combination of two or all three 

categories. Their goal is to make data more usable through labor and/or applied 

technology. Data intermediary tasks may include data cleaning and manipulation, 

aggregation, moving data, and storage. These activities result in greater data, such as data 

rescued from redaction or removal, data democratization, data moved from inaccessible 

sites to easily accessible sites, dirty data transformed into clean data sets,  and the creation 

of new data from combinations of individual data sets. On the other hand, data 

intermediaries vary considerably. We have little understanding of which types of 

intermediaries are most effective and which methods yield the greatest impact, nor how the 
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different types interact with each other. We also don’t fully understand the potential 

negative aspects of data intermediation. While there appears to be some evidence that 

intermediaries make data more usable, we have little in the way of theory to explain how 

this occurs and under which circumstances. To address this lack of understanding, I ask 

the following research question: How does intermediating through digital platforms impact 

data? 

In summary, the three parts of the data cycle are data users, data providers, and 

data intermediaries. The data cycle is a process model whereby data is created by providers 

and employed by users. It may or may not go through an intermediary and all relationships 

are bidirectional. In this next section, I wrap up the literature by reviewing the sensitizing 

device I used in my research. 

 
Summary of the Literature 
 

To provide background for better understanding my research with data.world, I 

reviewed the literature for data, data systems, the data cycle, and a sensitizing device. at the 

end of each section, I summarized the literature into what we know and what we don’t 

know. Putting it all together, we know that data has great potential and more and more 

people and organizations are becoming wise to new data opportunities and value. We 

learned that opening data has great value in a number of different scenarios ranging from 

small business to finding solutions for global warming. We also know that platforms 

provide an ecosystem that empowers interactions between participants (Constantinides, 

Henfridsson, & Parker, 2018; Greenberg, 2018), and online communities in particular 

benefit from platforms. 
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Table 5. Data Intermediaries 
 

Level Description Activities Who-Specific Examples Outcomes 

Global/ 
National/ 

Governmental 

eGov 
Portals 

Promote open 
government data city, state, country level 

Taiwan, Australia and the UK, 1st 
and 2nd ranked (tied) countries for 

openness (Global Open Data Index) 

Transparency, economic 
advantage, reduction in 

unethical political behavior 

Policy 
Makers 

Develop policy and 
promote legislation 

Federal Trade 
Commission, European 

Commission 

EU Data Protection Directive of 
2012, FTC data broker protection 

recommendations to Congress 

Personal data privacy laws 
in EU tightened, FTC 
brought charges against 
data brokers who sold 
personal data to illicit 

buyers 

Organizational 

Services Tools, visualizers, 
code libraries 

data.world, Google Data 
Studio, Google Data 
Explorer, Code for 

Science, digital-
activism.org, The R 

Project/CRAN 

data.world data visualizer and APIs, 
Google Data Studio, Google Data 
Explorer, R and R Studio, Apache 

Hadoop, Python, SPARKL 

Help people use the data 
because data alone is not 

very useful unless it can be 
applied 

Repositories 

Free and paid 
repositories, 
specialist and 

generalist, data 
repository 

certification 

data.world, Re3Data.org, 
Kaggle, figshare, Dryad 

Digital Repository, 
Harvard Dataverse, 

AWS Public Datasets 
(Amazon) 

Generalist repositories: data.world, 
Dryad Digital Repository, Harvard 

Dataverse, figshare Provide a place to 
store/retrieve the data, 

those with social aspects 
(data.world) include 
collaboration and 

community aspects 

Specialist repositories: DNA 
DataBank of Japan (DDBJ), 

Integrated Taxonomic Information 
System (ITIS), ClinicalTrials.gov 

Certifiers of data repositories: World 
Data Systems or Data Seal of 

Approval 

Data 
Brokers 

Anonomously 
gather and sell 
personal data 

Acxiom, Corelogic, 
Datalogix, eBureau, ID 

Analytics, Intelius, 
PeekYou, Rapleaf, and 

Recorded Future 

These organizations have sensitive 
identifying data, such as name, 

birthdate, and social security number, 
census data, internet browsing trends, 

health, social media data, financial 
data, and information on personal 

habits. 

While most purchasers 
use the data for fraud 

detection or other non-
criminal activity, data 

brokers have been found 
to sell data to illicit buyers.  
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Level Description Activities Who-Specific Examples Outcomes 

Individual 

Data Activists Volunteer hacktivists Data for Democracy, Data 
Rescue, Data Refuge 

Open Data Day/March 2017 - 
data hackers around the US 
worked open data research, 
tracking money flows, open 

environmental data, and open 
human rights data. 

Social benevolence, 
increases in open data, 
publicizes open data, 

provides additional data 
for data users 

Education 

Free and paid training for 
data sciences, 

expression/script 
suggestions, tutorials, 

wizards 

MOOCs (Coursera, EdS, 
Udacity, MIT, UT Austin 

Extension, Harvard 
University), bootcamps, 

colleges, IBM, KD 
Nuggets 

Individual courses, bootcamps 
(Thinkful, NYC Data Science 

Academy), 16 week courses and 
30 week courses, certification 

(Harvard Extension) 

Provides training for 
people to learn and use 
data, covers a variety of 

beginning skill levels and 
levels of advancement 

Other 
organizations Non-profits, NGOs 

Open Data Institute, 
Open Data Watch, Global 

Open Data Index 

Provide aid to data providers, 
monitor the state of open data, 

particularly in regards to 
nation/states 

Social benevolence, 
increases in open data, 
publicizes open data, 

provides additional data 
for data users 
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Communities of practice provide apprenticeships, mentoring, and guidance within a craft, 

which allows participants to improve their skills at a quicker pace and with greater quality 

and have great promise for data communities. Last, we know that data is created by 

providers, may go through an intermediary, and is ultimately employed by data users. 

These three functions may be performed by separate entities or one may perform all the 

functions. The functions exist at individual, organizational, and global/governmental levels.  

The literature review has provided a background in the key elements impacting the 

data.world case, including understanding data and data work and its varied forms and 

challenges, data systems, and the data cycle. I identified several areas in the literature that 

still need answers. Despite progress from data warehousing to big data to analytics to 

visualization, data work continues to experience 1) a lack of workers skilled in using data; 

2) limited access to data by those who could use it; 3) difficulty moving data in or out of 

systems; and 4) inability to leverage data to advantage because of little or no context in the 

data. Further research could focus on any of these areas to provide greater insight into 

finding solutions for researchers and practitioners. 

There is much we don’t know, such as how to break down data silos, get data to the 

right people, or how to balance data security and privacy with openness. After decades we 

still know little about how to incent workers to learn analytical skills or make data usable to 

the vast majority of people. We don’t know how to get data to the people who need it, and 

indeed, we often don’t even know who needs it or what they could do with it. Therefore, I 

proceed with the following research question: How does intermediating through digital 

platforms impact data? 
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Sensitizing Device 
 

In grounded theory, theory is built from the data. However, one does not go into 

grounded theory with a tabula rasa or blank slate (Dey, 1999; Glaser & Holton, 2004; 

Glaser and Strauss, 1967; Urquhart, 2013). While grounded theory does not use a priori 

hypotheses, sensitizing devices may be used to provide perspective and a lens to view the 

research (Gregor, 2006; Klein & Myers, 1999). For my sensitizing device, I used the 

literature from communities of practice. I selected this concept because data work, 

particularly on platforms like data.world, has an element of sociality that is kin to 

communities of practice. 

A community of practice is comprised of a domain, a community, and a practice 

and the concept is based on the premise that learning is based on social participation 

(Lave & Wenger, 1991; Wenger, 1999). New participants join a community of practice for 

the purpose of learning, and they can learn through just being part of the community, 

which Lave and Wenger call a "legitimate peripheral participant." New participants learn 

through different modes of action and understanding the different meanings associated 

with each mode. People learn not just from a master, such as a master-apprentice situation, 

but from the community surrounding the learning experience because it provides context. 

Learning is a social activity (Barton & Tusting, 2005; Hildreth & Kimble, 2004; Lave & 

Wenger, 1991).  

Communities of practice are comprised of diverse participants with different goals, 

skills, and levels of participation.   Besides teaching skills, communities of practice impart 

relationships between entities in the practice, power, ethics, and the practice's place in the 

world. Members learn what it means to be in the community - what jokes are appropriate, 
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how to speak the community language. People build their identities through interaction 

with their communities of practice, and learning is a goal for new members that seek to 

emulate more advanced members (Brown & Duguid, 2000; Lave & Wenger, 1991).  As 

mentioned earlier, a community of practice must have three things: a domain of shared 

interest, a community of members that engage, interact, and build relationships, and 

practice, which is the actual practice of the topic, not just shared interests. Members 

"develop a shared repertoire of resources: experiences, stories, tools, ways of addressing 

recurring problems—in short, a shared practice. This takes time and sustained interaction" 

(Wenger, 1999). Communities of practice have many activities, including problem solving, 

asking for assistance, seeking experience, reusing assets, coordination and synergy, 

discussing developments, documentation projects, visits, and mapping 

knowledge/identifying gaps. Communities of practice may be large or small, online or in-

person, local or global. They are not new but have been used by humans for centuries. 

Those who use communities of practice include organizations, government, education, 

associations, non-profits, international development, and software development (Wenger, 

1999; Wenger 2010). Communities of practice offer ways to promote innovation, develop 

social capital, spread knowledge within the community and extend  tacit knowledge. A 

community of practice may come about naturally because of the members' common 

interest in a particular domain or area or it may be created specifically to build knowledge 

in a specific topic. The communication of the community includes sharing of information 

and personal experiences that participants learn from other members. This helps them 

grow their skills and personal development. Hildreth & Kimble (2004) provide the 

following description of communities of practice: A domain frames the community and is 
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the common topic of interest, while the practice includes those practices and activities 

shared by the group. Participants utilize a repertoire of shared resources and tools for the 

community to use. Participants in communities of practice have common ground and often 

share backgrounds and similar needs and requirements, as well as a common purpose. 

Communities also evolve over time, as situations, people, relationships, topics, and needs 

change. Relationships between participants are an important part of the community and 

storytelling is another way for members to share their experiences while also building social 

capital and legitimacy. Last, a community may be formal or informal, and may not even 

realize they are a community of practice. The idea of formality vs. informality is 

controversial as some scholars believe that individual legitimacy comes from formal 

recognition in the group while Lave and Wenger see legitimacy as being informally through 

community consensus (Hildreth & Kimble, 2004). 

Yet communities of practice are not a panacea. There are limits to their usefulness 

and situations where they are not effective (Roberts, 2006). Communities of practices may 

be used in a wide range of settings, but they may also be co-opted for an inappropriate 

setting (Roberts, 2006). Things that impact the effectiveness of communities of practice 

include power in the community - who has it and how it is used, trust, predispositions such 

as members learning towards particular directions, size and spatial reach, and how quickly 

change occurs in the community.  

The case of data.world relied greatly on the social nature of its platform 

community, the interaction between members, the social media features of following and 

liking, and frequent asking and giving of advice for solving data problems. Applying the 

concept of communities of practice to the context of data.world provides a way to explain 
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how and why platform sociality impacts data and data work. I suggest that it is important to 

understand the relationship between sociality and data work outcomes in order to expand 

our comprehension of the processes that convert viscous data into liquid data. In the next 

section I discuss my research methods and process.  
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CHAPTER THREE 
 

Method 
 
 

My research strategy focuses on a single case study of a data intermediary, 

data.world, because its unique position as a data platform provides perspectives from three 

areas: data providers, intermediaries, and data users. IS literature has a long tradition of 

employing single case studies to understand complex phenomena (Dubé & Paré, 2003; 

Levina & Ross, 2003; Seidel, et al., 2013). Single case studies are also especially useful 

“when a phenomenon is broad and complex, when a holistic, in-depth investigation is 

needed, and when a phenomenon cannot be studied outside the context in which it 

occurs” (Dubé and Paré 2003). Yin (2003) advocates that case studies are beneficial when 

researching “how,” “when,” and “why” questions, and suggests that cases are also useful for 

“contemporary phenomenon within some real-life context” (Yin, 2003).  

To conduct this case study, I employed established methods from qualitative 

researchers, including Myers, 1997, Sarker & Lee, 2002; Schultze & Avital, 2011, Trauth, 

2000; and Walsham, 2006. This included semi-structured interviews, personal notes and 

observations, electronic communications, and attending meetings, workshops, and 

conferences. This study uses grounded theory methodology (GTM) for analysis and to 

build theory based on the phenomenon. I draw from Birks, et al., 2012; Glaser & Strauss, 

1967; Urquhart, 2013; and Urquhart & Fernández, 2013. Grounded theory is an iterative 

process that uses the data itself to develop theory (Glaser and Strauss 1967; Myers 1997). 

GTM provides “continuous interplay between data collection and analysis” (Urquhart, et 
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al., 2010). GTM has a distinct split between the Glaserian and Straussian strands. While 

Corbin and Strauss use four levels of coding (open, axial, selective, and theoretical), Glaser 

and Strauss use only three, omitting the often difficult and controversial axial coding 

(Urquhart, 2013). In this paper I use Glaserian grounded theory method. 

As per GTM practice, I did not start with a theory in a positivist fashion, but 

reviewed literature before, during, and after data collection to inform my thoughts about 

what I was seeing in the field (Glaser and Strauss, 1965; Urquhart, 2013). The literature 

review was built slowly during this time, as new topics of relevance became apparent. I 

observed the subject case and its participants, reflected upon my observations, and then 

revised my interview questions and approaches in an iterative fashion. I started with 

questions informed by a broad research thrust (how do intermediaries add value) and the 

literature. Because data exploitation on such a grand scale is a relatively new topic, I availed 

myself of a wide range of sources to understand it, including journal and conference 

papers, blogs, books, and other media for a grand total of 344 reference sources. The 

source types and quantities of literature are summarized in Table 6. Initial broad questions 

revolved around the role of each participant, where they saw themselves in the company, 

their background, how they described the operational aspects of the platform, their view of 

the value of the platform, and the role of the company in the marketplace. I found themes 

emerging around linked semantic data, open data, and data socialization where the 

platform brought people together. In later months my questions altered to reflect changes 

in the company. My questions now had more external focus and revolved around the value 

of the platform, its transformational nature for those using the platform, and how it was 

different than data warehouses. The themes evolved from socialization to the ability of 
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collaboration to provide context and ultimately transform viscous data into liquid data. I 

also made notes during and after my visits to document my observations about the office 

environment, culture, company meetings, and growth. In addition to employee interviews, 

I was able to interview several users of the platform. These individuals were data activists or 

data journalists. These interviews typically lasted 30 minutes, although a few were as long as 

an hour. Last, I was given access to 77 anonymous transcribed user interviews that the 

company had conducted for early stage product development. These users ranged from 

academics and students to data scientists and mangers. I did not talk to these users directly. 

 
Table 6. Literature Resource Types 

 
Type Count Type Count 
Blog 56 Forum post 1 

Book or book section 36 Journal article 188 
Computer program or dataset 1 Magazine article 5 

Conference paper 21 Newspaper article 5 
Dictionary/encyclopedia entry 5 Presentation 1 

Report 25   
Total 344 

 
 

My process was theoretical sampling, where I used an iterative method to constantly 

compare data, analyze it, and look for new information based on my interviews and other 

sources over time (Glaser & Holton, 2004; Glaser & Strauss, 1967). Interviewees made 

suggestions about people to talk to and reports and books to read, even giving me books on 

the semantic web to add to my personal library. They invited me to public workshops, 

conferences, and hackathons where I was able to learn more and connect with more 

people. I also made memos during my time at the company and during my analysis. The 

various sources of data (interviews conducted by me and by company employees, archival 
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data, press, and social media) allowed me to triangulate the data and provided greater 

construct validity while helping me to converge my inquiry streams (Yin, 2003). 

The iterative process produced some rabbit trails, but eventually led to an emerging 

theory about the role of data platform intermediaries. Some of the rabbit trails included 

benefit corporations, data journalism, data philanthropy, data activism, high tech 

entrepreneurship, and open data. Several of these topics extended into conference and 

journal papers and all added to the richness of the data.world case. However, in the interest 

of creating parsimonious and relevant theory for this dissertation, I reigned in the scope 

after a year with the company and focused on the research question of how digital data 

platform intermediaries transform viscous data into liquid data. Once I was able to hone in 

on this research question I was able to reach theoretical saturation in my data collection in 

2018 (Glaser and Strauss, 1967). 

 
Site Selection, Data Collection, and Description 

 
This research is based on my experiences with data.world, an Austin, Texas start up 

that describes itself as “the social network for data people” (data.world, 2017). My choice 

of data.world (data.world) for a case study was serendipitous. I was acquainted with several 

of the co-founders and employees from my own previous employment at other Austin 

firms. Upon learning I was pursuing a doctorate in IS and had an interest in studying the 

new company, I was invited by the Chief Product Officer to the data.world office to “hang 

out, use our wifi, and drink our coffee.” I visited data.world every other Friday between 

August 2016 and April 2017, with additional visits during late winter/spring of 2018 and 

email communications between May 2017 and January 2018. Data that I was given access 

to originated in August 2015. I attended meetings, interviewed employees, met users, 
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socialized at a few happy hours, and was generally able to become a proverbial fly on the 

wall. The Chief Product Officer at one point described me as observing data.world “like 

Gorillas in the Mist,” a 1988 film about Dian Fossey’s observations of gorillas in the wild. 

While some researchers may decide a priori upon a specific type of organization on which 

to base a case study that best answers their research question (Levina & Ross, 2003), I did 

not develop the research question for this dissertation until I had been working with 

data.world for a year.  

My data collection efforts span August 2016 through February 2018, and some of 

the data (specifically Slack transcripts) began in late 2015, providing for a 2+ year 

longitudinal study with multiple inputs. Through data.world, I was introduced to other 

groups, such as Data for Democracy, a data activist group, and Datajournos, a group 

dedicated to data journalism. My data was collected onsite at data.world, at workshops, at 

conferences, at offsite meetings, and remotely through web conferencing, email, Slack, and 

on the data.world platform. Dubé & Paré (2003) suggest that case study research should 

“include better documentation particularly regarding issues related to the data collection 

and analysis processes.” To reflect this guidance, I provide a detailed list of source 

materials and analysis tools in Table 7 and interview details in Table 8. 
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Table 7. Data Sources 
 

Data Sources Data Features Use in Analysis 

Primary data source Interviews 30 interviews from data.world employees 
2 interviews with Data for Democracy members 

2 interviews with data journalists 
77 data.world Alpha user interviews 

2 data.world Beta user interviews 

Tool: NVivo 11 qualitative analysis  
These interviews provided the foundations for the research 
through the thoughts, feelings, motivations, emotions, and 

efforts of those interviewed. 

Primary data source Slack 
transcripts from data.world and 

Data for Democracy. 

286 Single-spaced printed pages NVivo 11 qualitative analysis  
The Slack transcripts were just as helpful as interviews in 

providing insight into the decisions, motivations, methods, 
reasoning, and operations of the firm, perhaps even more 

so as participants were talking to each other, not to an 
interviewer. 

Conferences, meetings, and 
workshop observations 

Attended a variety of events including data.world 
company meetings, an e-gov open data conference, 

hackathon, and a data journalist group meeting. 

The events helped add another layer of understanding 
about these organizations. It also permitted triangulation 

with other sources.  

Primary data source:  Surveys Data for Democracy User Participation Survey 
N=184, 14 questions (11 closed ended, 3 freeform 

text). 

PLS-SEM exploratory analysis on the closed ended 
questions 

NVivo 11 qualitative analysis on the 3 text questions 
The survey data was helpful in learning about users of the 
data.world platform and understanding data activists and 

their role. 

Primary data source data.world 
investor, business 

development,  and press 
presentations 

data.world Operating Principles - 19 slides 
data.world Overview of data.world - 27 slides 

data.world Benefit Corporation presentation - 6 slides 
data.world for Professionals - 8 slides 

data.world Linked Data 101 - 39 slides 
data.world Q4 Design Deep Dive - 42 slides 
data.world Rough Screen Shots - 10 slides 

These presentations provided a view into how data.world 
wants to be perceived. This material presents the company’s 

vision. It is a different perspective than that provided to 
users as the firm attempts to educate potential investors and 

partners about the data economy, the value of 
intermediaries, and the role of linked data.  
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Data Sources Data Features Use in Analysis 

Primary data source Scripts for 
use by data.world employees 

data.world Data Collaboration Workshop Script - 4 
pgs 

data.world Press Tour Demo Script - 2 pgs 
data.world Script for Data Scientist Case Study 

Research Design - 5 pgs 

This material offers a glimpse into data.world operations 
and how employees interact with users to increase usage. 

Primary data source Notes, 
Documentation, User 

communications on public 
message threads, and General 

Information 

Investigator’s Notes - 11 pgs 
data.world Company Notes on Acquisition - 2 pgs 

data.world Notes on User Profiles - 1 pg 
data.world FAQ & Best Practices for D4D datasets on 

data.world - 5 pgs 
data.world Notes on Personas - 2 pgs 

data.world User Research Compilation - 2 pgs 
data.world Notes on Persona Dimensions - 1 pg 

data.world User Notes - 12 pgs, 10 pgs, 4 pgs 
data.world 6 User Introductory chats - 1 pg 
data.world Platform Test - 9 users - 9 pgs 

data.world Hackathon Best Practices - 7 pgs 
data.world Internal Hackathon Notes – 1 pg 

data.world Professional Use Takeaways - 7 pgs 

These materials provide insight into the software 
development, user understanding, and customer support 

aspects of the platform. 

Primary data source Statistics 
and Usage History 

data.world – statistics and reports on usage, users, 
datasets, and social behaviors (likes, bookmarks, 

followers) 
data.world – Slack transcripts 

This information shows the progress that the platform has 
made over the course of the study and provides insight 

about user behavior on the platform. 

Secondary data sources Published data.world case studies and white papers. data.world published case studies on 2 customers and 
several white papers on the features & benefits of the 

platform. The case studies were helpful as I did not have 
direct access to customers. 

Secondary data sources Websites, reports, and blogs from governments, 
IGOs, NGOs, non-profit and for-profit organizations 

These websites gave me a broad view of the many aspects of 
data work and the variety of players in this space. It also 

pointed out how far behind academic research is compared 
to the general public. 

Secondary data sources 
Academic publications 

344 articles on data, macro-economics, open data, e-
government, data activism 

Provided a foundation for understanding the various 
elements of data work and how they interact. 
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Table 8. Primary Interviews & Meetings 
 

Name Length Speaker Type Name Length Speaker Type 

Employee1 17 Employee Interview Employee8 18 Employee Interview 
Employee10 16 Employee Interview Employee9 31 Employee Interview 
Employee11 33 Employee Interview Exec1 28 Exec Interview 
Employee12 20 Employee Interview Exec2 36 Exec Interview 
Employee13 31 Employee Interview Exec2 39 Exec Interview 
Employee2 35 Employee Interview Exec2 74 Exec Interview 
Employee2 24 Employee Interview Exec2 75 Exec Interview 
Employee3 12 Employee Interview Exec2 7 Exec Interview 
Employee4 42 Employee Interview Exec3 44 Exec Interview 
Employee4 53 Employee Interview Legal 37 Legal Interview 
Employee4 23 Employee Interview Team Meeting 53 Employees Meeting 
Employee4 34 Employee Interview Team Meeting 52 Employees Meeting 
Employee4 53 Employee Interview Team Meeting 59 Employees Meeting 
Employee4 34 Employee Interview Team Meeting 52 Employees Meeting 
Employee5 19 Employee Interview Team Meeting 63 Employees Meeting 
Employee5 9 Employee Interview Team Meeting 55 Employees Meeting 
Employee6 17 Employee Interview Team Meeting 53 Employees Meeting 
Employee7 24 Employee Interview User1 46 User Interview 
Employee7 28 Employee Interview User2  30 User Interview 

TOTAL MEETINGS & INTERVIEWS 38 
TOTAL MINUTES 1346 

 
 

Analysis Methods 
 

To analyze the data, the recorded materials were transcribed into text by a 

transcription service, which along with Slack transcripts and other electronic 

communication were then coded in NVivo 11. After every five or so interviews in an 

iterative process, I used the software to identify repeating patterns and organize them into 

first order codes (in-vivo where possible), which were then gathered into broader axial 

codes or themes, and ultimately condensed into categories of processes. To build the case, 

I first wrote field notes while I was onsite at data.world. These were then developed into 

thick descriptions and ultimately integrated into a narrative (Balugun, et al., 2015; Schultze 

& Avital, 2011).  
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Setting: data.world 
 

The company, comprised of thirty individuals during my study, originally billed 

itself as the “social network for data people” (data.world, 2016; Reader, 2016). This 

seemed odd for what at first glance appeared to be a data repository, but data.world was far 

more. It was one of the first data platforms. The product not only provided storage for 

data, along with APIs and integrations for uploading or downloading data, but it handled a 

range of query tools and even offered data science tutorials and practice data sets. There 

were several key aspects to the platform: sociality, projects, data movement, and semantic 

web links. 

The social side of data.world allowed participants to create profiles, follow and like 

other participants and data projects, and collaborate through chats and messaging. It was 

described as “a social network geared toward helping data scientists connect and nerd out 

over collections of data” along with a “user experience that allows for the unanticipated glee 

of discovering of new data sets” (Reader, 2016). Yet the social aspect of data.world wasn’t 

just for fun. The communal nature was designed from the beginning to foster collaboration 

and learning in order to make data more usable. The second key aspect was projects. 

Unlike data repositories and warehouses, data.world provided “data projects” where 

multiple data sets could be gathered along with supporting documentation and 

communications for the purpose of adding context and provenance. Projects contained not 

only multiple data sets, but also summaries, notes, supplementary files, data dictionaries, 

provenance, comments, and multimedia. data.world users could follow projects, staying 

abreast of changes and collaborating with others. If the project owner desired, any other 

member could be given rights to add or edit data, as well.  
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One of the key issues for data work has always been how to move the data. Getting 

it into and out of systems is still a challenge mainly because of size and/or format. This 

problem was dealt with early on with APIs to make data movement between systems easier 

and a developer toolkit. The APIs were described in this quote from the data.world 

website and the developer toolkit is illustrated in Figure 7: 

Creating an integration or application with data.world is the perfect way for you to 
empower your users to connect, explore, and share data….Even simple tasks like 
getting data out of data.world can be accomplished with our API, saving you the 
time and effort of manually recreating them… You’ll have access to a suite of 
materials that will assist you in using our API and other features to do everything 
from completing small tasks to developing large-scale data apps….(data.world, 2018) 

 

 
 
 

Beyond APIs, integrations with systems, such as Google, permitted data in online 

spreadsheets to be updated in their native app and automatically pushed to data.world. 

This was important for individual data users in particular because they often lacked the IT 

skills to use APIs. With an integration, the user only needed to link their Google 

spreadsheet to their data.world data project once. The other main component of 

data.world, and one of its strategic advantages, was its ability to provide linked data sets that 

could be used for semantic web publishing.  

Figure 7. data.world Developer Toolkit 
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The business model of data.world had two streams: a free open data option for 

individuals and a paid subscription model for enterprises. Some of their clients include the 

Associated Press, Northwestern University, NGO Rare, eMarketer, Encast, and Square 

Panda, which demonstrates the wide range of industries they serve. The free option, 

originally conceived as a way to not only support open data but also seed the platform with 

data sets, became an important part of data.world’s community as individuals published 

data sets, collaborated with other individuals, and began to want the same functionality that 

data.world offered in their workplace. The platform solved several of the challenges that 

still plagued data warehouses and repositories, such as data movement, trust, and lack of 

human resources. Data movement was solved through the API and over 40 integrations 

with systems ranging from Tableau and Salesforce to Facebook Ads and Canvas.  

 
data.world Data Providers 

 
Because data.world had both free and paid users, the data providers differed. The 

company began with a free, open data model. In order to build the community and achieve 

critical mass, all types of data sets and users were encouraged to use the platform for no 

charge. While there was a targeted effort to recruit academic and government institutions, 

all sorts of non-essential data was also encouraged to increase the entertainment and social 

value of the site and to increase stickiness. The individuals who contributed data provided 

perhaps the most entertaining of these data sets. The topic of beer is an example. When 

the keyword “beer” is entered on the platform, 151 data projects come up. A sampling of 

these include beer styles with ABV and bitterness units, beer distributor political 

contributions, beer reviews, best places to drink beer state-by-state, the names of US craft 

breweries, the cost of beer at all major league baseball stadiums, beer consumption by 
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country, antioxidant levels by beer style, homebrew ingredient reviews, and many more. A 

number of the projects were crowdsourced, which increased the volume and quality of the 

data (data.world, 2018).  

 
Individual Data Providers 
 

While some data was simply republished from other open sources, other data was 

original. Data providers republished data on the platform for several reasons, including 

making the data easier to use and find, putting it into a project so that complementary 

documents and data could be added, and to find others interested in the topic, including 

potential collaborators. Original data from individuals showed a wide range of topics. Some 

examples included personal lists of books read, favorite restaurants, and recipes. One of 

the more significant types of individual data contributor was citizen science, with over 8000 

data projects available for this keyword. Citizen science is crowd sourced data collection by 

private individuals for the purpose of gathering very large amounts of data for science that 

would be impossible for any single organization. Citizen scientists span the globe in 

collecting data on environments and habitats, species counts and distributions, and 

observations of natural phenomena (Bonney et al., 2009; Gura, 2013; Link et al., 2017). 

Examples of citizen science on the platform included bird counts, geological surveys, and a 

sea otter census. 

A second type of individual data provider on the platform was data journalists. A 

data journalist develops a news story using data as the primary source. It is a combination 

of using “a nose for news” with the ability to use data to "tell a compelling story" (Gray, 

Chambers, & Bounegru, 2012). The data.world platform was a good tool for data 

journalists because it provided not only interesting existing data sets and a place to store 
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new data sets, but collaboration and projects to organize complementary materials. The 

ability to provide provenance was also important to these data providers so they could 

document sources, a key aspect of responsible journalism. 

 
Organizational Data Providers 
 

The data.world organizational providers were more limited and were generally paid 

subscribers, not open data customers. These organizations used the platform to provide 

secure collaboration and data access to their members. Governance was a key feature so 

the organizations could control who had access to the data.  

The Associated Press (AP) is an example of an organizational data provider. The 

AP was a cooperative non-profit news agency that offered subscriptions to its service, which 

provided breaking news, investigative reporting, and recently, data for news stories. The 

organization was quite large, and it was estimated that over half of the global population was 

exposed to AP content daily with 2,000 stories per day, 50,000 videos per year, and a 

million photos per year. Quality was paramount to AP, as well, and they prided themselves 

on earning 52 Pulitzer Prizes over their history. The AP subscriber base numbered over 

3,000 agencies (Associated Press, 2019;  data.world, 2018).  

The AP was interested in growing its data journalism practice and the data.world 

platform seemed to provide a lot of what the organization needed. The problems the AP 

hoped to solve included members not leveraging the data well, data going to the wrong 

people and missing the right people who could use it, getting the data out to analytics tools, 

and simply finding the data the user wanted. In addition, the existing systems were 

expensive and did not seem to be paying off.  
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Government/Global Data Provider 
 

From the beginning, data.world courted government agencies at the local, state, and 

national levels to use the platform for data publishing. There were currently over 100,000 

government data sets available on the platform in early 2019. Considering that there are 

only 200,000-300,000 data sets on Data.gov (the US government open data site), the 

amount of government data on data.world is impressive considering their short history. 

Some of the government data on data.world was local or state and superseded older, 

limited data repositories. It also provided a solution for new data initiatives. Examples 

include the cities of New York, NY, Baltimore, MD, Tempe, AZ, and Bloomington, IN 

among others. Some data was published in multiple places, including Data.gov, 

government websites, and data.world. Organizations did this because data.world’s platform 

offered features that were not available on data.gov, not the least of which is accessibility 

and the ability to add complementary materials. data.world was also deemed somewhat 

more reliable than data.gov. During the 2019 US government shutdown, for example, 

Data.gov went offline for weeks until the shutdown was resolved (Chappellet-Lanier, 2019). 

 
data.world Data Users 

 
 
Individual Data Users 
 

Individuals used the data on the platform for both professional and personal 

reasons. The homebrewers might use the ingredient additive review dataset when deciding 

whether to add orange peels to their ale. Bird watchers might check recent bird counts to 

plan their travel, and home buyers might look up crime statistics in a new town. Another 

big group of individual users on data.world were data science students. Several universities 
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such as Northwestern and the University of Texas at Austin used data.world for classes, 

and proactive people who were not in formal programs could find tutorials and practice 

data sets on the platform.  

 
Organizational Data Users 
 

Organizational data users included both members of paid corporate subscriptions 

and those who searched the open data for relevant content. Square Panda is an example of 

organizational data users. Square Panda was a tech-centric early reading startup developed 

with Stanford University neuroscience researchers. As an early-stage startup, the company 

had few employees who filled multiple roles. The company based their decisions on 

aggregated activity data such as the accuracy of spelling, words used, and other reading skill 

data with each user profile, and also used data on sales activity on shopping platforms and 

ads. However, getting and using that data was difficult particularly because things were run 

in a fast-moving agile environment and they had multiple sources of data coming from their 

own system and external sources such as Amazon, Shopify, and Facebook Ads. 

 
Government/Global Data Users 
 

Governments not only provided data, but also used data on the platform. The 

biannual employee survey from the City of Tempe, AZ is an example of a government data 

user. This survey covered six areas: professional development and career mobility; 

organizational support; supervisors and the work environment; compensation and benefits; 

employee engagement; and relationships between peers. The data was not only published 

publicly but was used internally by the city to measure employee satisfaction and determine 
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where improvements could be made. The results of the survey provided recommendations 

to city managers to aid in improving working conditions. 

In addition to data users and data providers, there were intermediaries on the 

platform. These were individuals, organizations, or government entities that provided 

additional services between data providers and users. 

 
data.world Data Intermediaries 

 
 
Individual Data Intermediaries 
 

An interesting aspect of the data.world platform is the number of individuals who 

found data and republished it on data.world, often with value added complementary 

materials and much of the cleaning already done. I term these people individual data 

intermediaries. They differed from providers in that they worked on data provided from 

another source. They differed from users in that they only worked the data and/or made it 

more accessible. They did not employ the data for their own uses, such as economic 

evaluations or research.  Some data sets published by individual data intermediaries were 

for entertainment value, such as the Halloween themed Salem Witches data set, while 

others demonstrated social activist agendas, such as political candidate donations by 

industry or President Trump’s tweets harvested from Twitter. . 

 
Organizational Data Intermediaries 
 

The organizational data intermediaries on data.world were either data activist 

groups or paid subscriber organizations. The data activists, such as Data for Democracy, 

took raw open data from mostly government sources and worked it into clean data in 

usable formats, which they then published on openly the data.world platform along with 
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complementary materials and information. These activities occurred during hackathons 

and also when members had to free time to devote to projects. Paid subscriber 

organizations provided similar tasks but the data was closed. These data workers 

manipulated the raw data in their organizations into useful data that could be used by other 

members of the organization. 

 
Government/Global Data Intermediaries 
 

Government and global intermediaries generally worked with government open 

data. There were a number of United Nations (UN) participants on data.world, for 

example, and they republished UN data for development programs, disaster research, 

health, immigration, and economics, among others. The data was also hosted on UN data 

repositories, but the data.world data permited multiple data sets within a project and the 

addition of complementary materials. Intermediaries put these multiple assets together and 

either used the data themselves or left it open for others.   
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CHAPTER FOUR 
 

Analysis 
 
 

I found three main aspects to the data.world case: the types of platform 

participants, how the platform was used, and the outcomes of platform utilization. I analyze 

these three aspects through nine examples in the data.world case and how they relate to the 

research question, how does intermediating through digital platforms impacts data? I 

define intermediating as dynamic digital activities that are performed in between the 

activities of data creation and data use (Ordanini & Pol, 2001; Zhao, 2012). Looking back 

to the data cycle described in the literature review section, intermediating is not one 

directional and it is not a mandatory route, as data may bypass this step completely. 

Intermediating is bidirectional because data may be created, go through intermediation, 

and then be employed by a user, however, the user may then provide feedback, which is 

then integrated by the intermediary. 

Breaking down the case, I found nine types of platform participants, which 

included data providers, data users, and data intermediaries at the individual, 

organizational, and government levels. These participants demonstrated four main ways of 

using the platform: social learning, data wrangling, data complementing, and data 

liberalizing. Last, I found that the outcome of digital platform utilization was liquid data. 

These concepts are summarized in Table 9 and Figure 8. I define the constructs as follows: 

Social learning is the practice of learning new skills while engaging in digital social behaviors 

such as liking, following, commenting, and collaborating online. Data wrangling 
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encompasses data tasks such as cleaning, reformatting, scraping, moving, substituting, 

redacting, and standardizing. Data complementing is the process of augmenting data sets 

with metadata and additional materials, which may include data dictionaries, summaries, 

provenance, previous versions, and visualizations. Data liberalizing is opening data to the 

largest possible group of relevant users. Liberalizing data is not the same as open data, 

although some data may result in that state, because open data is open to all. Rather than 

being open to the world, liberalized data may be data that is open within an organization. 

For example, in many companies, raw product data and sales data is available to only a few 

people, but liberalized data is made available to as many employees as possible in the 

hopes that it will stimulate innovation and efficiencies.  

 
Table 9. Four Activities 

 
Activity Definition Resources Contribution 

Social learning The practice of learning new 
skills while engaging in digital 
social behaviors such as liking, 
following, commenting, and 

collaborating online 

Barton & Tusting, 2005; 
Hildreth & Kimble, 

2004; Lave & Wenger, 
1991; Roberts, 2006; 

Wenger, 1999 

Data.world demonstrates 
how a data skills are 

learned in social 
ecosystem using social 
media types of features 

Data wrangling Data tasks such as cleaning, 
reformatting, scraping, moving, 

substituting, redacting, and 
standardizing 

Helland, 2011; Mayer-
Schönberger and 

Cukier, 2014; Roose, 
2018 

Data.world demonstrates 
how a platform facilitates 
working with data more 

than other types of 
systems 

Data 
complementing 

Augmenting data sets with 
metadata and additional 

materials, which may include 
data dictionaries, summaries, 

provenance, previous versions, 
and visualizations. 

Garsha, 2004; Sen, 
2004; Sheth, 2003 

The case demonstrates 
how platforms facilitate 
data complements that 

might be otherwise 
ignored 

Data liberalizing Opening data to as many 
relevant viewers as possible 

Manyika, et al. 2013; 
van Schalkwyk, et al. 

2016 

The case illustrates how 
platforms increase data 

openness 
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Last, I bring in the construct of liquid data, which we discussed in the literature 

review. In this context, liquid data is 1) in a standardized machine-readable format; 2) fully 

cleaned and vetted; 3) augmented with complements that aid comprehension, and 4) open 

to the maximum number of relevant people possible. In the next sections I discuss each of 

the nine types of platform users, how they used the platform, and how the outcome of 

liquid data manifested itself in that context. 

 
 

data.world Data Providers 
 

Because data.world had both free and paid users, the data providers differed 

depending upon their own context. The company began with a free, open data model. In 

order to build the community and achieve critical mass, all types of data sets and users were 

encouraged to use the platform at no cost. While there was a targeted effort to recruit 

academic and government institutions, all sorts of non-essential data was also encouraged in 

order to increase the entertainment and social value of the site. This also increased 

stickiness, which is a means to encourage longer stays on the website. The individuals who 

contributed data provided perhaps the most entertaining of these data sets. The topic of 

 
Figure 8. Platform Users, Utilization, Outcome 
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beer is an example. When the keyword “beer” is entered on the platform, 151 data 

projects come up. A sampling of these include beer styles with ABV and bitterness units, 

beer distributor political contributions, beer reviews, best places to drink beer state-by-state, 

the names of US craft breweries, the cost of beer at all major league baseball stadiums, beer 

consumption by country, antioxidant levels by beer style, homebrew ingredient reviews, 

and many more. A number of the projects were crowdsourced, which increased the 

volume and quality of the data (data.world, 2018).  

 
Individual Data Providers 
 

While some data was simply republished from other open sources, other data was 

original. Data providers republished data on the platform for several reasons, including 

making the data easier to use and find, putting it into a project so that complementary 

documents and data can be added, and to find others interested in the topic, including 

potential collaborators. Original data from individuals had a wide range of topics. Some 

examples included personal lists of books read, favorite restaurants, and recipes. One of 

the more significant types of individual data contributor was citizen science, with over 8000 

data projects available for this keyword. Citizen science is the crowd sourced data collection 

by private individuals for the purpose of gathering very large amounts of data for science 

that would be impossible for any single organization. Citizen scientists span the globe in 

collecting data on environments and habitats, species counts and distributions, and 

observations of natural phenomena (Bonney et al., 2009; Gura, 2013; Link et al., 2017). 

Examples of citizen science on the platform included bird counts, geological surveys, and a 

sea otter census. These individuals collaborated in gathering data and publishing it openly, 

sometimes cross-posting with other citizen science websites such as eBird. 
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Organizational Data Providers 
 

The data.world organizational providers were more limited and were generally paid 

subscribers, not open data users. They also joined that platform later in the timeframe of 

the study when data.world hired on dedicated sales staff. Organizations used the platform 

to provide secure collaboration and data access to their members. Governance was a key 

feature, as well, as organizations could easily expand access to the data or limit confidential 

data where necessary. The data accessibility and collaboration features on the platform 

offered alternatives to data silos because members could not only see data from other 

departments, but also get complementary materials and ask questions of data set owners 

and their organization’s data community. The ability to “document as you go” also helped 

with data reuse, which saved time and money for organizations. Users could document 

which data sets worked, which had problems, and how to address issues. This made data 

work more efficient because less time was spent preparing data, the data was more 

consistent, accurate, and higher quality, and more people could understand what the data 

represented, how it was used in the past, and how it might be used in the future. 

Square Panda is an example of organizational data provider. Square Panda was a 

tech-centric early reading startup developed with Stanford University neuroscience 

researchers. As an early-stage startup, the company had few employees who filled multiple 

roles. The company based their decisions on aggregated activity data such as the accuracy 

of spelling, words used, and other reading skill data with each user profile, and also used 

data on sales activity on shopping platforms and ads. However, getting and using that raw 

data was difficult particularly because they operated in a fast-moving agile environment and 

had multiple sources of data, such as Amazon, Shopify, and Facebook Ads. The 
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data.world platform allowed Square Panda to not only consolidate data, but automate 

integrations from external data sources which saved hundreds of hours of employee time. 

Data consolidation enabled queries from multiple data sets (called federated queries) to 

create new aggregated data sets, which made them even more efficient. The platform also 

liberalized data for all users in the organization, providing access to people who lacked 

access previously, and the user-friendliness and sociality of the platform encouraged greater 

activity on the platform and with other employees via the platform. The result of the switch 

to the new platform was a 2900% sales increase in one year (data.world, 2018). 

 
Government/Global Data Providers 
 

From the beginning, data.world courted government agencies at the local, state, and 

national levels to use the platform for open government data publishing. There were over 

100,000 government data sets available on the platform by 2019. Considering that there are 

only 200,000-300,000 data sets on Data.gov (the US government open data site), the 

amount of government data on data.world is impressive considering their short history. 

Some of the government data on data.world was local or state and superseded older, 

limited data repositories or provided a solution for new data initiatives. Examples include 

the cities of Austin, TX, New York, NY, Baltimore, MD, Tempe, AZ, and Bloomington, 

IN among others. Some data was published in multiple places, including Data.gov, 

government websites, along with data.world. Organizations did this because data.world’s 

platform offered features that were not available on data.gov, such as greater accessibility 

through APIs and integrations, the ability to aggregate data sets and complements in data 

projects, and linking data in the semantic web. Hosting data in multiple places is also safer. 

For example, during the 2019 US government shutdown, Data.gov went offline for weeks, 
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but any Data.gov data sets co-published on data.world were still available (Chappellet-

Lanier, 2019). 

The City of Austin, Texas, is an example of a governmental data provider. The City 

of Austin had published over 800 open data sets on the platform as of 2019. The data was 

fairly diverse, including data from city animal shelters, traffic signals, dockless vehicles, 

disease outbreaks, traffic fatalities, arrests, and property subdivision applications. The City 

of Austin had over 200 followers on data.world, interested individuals who were notified of 

new data sets and comments concerning the city. Looking at one data set in particular, 

Animal Shelter Intakes, one can view the history of the data set including all changes, any 

comments made by the community, and who is following the City of Austin on the 

platform. The page also lists other data projects on data.world that used the animal shelter 

data set, along with any additional queries others have created. For the City of Austin, using 

the data.world platform meant that hundreds of data sets could be easily and quickly 

updated, opened to the public, and linked semantically to government websites. Updates 

were transparent and the public could easily see not just data, but all changes to the data 

and complements from the beginning. In the case of the animal shelter data, the audit trail 

was nearly two years long.  

Publicly available data that is liquid has particular value for government data 

providers because of open information acts. Every year, public service entities spend 

thousands of hours providing data for open records requests. Recently, many entities are 

beginning to charge a fee for particularly large data requests to help recover costs and lost 

manhours (FOIA.gov, 2019; Texasattorneygeneral.gov, 2019). When liquid data is 
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available to the public on data.world, the outcome is a significant cost savings for the 

government, as well as the philosophical benefit of greater government transparency. 

 
data.world Data Users 

 
 
Individual Data Users 
 

Individuals use the data on the platform for both professional and personal 

reasons. Homebrewers might use a beer ingredient additive review dataset when deciding 

whether to add orange peels to their ale. Bird watchers might check recent counts to plan 

their visits, and home buyers might look up crime statistics in a new town. Another group 

of individual users on data.world are data science students. Several universities such as 

Northwestern and the University of Texas at Austin use data.world for classes, and 

proactive people who are not in formal programs can find tutorials and practice data sets 

on the platform. In this way, data.world works to bring data science to more people. 

Data journalists were common data users on the platform, as well. A data journalist 

develops a news story using data as the primary source. It is a combination of using “a nose 

for news” with the ability to use data to "tell a compelling story" (Gray, Chambers, & 

Bounegru, 2012). The data.world platform was a good tool for data journalists because it 

provided not only interesting existing data sets and a place to store new data sets, but 

collaboration and projects to organize complementary materials. The ability to provide 

provenance was also important to these data providers so they could document sources, a 

key aspect of responsible journalism. The sociality of the platform also enabled lesser-

skilled journalists to ask questions and learn from those who were more experienced. The 
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outcome was the ability to create a wider range of data-based news stories with greater 

credibility along with the opportunity to improve data skills. 

 
Organizational Data Users 
 

Organizational data users included both members of paid corporate subscriptions 

and those who searched the open data for relevant content. However, the group I use in 

this example was comprised of data.world employees who used the platform for their own 

operations, which they termed “dog fooding.” This comes from the phrase “eating your 

own dog food,” which refers to a company using its own products. Dog fooding at 

data.world was popular and most employees spent considerable time on the platform. An 

employee described it, “A lot of our dashboards and our conversation focuses on stuff that 

is actually using our platform. And so, we have dashboards that are populated by our 

products that are based on actual user data that's collected from the vendors and stuff that 

we use on our platform. And so, we do a lot of dog fooding, as we like to call it, in that we 

have conversations about the data and about the work that's going into our platform.” To 

summarize, as an organizational data user, data.world used the platform for data gathering 

and aggregating, to populate dashboards, to collaborate on product development, and the 

outcome ultimately sped up product delivery. 

 
Government/Global Data Users 
 

As an example of government data users, I use the biannual employee survey from 

the City of Tempe, AZ. Tempe is a data provider, but they also internally use the data they 

publish. The liquidity of the data on the platform made it easy for departments to make 

use of data they had never had access to before or found the data too difficult to deal with. 
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This particular employee survey covered six areas: professional development and career 

mobility; organizational support; supervisors and the work environment; compensation and 

benefits; employee engagement; and relationships between peers. The data was not only 

published publicly but was used internally to measure employee satisfaction and determine 

where improvements could be made. The results of the survey provided recommendations 

to city managers to aid in improving employee working conditions. 

 
data.world Data Intermediaries 

 
 
Individual Data Intermediaries 
 

An interesting aspect of the data.world platform is the number of individuals who 

found data and republished it on data.world, often with value added complementary 

materials and much of the cleaning already done. Some data sets were for pure 

entertainment value, such as the Halloween themed Salem Witches data set, while others 

demonstrated social activism agendas, such as political candidate donations from certain 

industries or President Trump’s tweets harvested from Twitter. One common type of 

individual data intermediary on the platform was the data activist. While some data activists 

work within organizations such as Data for Democracy or Open Data DC, others worked 

alone, rescuing and archiving open data from any future redaction. Some users took it 

upon themselves to make open records requests and then publish the data on the platform, 

as in the case of the data set USDA APHIS Inspection Reports. Others scraped data from 

non-machine readable sources such as PDFs  or web pages and published it on the 

platform. These activists used the platform’s tools to wrangle the data into a clean usable 

format, provided information on the source of the data, and opened it for others to use and 
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view. The outcome was a greater number of open data sets being stored outside of 

government repositories, which resulted in higher availability of the data in case the original 

source was inaccessible along with greater use of the data because of the platform’s usability 

and exporting features. 

 
Organizational Data Intermediaries 
 

The organizational data intermediaries on data.world were often paid subscribers. 

They worked the raw data in their organizations, aggregating and manipulating messy data 

into useful data that can be used by other members. The Associated Press (AP) was an 

example of an organizational data intermediary. The AP was a cooperative non-profit news 

agency that offered subscriptions to its service, providing breaking news, investigative 

reporting, and data for news stories. The organization was quite large, and it was estimated 

that over half of the global population was exposed to AP content daily with 2,000 stories 

per day, 50,000 videos per year, and a million photos per year. Quality was paramount to 

AP, as well, and they prided themselves on earning 52 Pulitzer Prizes over their history. 

The AP subscriber base numbered over 3,000 news agencies (Associated Press, 2019;  

data.world, 2018).  

The AP was interested in growing its data journalism practice and the data.world 

platform seemed to provide a lot of what the organization needed. The problems the AP 

hoped to solve included members not leveraging the data well, data going to the wrong 

people and missing the right people who could use it, getting the data out into analytics 

tools, and simply finding the data the user wanted. In addition, the existing systems were 

expensive and did not seem to be paying off. When the AP went to the data.world platform 

they solved many of these problems, doubling both data production and data customers. 
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They credit these accomplishments to the data.world platform, which provided a single 

place for their customers to find and use data and a sophisticated means to get the data out, 

add complementary materials, and collaborate (“Data Solutions | AP,” 2019). Figure 9 

demonstrates the data.world AP data project for Opioid Prescriptions from 2010-2015. 

The website screenshot shows a preview of the data set, its metadata, documentation that 

describes what the data represents, a summary, queries that people have used, contributors, 

and comments from the community. Another key aspect on the platform was the ability for 

AP to work on data projects internally before releasing it to customers. This gave internal 

people an opportunity to improve the data projects by working together and putting 

complementary materials in place. All of this meant that customers could spend less time 

cleaning and managing the data. The data.world platform was also helpful for the data 

journalists who were often nascent data scientists with few technical skills. The data 

community was valuable to these people as they learned data analysis skills and it paid off 

with reduced time between raw data to news story publication. AP used the platform to 

house the data, wrangle and clean it, enrich it with context, and provide access to its 

subscribers. “I often say that most of the work in a data project is caught up in that 

unglamorous 80%— finding the data, vetting it, cleaning it, coming to understand its 

limitations. We were doing that for all of these stories anyway, so why not let our members 

benefit from that head start?” asked Troy Thibodeaux of AP (data.world, 2018).  
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Government/Global Data Intermediaries 
 

Government and global intermediaries generally work with government open data. 

There are a number of United Nations participants on data.world, for example, and they 

republish UN data for development programs, disaster research, health, immigration, and 

economics, among others. The data is also hosted on UN data repositories, but the 

data.world data permits multiple data sets within a project and the addition of 

 
Figure 9. AP Data Project on Opioid Prescriptions 
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complementary materials. Intermediaries put these multiple assets together and either use 

the data themselves or leave it open for others. Many government/global intermediaries are 

also data providers and data users. 

The nine types of platform participants, data providers, data users, and data 

intermediaries at the individual, organizational, and government levels are summarized in 

Table 10, along with the four ways of using the platform: social learning, data wrangling, 

data complementing, and data liberalizing. Each instance also provides the manifestations 

of the liquid data outcome. 

 
Table 10. Summary of Analysis 

 
Example Platform 

Participant 
Type 

Utilization Outcome 

Citizen 
Scientists 

Individual data 
provider 

Social Learning: commenting 
and collaborating 

Data Wrangling: combining 
data sets, making data 

machine readable, semantic 
links 

Complementing: inclusion of 
maps and photos 

Liberalizing: making data 
fully open and copying to 

eBird platform 

Liquid data: easy to search databases 
used by both scientists and birders for 
trends and queries, also popular with 
environmentalists and data journalists 

outside of the citizen science 
communities 

 

Square 
Panda 

Organizational 
data provider 

Social Learning: asking 
questions/discussions 

Data Wrangling: aggregating 
data from multiple sources, 

standardizing 
Complementing: Notes about 

the various sources 
Liberalizing: more employees 

had access than before 

Liquid data: able to use the data to 
pinpoint active users and potential users 

with greater accuracy, increased sales 
2900%  

 

City of 
Austin 

Governmental 
data provider 

Social Learning: n/a 
Data Wrangling: easier to 

clean data and publish 
Complementing: able to add 

supplemental information 
and comments 

Liberalizing: previously 
closed data was able to be 

published 

Liquid data: able to publish data more 
easily, resulted in more data published, 

outcomes included reduced city costs for 
open records requests and greater 

transparency 
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Example 
Platform 

Participant 
Type 

Utilization Outcome 

Data 
Journalists 

Individual data 
user 

Social Learning: active 
community of people 

learning from each other 
Data Wrangling: lesser 

skilled users able to find 
greater success in working 

the data 
Complementing: able to 

append the data with 
different people’s projects, 

able to add provenance 
Liberalizing: data available 
for any journalist to find a 

story 

Liquid data: 
able to link the final article back to the 

original data, resulting in greater 
confidence in the truth of news articles 

data.world 
Employees 

Organizational 
data user 

Social Learning: mostly 
used for suggestions on 

different pieces of data to 
look at 

Data Wrangling: less 
wrangling required because 

of data systems designed 
for the platform 

Complementing: able to 
add additional 

visualizations, comments 
Liberalizing: open to 
nearly all employees 

Liquid data: with nearly all employees able 
to access liquid data, the pool of people 

looking at problems was greatly expanded, 
thereby exhibiting the phrase “with enough 

eyeballs all bugs are shallow.” Also, 
company dashboards automatically 

updated with platform data made decision 
making fast and easy. 

No silos as nearly all employees had data 
access. 

City of 
Phoenix 

Governmental 
data user 

Social Learning: n/a 
Data Wrangling: n/a 

Complementing: able to 
add the original survey 
questions to the results 
Liberalizing: open to all 
employees and to the 

public 

Liquid data: able to use the data regardless 
of what department employees worked in, 
able to make decisions from the data and 
show how/why those decisions were made 

 

Data 
Activists 

Individual 
intermediary 

Social Learning: lots of 
asking and guiding within 

the community 
Data Wrangling: able to 

manipulate messy data into 
usable formats 

Complementing: able to 
provide provenance, add 
metadata, raw data files 

(precleaning). 
Liberalizing: Made open 

records requests to 
increase open data 

availability, archived open 
data on multiple platforms. 

Liquid data: data was easier to work with 
on the platform and easier to move and 

collaborate on, resulting in greater 
amounts of open data published and easier 
search for those looking for it. Data stored 
on the platform in addition to other places 

increased the availability went other 
repositories went down. 
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Example 
Platform 

Participant 
Type 

Utilization Outcome 

Associated 
Press 

Organizational 
intermediary 

Social Learning: AP data 
workers collaborated together 
prior to publishing to clients, 
clients collaborated with each 

other once data was 
published. 

Data Wrangling: facilitated 
cleaning and manipulating 

data, saving many man-hours. 
Complementing: able to add 
provenance, raw data files, 
and other articles using the 

data. 
Liberalizing: able to make the 
data available to more people 

within client organizations. 
Data was also easier to find. 

Liquid data: the platform allowed AP to 
publish data in better condition in less 

time. This resulted in a greater number of 
clients, who were also better able to find 

what they needed and share it more easily 
with others in their organization. Also 

resulted in greater general confidence in 
news reliability. 

 

United 
Nations 

Governmental 
intermediary 

Social Learning: n/a 
Data Wrangling: able to 

publish more data because of 
ease of use. 

Complementing: able to 
provide provenance, 

summaries, and related 
materials. 

Liberalizing: able to publish 
more quickly on the platform 

than on UN servers. 
Publishing on multiple 

platforms protected the data. 
Publishing on the platform 

made it easier to get the data 
out. 

Liquid data: the UN data was protected 
by being published on both UN sites and 
on the platform because of redundancy. 
Platform data was easier to publish on, 

able to handle complementary materials 
(which was not the case on the UN sites) 

easier to search, and much easier to 
export from. The semantic links were 

also unique to the platform and 
important for UN data. 
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CHAPTER SEVEN 
 

Discussion 
 
 

After many conversations with interviewees, it became apparent to me that the goal 

of data.world wasn’t just linking data or storing open data or providing a safe place for data 

nerds to congregate and chat online. It was about taking viscous data and transforming it 

into liquid data. A data.world employee explained it: “I think that's what makes us really 

unique and compelling in the marketplace. Just because I feel like we're the only company 

that's focusing on both sides of the spectrum. Data in and of itself is very well understood, 

but everything that happened around the data is not. And so when you bring those two 

things together in the context of the people who put the data in and the analysis and 

empowering the people to have bigger conversations around it and much faster work flows, 

I think it makes a big difference in the effectiveness of that report that you're getting each 

month.” 

In terms of a process, I identified platform users participating in platform utilization 

which resulted in liquid data. This is illustrated in Figure 10.  

Based on my analysis of the case and the process model, I identify several 

propositions that reflect my research question of how intermediating through digital 

platforms impacts data. First, throughout the case I found that although platforms users 

varied considerably, most were able to find value in using the platform, albeit with 

differences in which features provided the greatest value. 
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Most platform users employed most of the features to some extent, especially data 

wrangling, but there were differences in which groups flocked to which features the most: 

P1a. Individuals, organizations, and governments receive benefits from utilizing a 
digital data platform in different ways. 
 
P1b. Individuals are more likely to receive value from social learning than other 
groups. 
 
P1c. Organizations are more likely to receive value from data complementing than 
other groups. 
 
P1d. Governments are more likely to receive value from data liberalizing than other 
groups. 
 
Another way to look at platform users is by function: data providers, data users, and 

data intermediaries. With this perspective, I also found differences in how each group used  

the platform the most. All groups relied upon data wrangling features, but also had other 

favorite features: 

P2a. Data providers, data users, and data intermediaries receive the most benefit 
from data wrangling on the platform. 
 
P2b. Data providers are more likely to use data complementing than other groups. 
 

Figure 10. Liquid Data Process 
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P2c. Data users are more likely to use social learning than other groups. 
 
P2d. Data intermediaries are more likely to use data liberalization than other 
groups. 
 
The specific tasks undertaken on the platform impacted data differently. Social 

learning, for example, was useful for asking questions related to the data set or how to 

resolve a problem experienced when working with the data set. Viewing social learning 

through the communities of practice lens, I found substantial evidence that the social 

features found on the platform were beneficial in helping people learn from each other 

through sociality. This resulted in new topics learned more quickly and aided in the 

transfer of tacit knowledge. Data wrangling was likely the most practical activity, as users 

employed the platform’s tools for a wide range of tasks. Some users did all their work in 

other systems and simply used the data.world platform to import, transform, and export 

back to the original system. Others used data.world for nearly all their data work. A unique 

feature to data.world was data complementing, but I found less evidence of it being used. 

When it was used, it was valuable and appreciated by the data community, but fewer 

participants took the time to provide complements. Last, data liberalization was commonly 

employed, perhaps because it was easy to achieve on the platform. This suggests the 

following propositions: 

3a. Social learning on a digital data platform improves data skills through asking 
questions and receiving answers. 
 
3b. Social learning on a digital data platform increases efficiency through 
collaboration. 
3c. Data wrangling on a digital data platform increases efficiency through automated 
transformations. 
 
3d. Data wrangling on a digital data platform increases efficiency through moving 
data via APIs and integrations. 
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3e. Data wrangling on a digital data platform enables lesser skilled users to perform 
data tasks more easily than through other means because of its tools and user 
interface. 
 
3f. Data complementing provides greater veracity and confidence in data through 
provenance. 
 
3g. Data complementing provides greater understanding of data through 
supplements. 
 
3h. Data liberalizing on a digital data platform enables data access to a wide 
audience through its cloud platform. 
 
3i. Data liberalizing on a digital data platform enables data access to a wide 
audience through free pricing for open data. 
 
Last, in looking at platform utilization, I found that platform users who participated 

in all the activities (social learning, data wrangling, data complementing, and data 

liberalizing) finished projects faster, provided greater quality, and had their work used by 

more people than those who only used one or two activities. This suggests that the ultimate 

outcome of liquid data is best served through a combination of all the activities: 

P4a: Liquid data is best achieved through a combination of all platform activities 
including social learning, data wrangling, data complementing, and data liberalizing. 
 
P4b: Using only one or two activities on the platform results in relatively little 
change in data viscosity. 
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CHAPTER EIGHT 
 

Implications 
 
 

Data, one of the original topics researched in the early days of information systems, 

has enjoyed a fair amount of research over the years, including data structures, open data, 

and data systems such as repositories and data warehouses (Chaudhuri, et al., 2011; Chen, 

et al., 2012; Inmon, 1993; Janssen & Zuiderwijk, 2014). Yet challenges in using data still 

persist, as decades-old problems remain while new era issues add to the complexity of 

using data. The original research question for this study asked how does intermediating 

through digital platforms impact data. Through a grounded theory approach, I was able to 

contextualize abstract ideas about data into real world examples and show how data 

challenges can be overcome through the use of a platform. I found that while data was 

generally improved on platforms, it was impacted differently depending on which platform 

activities were utilized, and which type of platform user was involved (individual, 

organizational, governmental, data provider, data user, or data intermediary). The study 

also brought to light issues of how people use data, how people learn about data, and 

where platforms are more likely to provide the best outcome. This leads to several 

implications for research and practice, further research questions about data usage and 

management, and questions about the people who use data. Table 11 summarizes the main 

findings of this study and how they relate to the literature. 

  



 

95 

Table 11. Summary of Findings 
 

Key Finding from Analysis Relation to Literature 

Data providers, data users, and data 
intermediaries make up a data 
cycle. These groups are further 
broken into three tiers: individual, 
organizational, governmental. 

No studies that I am aware of discuss variances in 
those who work with data. While some studies 
focus on organizations and other on governments, 
none explicate differences. 

Individuals, organizations, and 
governments receive benefits from 
utilizing a digital data platform in 
different ways. 

No studies that I am aware of discuss variances in 
those who work with data. 

The main activities of a data 
platform include social learning, 
data wrangling, data 
complementing, and data 
liberalizing. 

Extension of Constantinides, Henfridsson, & 
Parker, 2018; Greenberg, 2018 descriptions of 
platform activities.  

All features of the platform used in 
combination resulted in the greatest 
transformation from viscous to 
liquid data. 

Extension of Eisenmann, et al., 2009; Parker, Van 
Alstyne, & Jiang, 2016 in platform usage and 
combination of activities. Congruent with viscous 
and liquid data research (e.g. Mallah, 2018; van 
Schalkwyk, Willmers, & McNaughton, 2016;  
Chui, Manyika, & Kuiken, 2014.) 

Social learning on the platform was 
particularly effective for data work. 

Congruent with theories of communities of 
practice (e.g. Lave & Wenger, 1991; Wenger, 
1999) 

 
 

Implications for Understanding Data Liquidity 
 

Beginning with the primary research topic, I note that viscous and liquid data is a 

subjective description. If it were possible to develop a scale to measure data liquidity it may 

provide guidance for improving data usage. Such a scale could be used in both research 

settings and in organizations to estimate data workloads and costs. The idea of a data 

quality scorecard is not new (Piprani & Ernst, 2008), however, data quality is only one facet 

of liquid data. Data liquidity includes standard machine-readable formats, access/openness, 
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and context, as well as timeliness, accuracy, completeness, and other quality measures. This 

suggest the following research questions. 

1. What would an objective data liquidity scale look like? 
 

2. How could a data liquidity scale benefit data users? 
 

3. What steps would be needed to improve scores in each category? 
 
 

Implications for Working with Data 
 

One of the most common issues with data, especially with big data, is volume 

(Chen, et al., 2012; Marr, 2016). Volume creates three main problems: getting the data in, 

working the data, and getting the data out. The data.world case demonstrated how strong 

API and integration features help manage the movement of data and how automated tools 

and formatting eased data wrangling. Many data systems have import and export tools and 

a number have APIs. However, using these features is often confusing for those with 

limited technical skills. These users often prefer general business spreadsheets such as 

Excel or Google Sheets. This brings up the following concerns. 

4. While data scientists may use Hadoop, R, SAS, or other specialty systems, 
what is the impact of Google Sheets and Excel for lesser skilled data 
platform users? How do system integration opportunities and limitations 
impact data usage? Logic suggests that platform integrations to Google 
Sheets and Excel should increase data usage because it lowers the bar for 
technical knowledge, but it would be interesting to understand if this is 
indeed so and under which circumstances. There may also be risks to using 
lesser specialized data tools. Which integrations/APIs benefit the greatest 
number of users would also provide direction. 
 

5. The case study illustrated how the platform was able to combine multiple 
types of data with less work than through other methods. This implies that 
data aggregations are positive and desirable, but are they? Are there risks to 
aggregating data, such as misinterpretation or aggregating incompatible 
fields? If aggregation is beneficial, what types of data are best worked 
aggregated on a platform? Which types of data should not be aggregated on 
a platform or receive little benefit from it? 
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The data.world research suggests that one of the most important pieces of the data 

liquidity puzzle is the addition of context, primarily through meta data and provenance, but 

also through the addition of summaries, alternate versions of the data, and other related 

media. Yet we know little about which types of complementary data are the most helpful. 

The literature on data complements suggests providing meta data such as file characteristics 

and author, but we know little about how additional context changes data usage (Garsha, 

2004; Sen, 2004). The following questions stem from this line of thought. 

6. What are the various types of data complements and how do they impact 
data usage? 
 

7. How does data complement interaction affect data usage? 
 

Another side of the data issue is the semantic web. Once data is in place via the 

platform, new situations will arise that we have little experience with. Data platforms can 

link data through the semantic web, which is not new but is not currently a mainstream 

practice, either. If linking data becomes easier, it is likely to become more common. The 

internet is already full of dead web pages and expired links, hence the following questions. 

7. What are the risks of massive amounts of open linked data provided 
through platforms? 
 

8. How would extending the semantic web impact the number stale links? 
 

9. Who will be responsible for maintaining accuracy and keeping links current 
on the semantic web?  

 
 

Implications for Understanding People Who Work with Data 
 

One of the more interesting facets of the data.world case is the data community 

where people learn data skills from each other through the social features on the platform. 

The communities of practice literature states that learning is a social activity and many 
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benefit from interactions with others doing the same activities (Barton & Tusting, 2005; 

Hildreth & Kimble, 2004; Lave & Wenger, 1991). If we accept that sociality combined with 

data work improves data skills and data usage, then it behooves us to learn more about the 

relationships between participants, data, and social features on the platform through the 

following questions. 

10. Which social features drive the greatest interaction among participants? 
 

11. How can platforms best be used to build data skills? 
 

12. Should data work be “dumbed down” on platforms in order to increase the 
number of data workers?  

 
13. What are the pros and cons of this approach? 

 
14. Which types of data and data work tend to be favored by data communities 

and why? 
 

15. How do different platform features impact how people use data? 
 

16. How can reticent platform users be encouraged to actively participate in a 
community? 

 
17. Are there social issues in data communities, such as a lack of diversity or 

sexism, that need to be addressed? 
 

18. What are the antecedents of successful data communities? 
 
 

Implications for Open Government Data 
 

Open government data (OGD), although not new, has still a long way to go to reach 

its potential (Bertot, et al., 2010; Jetzek, et al., 2013). The problems of OGD include 

difficulty getting data in and out, delays in updating new data, inconsistent data, incomplete 

data, non-standard formats, untimely data, confusing column-headings, and lack of context. 

The data.world case demonstrated how a platform could ease a number of OGD issues, 

which ultimately made it easier and less expensive for governments to provide open data. 
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The standardized formats, automatic linked data, and easy import/export features alone 

improved OGD efficiency for the governments mentioned in the case. Looking at this 

sector, several potential research questions are suggested. 

19. What types of OGD are best presented on a platform? 
 

20. How can data platforms increase citizen engagement? 
 

21. What are the costs and benefits for governments to use data platforms 
instead of self-hosting OGD? 

 
 

Implications for Personal Data Use 
 

One of the surprising findings in this research was the number of individuals who 

use data as part of a hobby. The case showed a range of personal data sets from book 

collections to wine lists to sports and users engaged in many of the same activities as their 

professional counterparts, including data analysis and visualizations. It is possible that there 

is a market for simplified data products designed for hobbyists, as opposed the current 

products designed for professionals, or a potential for partnering with other hobby 

platforms such as Pinterest. This suggests the following questions. 

22. In which personal activities do people tend to track data? 
 

23. What are the antecedents of tracking hobby data? 
 

24. Which hobby/entertainment platforms might lend themselves to data 
extensions? 

 
25. How does data impact how people participate in a hobby? 

 
26. What data products do individuals use and how do they use them? 
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Practical Implications 
 

Managers working with data should consider digital data platforms for several 

reasons. First, firms commonly experience a shortage of employees with data skills, which 

results in delays in getting data out to information systems. Second, many managers do not 

possess data skills beyond some Excel experience and are not able to understand the data 

or how to make use of it for decisions. Third, existing data systems often have silos and 

data is treated with a need-to-know attitude rather than an open data perspective. Data 

platforms can solve these problems. The cloud architecture of data platforms provides easy 

access through a browser while still providing security. This means that IT departments do 

not have to load special software on employee computers. Data is also easily imported and 

exported via integrations and APIs. Moving data around has long been a problem for 

organizations and these tools simplify the task. Platforms also understand that many users 

will not be data scientists, therefore extra help screens, tutorials, and examples are available 

to guide users. The collaboration and social features are particularly helpful for lesser 

skilled employees to ask questions directly on the data project and receive answers that are 

then available for other users. Another problem in corporate data use is not understanding 

cryptic column headings, what the data is related to, or who else might have worked on it 

and what their results were. Complementing data with summaries, visualizations, history, 

and past work all help to make data more understandable. When data is more 

understandable, managers are better able to use it for making decisions. Last, data 

platforms come from an open data concept, where data should be open unless it is 

necessary to lock it up. This is in contrast to most existing data systems where data is 

considered closed unless an individual has a need to know. This is a paradigm change for 
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many organizations but making data available to more people in the organization can 

increase innovation and efficiency. However, making viscous data available is likely to have 

little impact. Liquid data that can be easily employed by the greatest number of people will 

provide the greatest value. 

 
Future Research 

 
There are many opportunities for future research on data platforms. The take-

aways from this work include the following: 1) While new data problems are coming to 

light we still haven’t solved all the issues from 20 years ago; 2) Data skills are still rare and 

increasing them should be a high priority; 3) Social learning appears to be particularly 

helpful for learning data skills; 4) Digital platforms are well suited to collaborating on data; 

5) Digital platforms are well suited to moving data and transforming data; and 6) Digital 

platforms are particularly well suited to democratizing data through liberalization. These 

take-aways may be applied to future research to expand what we know about the 

phenomenon. Several suggestions for future work are discussed below. 

First, delving more deeply into the propositions and looking at a replication with 

another data platform would produce more insights. Second, understanding the 

relationships between the five four mechanisms activities could be a fruitful direction. It 

would provide a better understanding of how they work together, different manifestations 

of the activities, and what happens when the balance of the activities changes. Third, case 

work with a firm that adopts a digital data platform could illuminate the process from the 

organizational side, including barriers not visible in this study. 

The data gathered during this project included a great deal of material that was out 

of scope for this paper but would be relevant for future research. For example, a 
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quantitative study drawn from internal Data for Democracy user surveys might provide 

insights on the antecedents and success factors for data activists. Using community social 

interactions, we might understand if data communities vary from other online 

communities, and if so, how and under what circumstances. There is also a large amount 

of case data on the start up phase of a data company that focuses on business operations 

and entrepreneurship. This part of the research could inform questions about the viability 

and success factors for data economy focused new enterprises, technology employee 

acquisition and retention factors, and the practice of dog-fooding. 
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CHAPTER NINE 
 

Conclusion 
 
 

As with any research, there are limitations to this study. First, there are potential 

weaknesses with the data. In the interviews, poorly worded questions, participants telling 

the interviewer what they want to hear, and poor recall can impact responses (Yin, 2003). 

Archival data, artifacts, and documents may have selective bias as I was only able to use the 

content I was given access to. Archival data may also reflect the biases of the authors (Yin, 

2003). Even direct observation has its limitations as participants may behave differently 

because I was there, although over time I believe this lessened considerably as employees 

grew used to me (Yin, 2003). By using a wide variety of data sources, it was my intention to 

mitigate these limitations through source diversity and triangulation (Benbasat, Goldstein, 

& Mead, 1987; Myers, 1997, Yin, 2003). 

This work contributes to the IS literature in several ways. First, it provides a 

detailed method for conducting grounded theory research in information systems which 

should be of interest to those who are learning this method. Second, the literature review 

provides a broader view of data than that found in many studies, incorporating open and 

semantic data, data warehousing, and data characteristics. The literature review also 

describes a data cycle of data providers, data users, and data intermediaries, each with 

additional individual, organizational, or governmental tiers. These descriptions and 

categorizations should be of help to data scholars and those who research data systems and 

management. The findings of this research offer a contribution through new examples that 
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extend or support existing theory on platforms and communities of practice. Last, this 

research provides new theory on how digital platform activities aid the transformation of 

viscous data into liquid data and how groups use data platforms in different ways. 

Data work is still in its infancy as individuals struggle to learn data skills and 

organizations learn how to use the data it collects. Many have jumped on the data 

bandwagon but have yet to realize value from it. Data collection and storage seems to have 

progressed at a faster rate than data usage, but hopefully this research is step towards 

democratizing data. 
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APPENDIX 
 

Coding Details 
 
 

Table A.1. Coding Details  
 

Theme Platform Utilization Social Learning Data Wrangling 
Selective Codes Building the platform Collaboration Data 

Company & operations Community Data challenges 
Competitors Data people Data privacy & security 
Data users Data training Data tools 

data.world Platform Data users Data types 
External parties   Working with data 

How people use the system   Metadata & provenance 
    

Theme Data Liberalization Data Liquidation Data Democratization 
Selective Codes Data providers Consolidating data Moving data 

Integrations Data Intermediaries Opening data 
Moving data Data Intermediaries Data into information 

  Data into information Value of the platform 
 
 

Table A.2. Platform Utilization Selective & Open Codes 
 

Open Codes Selective codes 
Partners Building the platform 

Paying Customers Building the platform 

Platform engine Company & operations 
Product Company & operations 
Competitors Competitors 
Associated Press Data users 
eMarketer Data users 
Encast Data users 
Hobbyists on the platform Data users 
NGO Rare Data users 
Northwestern University Data users 
Square Panda Data users 
Product development data.world Platform 
Transparency data.world Platform 
Github External parties 
Google External parties 
Microsoft External parties 
Tableau External parties 
Data as entertainment How people use the system 
How users use the system How people use the system 
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Table A.3. Social Learning Selective & Open Codes 
 

Open Codes Selective codes 
Finding platform collaborators Collaboration 

Platform collaboration Collaboration 
Platform crowdsourcing Collaboration 

Data community Community 
Data people Community 
Following Community 

Learning through the community Community 
Liking Community 

Members of the platform community Community 
New to data on the platform Community 
New users on the platform Community 

Platform commenting Community 
Platform community Community 

Profiles Community 
Types of users on the platform Community 

Data scientists Data people 
Geeks Data people 

Academic data science programs Data training 
Practice data sets on the platform Data training 

Training Data training 
Training on the platform Data training 
Tutorials on the platform Data training 

Users lack data skills on the platform Data training 
Users on the platform Data users 



 

108 

Table A.4. Data Wrangling Selective & Open Codes 
 

Open Codes Selective codes 

Data Data 

Data challenges Data challenges 

Data formats Data challenges 

Silos Data challenges 

Which data to load Data challenges 

Data Privacy Data privacy & security 

Data Security Data privacy & security 

Health data Data privacy & security 

Privacy on the platform Data privacy & security 
Private data being posted on the 

platform Data privacy & security 

Data tools Data tools 

Excel on the platform Data tools 

JSON on the platform Data tools 

SPARQL on the platform Data tools 

SQL on the platform Data tools 

Tools Data tools 

Data types Data types 
Multiple data formats on the 

platform Data types 

Data cleaning Working with data 

Data consolidation Working with data 

Data wrangling Working with data 

Queries Working with data 

Working with data Working with data 

 
 

Table A.5. Data Complementing Selective & Open Codes 
 

Open Codes Selective codes 
Adding complements Metadata & provenance 
Data projects with multiple 

media on the platform Metadata & provenance 

Data warehouses Metadata & provenance 
Lack of complements Metadata & provenance 
Metadata Metadata & provenance 
Multiple data sources on 

the platform Metadata & provenance 

Provenance Metadata & provenance 
Reidentification on the 

platform Metadata & provenance 

Trust Metadata & provenance 
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Table A.6. Data Liberalization Selective & Open Codes 
 

Open Codes Selective codes 
Citizen scientists on the platform Data providers 

Governments on the platform Data providers 

Platform data providers Data providers 

Facebook Ads on the platform Integrations 

Github and the platform Integrations 

Google on the platform Integrations 

Integrations on the platform Integrations 

Oracle on the platform Integrations 

Software on the platform  Integrations 

Tableau on the platform Integrations 

APIs on the platform Moving data 

 

Table A.7. Data Liquidation Selective & Open Codes 
 

Open Codes Selective codes 
Federated queries on the platform Consolidating data 

Data contests Data Intermediaries 
Platform data intermediaries Data Intermediaries 

Making data liquid Data into information 
 

Table A.8. Data Democratization Selective & Open Codes 
 

Open Codes Selective codes 
Consolidation on the platform Moving data 
Getting data into the platform Moving data 

Getting data out of the platform Moving data 
Moving data on the platform Moving data 

Access on the platform Opening data 
Data for Democracy Opening data 

Data hackathons Opening data 
Data Rescue Opening data 

Democratization of data on the platform Opening data 
No silos on the platform Opening data 

Semantic web Opening data 
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