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Search for the Standard Model Higgs Boson in the Diphoton Final State in
Proton-Antiproton Collisions at a Center of Mass Energy of 1.96 TeV

Using the CDF II Detector

Karen R. Bland, Ph.D.

Advisor: Jay R. Dittmann, Ph.D.

We present a search for the Standard Model Higgs boson decaying into a

pair of photons produced in pp̄ collisions with a center of mass energy of 1.96 TeV.

The results are based on data corresponding to an integrated luminosity of 10 fb−1

collected by the CDF II detector. Higgs boson candidate events are identified by

reconstructing two photons in either the central or plug regions of the detector. The

acceptance for identifying photons is significantly increased by using a new algorithm

designed to reconstruct photons in the central region that have converted to an

electron-positron pair. In addition, a new neural network discriminant is employed

to improve the identification of non-converting central photons. No evidence for the

Higgs boson is observed in the data, and we set an upper limit on the cross section

for Higgs boson production multiplied by the H → γγ branching ratio. For a Higgs

boson mass of 125 GeV/c2, we obtain an observed (expected) limit of 12.2 (10.8)

times the Standard Model prediction at the 95% credibility level.
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CHAPTER ONE

Introduction and Theoretical Motivation

The concept that all matter is composed of fundamental particles is thought to

have originated from the Greeks in the fifth century BC. In particular, Democritus

called these particles atoms, which in Greek means “indivisible” or “uncuttable.”

This concept remained philosophical, however, until advancements in technology

over the past century have finally allowed it to be tested.

The Standard Model (SM) of particle physics is a modern theory that very ac-

curately describes the known fundamental particles of nature and their interactions.

The Higgs boson is the only particle predicted by the theory that has not yet been

observed in nature. Observation of this particle would be a validation of the Higgs

mechanism, which was introduced into the theory in order to explain why different

particles have different masses.

A summary of the SM theory is provided in this chapter, including a descrip-

tion of the Higgs mechanism and current searches for the Higgs boson. A motivation

for the search for the Higgs boson using photons is also provided.

1.1 The Standard Model of Particle Physics

Figure 1.1 provides a summary of the elementary particles described by the SM

of particle physics. The name of each particle is given with its symbol, mass, electric

charge, and intrinsic spin. These particles are divided into the matter particles

and the gauge bosons. The matter particles consist of the quarks (q) and leptons

(l), which are grouped into three generations, generally based on their mass and

stability. All quarks and leptons have spin 1/2 and are therefore fermions, a term

used to describe particles with half-integer spin and that obey Fermi-Dirac statistics
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Figure 1.1: The elementary particles that have been predicted by the SM and verified
by experiment [1, 2, 3, 4]. The matter particles are the quarks and leptons and the
force carrier particles are the gauge bosons. The quarks and leptons also have
antimatter counterparts, which have the same properties but with opposite electric
charge.

(i.e. the Pauli exclusion principle). The gauge bosons are elementary particles that

mediate the fundamental forces and are thus responsible for particle interactions (see

Figure 1.2). They each are spin-1 particles and are therefore classified as bosons,

a term used to describe particles with integer spin and which obey Bose-Einstein

statistics.

The elementary matter particles are the SM theory’s answer to “What is ev-

erything made of?” We now know that the protons and neutrons of atomic nuclei

are each made up of three quarks; the proton is composed of two up quarks and

a down quark (uud) and the neutron is composed of one up quark and two down

quarks (udd). The electrons that we are familiar with are a type of lepton and they

surround the nucleus of the atom. It is the up quark, down quark, and electron that
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Figure 1.2: A diagram showing the ways in which the elementary particles interact
with one another, including interactions with the Higgs field [5]. The Higgs boson
is the only particle predicted by the SM that has not yet been observed in nature.

make up stable (ordinary) matter. From Figure 1.1, we can see that these particles

are among what is called the first generation of matter particles — they are the

lightest and the most stable. The other matter particles are produced at higher

energies, such as in particle collisions, and they decay to more stable particles that

can be observed and reconstructed in particle detectors (as described in the next

two chapters).

There are a host of other composite particles1 that are made of combinations

of either two or three quarks, similar to the proton and neutron. These are called

hadrons; those containing two quarks are called mesons and those with three quarks

are called baryons. This analysis collects data from a particle accelerator that col-

lides a proton (p) and an antiproton (p̄) together and it is, therefore, called a hadron

collider. Later, we’ll see two examples of mesons, the neutral pion (π0) and eta (η)

particles, that can mimic the likeness of a photon in the detector, creating a back-

ground to a search for true photons produced in a collision. The quark composition

1 So many that Enrico Fermi once told a student, Leon Lederman, “Young man, if I could
remember the names of these particles, I would have been a botanist!” [6].
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for the π0 meson is a mixture of up and down quarks, uū−dd̄√
2

, and that of the η meson

is a mixture of up, down, and strange quarks, uū+dd̄−ss̄√
6

.

All matter particles also have antimatter counterparts: particles with the same

properties, but with opposite electric charge. Here we denote antimatter particles

either by a placing a bar over the particle, such as p̄ for an antiproton, or by putting

the actual charge with the particle’s symbol, such as e
− for a normal electron and

e
+ for the antielectron, which is more commonly called a positron.

The fundamental interactions between matter particles in nature are gravity,

electromagnetism, the weak force, and the strong force. Gravity is thought to be

mediated by the graviton, however, this force is the only fundamental interaction

that is not described by the SM — a weakness of the theory. The dynamics of SM

particles and their non-gravitational interactions (Figure 1.2) are described by rela-

tivistic quantum field theories (QFT), where it is through a perturbative version of

the theory that interactions between particles are described by the exchange of field

quanta, the gauge bosons. Though they are not categorized with the matter parti-

cles, they can have mass (the W and Z bosons in particular) and can be produced

in high energy collisions and reconstructed in particle detectors from their stable

final-state products.

The strong force is the force responsible for holding the protons and neutrons

of the atom together. It acts on particles with a fundamental property called color

charge, held by both quarks and gluons. The quarks and gluons can each have a

color charge of three different values, called red, green, and blue. Quantum chro-

modynamics (QCD) is the field theory describing the exchange of gluons between

these colored particles (thus gluons interact with other gluons). The strong force

has the interesting property that it increases as colored particles move apart. The

potential energy between two such particles increases sufficiently that as they move

apart, there is enough energy to produce a qq̄ pair. This process, called fragmen-
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tation or hadronization, can continue as long as their is sufficient potential energy

between pairs of colored particles. As we will see in Chapter 3, when a quark or

gluon is produced in a collision or interaction, the result is a spray of particles in

the detector, which is called a jet.

Quantum electrodynamics (QED) is the field theory describing the exchange

of a neutral boson, the photon, between particles with electric charge. It, therefore,

describes the electromagnetic force that we are familiar with. The weak force is

mediated by three bosons: the W
+ which has an electric charge of +1, the W

−

which has an electric charge of −1, and the Z which is neutral. Due to the fact that

theW boson is charged, the weak force is the only force that can change a quark from

one type to another (i.e. change its flavor), such as a u quark changing to a d quark

in beta decay. The weak force is, therefore, responsible for radioactivity. At higher

energy, the electromagnetic and weak forces are unified to form the electroweak

theory.

SM field theories are called gauge theories because they are obtained by re-

quiring the Lagrangian describing their dynamics to be invariant under a generalized

(local) gauge transformation. The gauge transformation produces a new massless

spin-1 vector field or fields, which is the photon in QED and the 8 gluons in QCD.

The W and Z bosons are known to have mass, however, and therefore this pro-

cess alone fails to correctly describe the weak interactions. In the SM, their masses

are instead obtained by applying both gauge invariance and spontaneous symmetry

breaking of a new spin-0 scalar field that is introduced, called the Higgs field. The

next section describes local gauge invariance using QED as an example. The subse-

quent section introduces the Higgs field and the Higgs mechanism, from which the

electroweak field theory is derived.
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1.2 Local Gauge Invariance

The Dirac Lagrangian2 for a single free spin-1/2 particle of mass m in the

absence of any interactions is

L = iψ
†
γ
µ
∂µψ −mψ

†
ψ, (1.1)

where ψ = ψ(x) is a complex spinor, ψ† = ψ
†(x) is its complex conjugate, x is the set

of space-time indices, µ is an index running over these indices such that ∂

∂xµ
≡ ∂µ =

∂0−∂1−∂2−∂3, and γ
µ are the gamma matrices. A global U(1) phase transformation

of the form ψ → e
−iqλ

ψ (λ a constant) leaves the Lagrangian invariant; however,

this is not true if we instead apply a local phase transformation [8, 9] of the form

ψ → e
−iqλ(x)

ψ. The derivative, ∂µ, now acts on the λ(x) to add an extra term to the

Lagrangian:

L → L + (qψ†
γ
µ
ψ)∂µλ. (1.2)

In order to remove this, something has to be added to the original Lagrangian to

cancel this term. In particular, we add a new vector field Aµ such that Equation (1.1)

is modified to

L =
�
iψ

†
γ
µ
∂µψ −mψ

†
ψ
�
− (qψ†

γ
µ
ψ)Aµ (1.3)

where Aµ transforms as Aµ → Aµ + ∂µλ under the local phase transformation ψ →

e
−iqλ(x)

ψ. With this choice, Equation (1.1) becomes invariant both globally and

locally. The Lagrangian is complete with the addition of a term3 describing the free

vector field for Aµ:

LQED =
�
iψ

†
γ
µ
∂µψ −mψ

†
ψ
�
−
�
1

4
F

µν
Fµν

�
− (qψ†

γ
µ
ψ)Aµ. (1.4)

2 This section follows the explanation provided in David Griffiths’ Introduction to Elementary
Particles [7].

3 Since Aµ is a vector field, this comes from the Proca Lagrangian for spin-1 particles, however
the mass term is left out because the mass term is not invariant under a local phase transformation.
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The first and second brackets contain the free terms for a Dirac field (spin-1/2

particle) and the new massless vector field, respectively, while the last term describes

their interaction.

We have just demonstrated that when we start with a Lagrangian, such as

that for Dirac fields, and require invariance under a local phase transformation, a

new massless field arises along with an interaction between the fields. Equation (1.4)

is in fact the Lagrangian for QED [10] and describes the dynamics between Dirac

and Maxwell fields, whose quanta are electrons and positrons for the Dirac fields

and photons for the Maxwell fields. Notice that the new term in Equation (1.2)

came about because of the partial derivative, ∂µψ → e
−iqλ [∂µ − iq(∂µλ)]ψ. We can

obtain the same results if we introduce a covariant derivative to replace the ∂µ in

Equation (1.1):

Dµ = ∂µ + iqAµ (1.5)

This is the covariant derivative for a U(1) local phase transformation, a mechanism

which produced the photon and its interaction with electrons or positrons.

In 1954, Yang and Mills applied this technique [11] to two spin-1/2 particles

of equal mass with an SU(2) transformation, leading to a Lagrangian describing the

interaction between two Dirac fields of the same mass and three massless vector

fields. There are no such massless vector fields observed, however, nor are there two

spin-1/2 particles of the same mass that interact as Yang and Mills predicted. Nev-

ertheless, their work provided the framework for the general application of this gauge

theory to non-Abelian groups,4 allowing the later development of QCD [12, 13] and

electroweak interactions [14, 15, 16]. The former was obtained by requiring invari-

ance under an SU(3) local phase transformation on three Dirac fields from which

4 The example provided for QED is based on a U(1) transformation, which is Abelian (i.e.
commutative). This is not the case, however, for SU(2), so their theory led to a technique for
handling what are called non-Abelian transformations.
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came a set of eight massless vector fields. In other words, the theory described three

colors of a single quark flavor and their interaction with the gluons. The electroweak

field gauge theory was obtained by requiring invariance of both a U(1) and an SU(2)

local phase transformation, denoted U(1) ⊗ SU(2), in addition to spontaneous sym-

metry breaking via the Higgs mechanism [17, 18, 19]. This is described in the next

section.

1.3 The Higgs Mechanism

In order to explain5 the origin of the heavy masses for the W and Z gauge

bosons, while leaving the photon massless, a new field (or fields) is introduced which

is called the Higgs field. The simplest approach, which is used by the SM, is to have

two complex scalar fields,

φ =

�
φ1

φ2

�
, (1.6)

with a Lagrangian of the form

LHiggs = (∂µφ
†)(∂µ

φ)− V (φ†
, φ) (1.7)

where the first term is the kinetic term and the second is the potential term. The

Higgs field potential (a “Mexican hat” potential) is selected such that its minimum

is non-zero, as in

V (φ†
, φ) =

1

2
λ
2(φ†

φ− 1

2
ν
2)2 (1.8)

where λ and ν are constants. This gives a minimum field configuration of |φ| = ν/
√
2

and the Lagrangian is symmetric in this form (see Figure 1.3).

The dynamics of an interaction in the SM are calculated from Feynman cal-

culus (calculation of Feynman diagrams), which is based on deviations from some

ground state. We must, therefore, choose one of the continuous states, and thus

5 The primary references used for the description provided here are [7], [20], and [21].
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Figure 1.3: The shape of the Higgs potential when one field in Equation (1.6) is set
to zero and the value of λ in Equation (1.8) is fixed. The figure [22] then shows
the potential as a function of different values of the real and imaginary parts of the
remaining scalar field.

break the symmetry.6 The choice is to let one of them have a minimum of zero, say

φ1, such that φ
min
1 = 0. The other is real with φ

min
2 = ν/

√
2. The Higgs field φ is

then expanded about this ground state such that

φ(x) =
1√
2

�
0

ν + h(x)

�
. (1.9)

We next use the lessons learned from Section 1.2 and apply both a U(1) and

SU(2) local gauge transformation and demand that the Lagrangian be invariant.

Similar to Equation (1.5), and based on the work of Yang and Mills, the covariant

6 This is called spontaneous symmetry breaking because there is no external agency that
causes it [7]. The choice shown here removes massless Goldstone scalar boson fields, which do not
exist in nature. The degrees of freedom from these Goldstone fields will instead be transferred to
vector boson fields (that were created by requiring local gauge invariance) in order to give them
mass.
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derivative for such a transformation is

Dµ = ∂µ +
1

2
ig1Bµ +

1

2
ig2a ·Wµ (1.10)

where g1 and g2 are coupling constants similar to charge in Equation (1.5), a are the

three Pauli matrices, Bµ is a new scalar field, and Wµ are three new vector fields

such that the term a ·Wµ indicates the sum a1W
1
µ
+ a2W

2
µ
+ a3W

3
µ
. From this we

obtain

Dµφ = (∂µ +
1

2
ig1Bµ +

1

2
ig2a ·Wµ)

1√
2

�
0

ν + h(x)

�
(1.11)

=
1√
2

�
0

∂µh

�
+

1

2
√
2
ig1(ν + h)

�
0

Bµ

�
+

1

2
√
2
ig2(ν + h)

�
W

1
µ
− iW

2
µ

−W
3
µ

�
.

=
1√
2

�
0

∂µh

�
+

1

2
√
2
i(ν + h)

�
g2W

1
µ
− ig2W

2
µ

g1Bµ − g2W
3
µ

�

Since we are most interested in demonstrating the mechanism used to explain the

masses of the electroweak gauge bosons, in the following, the interaction terms be-

tween the Higgs field and the new fields created by the local gauge transformation

are excluded. We therefore obtain

(Dµφ)
†(Dµφ) =

1

2
(∂µ

h)(∂µh) +
1

2

�
g2ν

2

�2 ��W 1
µ
− iW

2
µ

��2 (1.12)

+
1

2

�
ν

2

�2 ��g1Bµ − g2W
3
µ

��2 + other terms.

This is simplified with the introduction of gauge fields that are linear combi-

nations of the Bµ, W 1
µ
, W 2

µ
, and W

3
µ
fields. The first two gauge fields are the charged

vector boson W
−
µ

and its complex conjugate W
+
µ
:

W
±
µ

=
1√
2
(W 1

µ
∓ iW

2
µ
). (1.13)

Two neutral gauge bosons are also introduced with the following definitions:

Zµ =
1�

g
2
1 + g

2
2

(g2W
3
µ
− g1Bµ) = W

3
µ
cos θW − Bµ sin θW (1.14)
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Aµ =
1�

g
2
1 + g

2
2

(g1W
3
µ
+ g2Bµ) = W

3
µ
sin θW +Bµ cos θW (1.15)

where sin θW = g1/
�

g
2
1 + g

2
2 and cos θW = g2/

�
g
2
1 + g

2
2 (and θW is called the weak

mixing angle). Equation (1.12) then simplifies to

(Dµφ)
†(Dµφ) =

1

2
(∂µ

h)(∂µh) +
�
g2ν

2

�2
(W+

µ
W

−
µ
) (1.16)

+
1

2

�
g2ν

2 cos θW

�2

|Zµ|2 + other terms

which can be inserted into the Higgs field Lagrangian from Equation (1.7).

With the inclusion of free terms for the vector fields themselves,7 the Higgs

and electroweak Lagrangian is

LHiggs+Ewk =

�
1

2
(∂µ

h)(∂µh)−
1

2
(λν)2h2

�
(1.17)

−1

4
WµνW

µν +
�
g2ν

2

�2
(W+

µ
W

−
µ
)

+
1

2

�
g2ν

2 cos θW

�2

|Zµ|2 −
1

4
BµνB

µν

+ other terms

(the other terms are self-interaction terms for the Higgs field and interaction terms

between the Higgs and vector fields). Equation (1.17) is formatted such that we

can read off the mass terms for the gauge bosons, which are expected to be of the

form M
2
W
W

+
µ
W

−
µ

for the charged bosons and of the form 1
2M

2
Z
Z

2
µ
and 1

2M
2
A
A

2
µ
for

the neutral gauge bosons [21]. Their masses are then

MW+ = MW− =
g2ν

2
(1.18)

MZ =
g2ν

2 cos θW
(1.19)

Mγ = 0 (1.20)

7 These are terms like that introduced for Equation (1.4) in the QED Lagrangian. Here,
they take the form − 1

4WµνWµν − 1
4BµνB

µν and are the kinetic and self-interaction terms for the
W

±
, Z, and γ gauge bosons.
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where the last line associates Aµ with the photon and acknowledges the lack of a

mass term as indicative that it has zero mass, which is in fact what is observed.

Applying the local gauge invariance of Section 1.2 alone gives rise to the ad-

dition of massless vector bosons. While the photon is indeed found to be massless,

the W and Z boson of the weak force are very heavy and the gauge theory alone

does not provide an adequate model of experimental observation. The technique

provided in this section introduced a manner in which the W and Z bosons acquire

mass, yet leave the photon massless. In addition to requiring local gauge invariance

of the Lagrangian, the Higgs field is included into the theory and the symmetry of

its potential is broken with the choice of a particular ground state.

This mechanism — called the Higgs mechanism — provides an explanation for

how elementary particles of the SM obtain mass. Here, it was demonstrated for the

gauge bosons of the electroweak theory. However, it is also applied to fermions to

explain how leptons and quarks obtain different masses from one another.

1.4 The Higgs Boson

In the Lagrangian of Equation (1.17), we also find a term for the neutral Higgs

boson mass which is

MHiggs = λν (1.21)

where λ and ν are shown in Equation (1.8) and are a Higgs field self-coupling pa-

rameter and the vacuum expectation value, respectively. Based on measurements of

muon decays, the latter is constrained to ∼246 GeV [3], but λ is unknown. There-

fore, though the SM predicts a manner in which fundamental particles acquire mass

through the Higgs mechanism, the mass of the Higgs boson itself remains a free

parameter of the theory, to be determined experimentally if it does in fact exist. An

observation of the Higgs boson would be a direct validation of the SM theory and it

is, therefore, one of the most sought after discoveries in science.
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We next discuss the properties of the Higgs boson that are predicted by the

SM theory. Current searches for the Higgs boson are also described, along with a

motivation for searching for this particle using photons.

1.4.1 Coupling to Gauge Bosons and Fermions

Going from Equation (1.11) to (1.12), the focus was on the manner in which

the gauge bosons obtain mass from the Higgs field vacuum expectation value, where

the masses were then determined from the third and fourth terms of Equation (1.17).

Writing Equation (1.12) more completely, however, we can obtain the interaction

terms between the Higgs field and the gauge bosons:

L =

�
g2(ν + h)

2

�2

(W+
µ
W

−
µ
) +

1

2

�
g2(ν + h)

2 cos θW

�2

|Zµ|2 . (1.22)

Then expanding (ν + h)2 and applying Equations (1.18) and (1.19) gives

L = M
2
W
(W+

µ
W

−
µ
) +

2M2
W

ν
(W+

µ
W

−
µ
)h+

M
2
W

ν2
(W+

µ
W

−
µ
)h2 (1.23)

+
1

2
M

2
Z
|Zµ|2 +

1

2

2M2
Z

ν
|Zµ|2 h+

1

2

M
2
Z

ν2
|Zµ|2 h2

The first and fourth terms are just the mass terms we saw in Equation (1.17), but

we now find two interaction vertex terms both for the W fields with the Higgs field

and for the Z fields with the Higgs field. The strength of a gauge boson interaction

with a single Higgs boson (the second and fifth terms) is then given by

gHV V =
2M2

V

ν
. (1.24)

where V refers to the W or Z vector boson, with ν ∼ 246 GeV as mentioned above

and with MW = 80.4 GeV/c2 and MZ = 91.2 GeV/c2. A similar process can be

performed to determine the strength of the interaction of the Higgs boson with

fermions, and it is found that

gHff̄ =
Mf

ν
(1.25)
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with Mf equal to the mass of the fermion (given in Figure 1.1).

The dominant production and decay processes for the Higgs boson are then

predicted by the SM to involve a coupling to one of the massive gauge bosons or

with a coupling to one of the heavy quarks, in particular the top quark, which has a

mass of ∼173 GeV/c2. There is no direct coupling to the massless gluons or photons;

however, the Hgg and Hγγ couplings can be induced though a loop involving the

heavy gauge bosons or quarks.

1.4.2 Higgs Boson Production

The data used in this analysis are obtained from the Fermilab Tevatron ac-

celerator, located in Batavia, IL, near Chicago. Proton and antiproton beams are

accelerated in the Tevatron ring to a center of mass energy (
√
s) of 1.96 TeV and

collided together. These collisions are energetic enough to allow the production of

massive particles, including the Higgs boson. In addition to three valence quarks,

protons and antiprotons are also composed of gluons, which bind the valence quarks

together, and a sea of transient quark pairs. A collision is really a scattering inter-

action between partons (subparticles) of the proton and antiproton.

The most likely mechanisms for the production of the SM Higgs boson at the

Tevatron are shown in Figure 1.4. The first diagram shows the gluon fusion (GF)

process, which is the interaction of two gluons with a virtual (intermediate) tt̄ pair

that fuses to produce the Higgs boson.8 The associated production (VH) mechanism

is shown in the second diagram. In this process, a qq̄ pair annihilate and produce

either a W or Z boson which then radiates the Higgs boson such that the Higgs

boson is produced in association with a vector boson. The third diagram shows the

vector boson fusion mechanism (VBF), where a pair of vector bosons is produced

8 The loop can contain other qq̄ pairs, but since the top quark is the most massive, it has
the largest coupling to the Higgs boson.
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(a) Gluon fusion (b) Associated production (c) Vector boson fusion

Figure 1.4: The dominant production mechanisms at the Tevatron for the SM Higgs
boson [3, 23, 24]. We search for a Higgs boson originating from any of these three
processes.

and couple to form the Higgs boson. In this process, the Higgs boson is present

alongside the original qq̄ pair.

A measure of the likelihood of one of these interactions is called the cross

section (σ). The cross section depends on such quantities as the type of colliding

particles (pp̄), the
√
s of the collision (1.96 TeV), the coupling strengths of the inter-

acting partons, and the mass of the Higgs boson. The cross section for a particular

scattering process has units of area, where a unit called the barn (b) is most often

used in high energy physics such that

1 b = 10−28 m2 (1.26)

1 fb = 10−15 b

1 pb = 10−12 b.

The production cross sections for the Higgs boson at the Tevatron are shown in

Figure 1.5 for the different mechanisms. From this plot, it is seen that the GF process

(gg → H) is the most dominant production mode, followed by VH (qq̄ → WH and

qq̄ → ZH) and VBF (qq̄ → qq̄H). In this analysis, we search for a Higgs boson

produced from any of these three mechanisms; their predicted cross sections are

provided in Table 1.1 as a function of the Higgs boson mass.
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Figure 1.5: SM Higgs production [3, 25]. The dominant production mechanisms at
the Tevatron for the SM Higgs boson.

1.4.3 Higgs Boson Decay

The SM theory predicts that once the Higgs boson is produced, it decays

very rapidly into other particles. Observation of the Higgs boson can only then

be obtained through reconstruction of these decay products. A branching ratio

(or branching fraction) is the probability of decay to a set of particles, given as a

fraction between 0 and 1. This value is dependent on the coupling strengths, which

are proportional to M
2
V
or Mf (see Equations (1.24) and (1.25)). Branching ratios

are then largest for the heavier daughter products that are kinematically allowed, as

shown in Figure 1.6 for different SM Higgs boson masses and decay modes.

1.4.4 Higgs Boson Searches

The SM Higgs boson search strategy at the Tevatron is driven by the most

dominant decay modes (the decay mechanisms with the largest branching ratios).
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Table 1.1: For each Higgs boson mass hypothesis (mH) tested, the SM prediction of
the Higgs boson production cross section (σ) is provided for the GF, VH (WH and
ZH), and VBF mechanisms, obtained from Reference [26] and references therein.

The total SM Higgs production cross section for these mechanisms is the sum of the
individual cross sections: σ = σGF + σWH + σZH + σV BF . The diphoton branching
ratio, B(H → γγ), is also provided [27]. For the mechanisms that we consider in
the analysis, the values in the last column provided the total SM H → γγ cross
sections, i.e., the SM prediction for the number of Higgs bosons decaying to
photons to be produced in pp̄ collisions at the Tevatron, per fb−1 of data.

mH σGF σWH σZH σV BF B(H → γγ) σ × B(H → γγ)

(GeV/c2) (fb) (fb) (fb) (fb) (%) (fb)

100 1821.8 291.9 169.8 97.2 0.159 3.79

105 1584.7 248.4 145.9 89.7 0.178 3.68

110 1385.0 212.0 125.7 82.7 0.197 3.56

115 1215.9 174.5 103.9 76.4 0.213 3.35

120 1072.3 150.1 90.2 70.7 0.225 3.11

125 949.3 129.5 78.5 65.3 0.230 2.81

130 842.9 112.0 68.5 60.4 0.226 2.45

135 750.8 97.2 60.0 55.9 0.214 2.06

140 670.6 84.6 52.7 51.8 0.194 1.67

145 600.6 73.7 46.3 48.1 0.168 1.29

150 539.1 64.4 40.8 44.6 0.137 0.944

These search channels provide the greatest predicted sensitivity for observing a Higgs

boson signal in the data. Formally, the sensitivity of a particular search channel is

determined from the calculation of an expected limit. The interpretation of ex-

pected limits is discussed in Chapter 11. At lower mass (mH < 135 GeV/c2), the

H → bb̄ mechanism provides the greatest sensitivity; this is true even though the

search channel generally includes only the WH or ZH production methods, which

help better distinguish the desired bb̄ pair from other processes. At higher mass

(mH > 135 GeV/c2), the H → WW mode provides the greatest sensitivity. Further

sensitivity to a SM Higgs boson observation is obtained by the inclusion of more

challenging search modes such as H → τ
+
τ
−, gg or qq̄ → tt̄H, and H → γγ. The
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Figure 1.6: Possible decay modes for the SM Higgs boson for masses between 100
and 200 GeV/c2 [27].

combination of these more challenging channels together provides a sensitivity like

that of a dominant search mode and each, therefore, is considered an important

contribution to the overall Higgs boson search at the Tevatron.

Because the Higgs boson does not couple directly to photons (since they are

massless), the H → γγ decay mode is obtained most often through a W loop,

as shown in Figure 1.7. As Figure 1.6 illustrates, the branching ratio for the

H → γγ channel has its primary sensitivity for Higgs boson masses between 110

and 140 GeV/c2 and is, therefore, considered a “low mass” search channel. Its

branching fraction peaks at ∼125 GeV/c2 with a value of 0.23% (see Table 1.1).

This is a very small branching fraction; however, the clean profile (“signature”) a

photon leaves in particle detectors makes it an appealing and competitive search
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(a) (b) (c)

Figure 1.7: Diagrams of the Higgs boson decay to a pair of photons, obtained most
often through a W or top loop [28].

mode. As described in Section 1.1, b quarks will fragment to produce jets in the

detector, which are difficult to fully reconstruct. Photons, on the other hand, de-

posit an isolated cluster of energy in the detector, which allows for a larger fraction

of H → γγ events to be reconstructed compared to the H → bb̄ process. The clean

photon signature also leads to a narrow diphoton mass (mγγ) peak in the data, which

is a powerful discriminant against smoothly falling diphoton backgrounds from other

SM processes with two photons (or photon-like objects). It is these experimental

features that help make the diphoton final state one of the most promising search

modes for a Higgs boson discovery at the ATLAS and CMS experiments at CERN

for mH < 135 GeV/c2.

Figure 1.8 shows the result of an indirect measurement of the Higgs boson

mass based on electroweak constraints (as of July 2011). This plot indicates that

the SM theory prefers a Higgs boson with lower mass (where the ∆χ
2 approaches a

minimum), in a region where the diphoton channel provides sensitivity. In particular,

if the Higgs boson exists, the SM theory prefers a Higgs boson mass below about

mH < 169 GeV/c2 at 95% confidence level (C.L.) [29]. This figure also indicates

the mass region below 114.4 GeV/c2 that has been excluded at 95% C.L. by direct
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Figure 1.8: An indirect constraint on the Higgs boson mass is obtained from a global
electroweak fit performed by the Gfitter collaboration. From July of 2011, the Gfitter
collaboration uses a ∆χ

2 statistic to fit electroweak parameters of the SM theory
to the corresponding measured values [29]. The preferred value of the Higgs boson
mass from this indirect electroweak measurement is the mass for which the ∆χ

2 is
minimized (96 GeV/c2). With 95% confidence level (see the 2σ horizontal line), this
plot demonstrates that if the Higgs boson exists, the SM theory prefers its mass to
be below about mH < 169 GeV/c2. See Reference [30] for a preliminary updated
plot using results from more recent direct searches and electroweak measurements.

searches at the Large Electron-Positron Collider (LEP) at CERN.9 Furthermore,

Figure 1.8 shows a region excluded by direct searches from combined D0 and CDF

data at the Tevatron as of July 2011.

In March 2012, the Tevatron results were updated to exclude the region be-

tween 147 < mH < 179 GeV/c2 at 95% C.L. [31]. Furthermore, the ranges 110.0–

117.5 GeV/c2, 118.5–122.5 GeV/c2, and 127–600 GeV/c2 were excluded at 95% C.L.

by direct searches from the ATLAS and/or CMS experiments [32, 33], both of which

are located at the Large Hadron Collider (LHC) at CERN. The range of possible

mass values for the Higgs boson is rapidly decreasing and hints of an excess in the

9 The exclusion regions quoted in this section are obtained from either a frequentist or
Bayesian technique. The former are technically obtained with a 95% confidence level and the
latter are technically obtained with a 95% credibility level. The acronym for both is C.L.
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low mass range (115 < mH < 135 GeV/c2) appear both in the Tevatron and CERN

data as of this writing [31, 32, 33].

In this thesis, we present a search for the SM Higgs boson decaying to a

photon pair in data obtained by the Collider Detector at Fermilab (CDF). Though

the sensitivity for observing H → γγ signal is smaller at the Tevatron than at the

LHC, the results provide a statement of the sensitivity of the CDF data to the

H → γγ process, demonstrating the unique experimental properties of a search in

the diphoton decay mode relative to other search modes. The results presented

were combined with other Higgs boson searches at CDF and D0 in order to gain as

much sensitivity as possible to a Higgs boson observation at the Tevatron [31]. The

techniques described have been published using a smaller set of data [34] and the

results shown here are an updated version using the full (and final) data available

at CDF.
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CHAPTER TWO

The Tevatron Collider

2.1 History

The Tevatron1 was the world’s most powerful collider from a time period be-

tween July 1983 [35] and November 2009 [36], and was the second most powerful

collider2 from 2009 until it shut down on September 30, 2011. The Tevatron began

accelerating protons to an energy of 512 GeV in 1983, reaching a world record at

that time. It was not until 1992, however, that the first significant collider physics

program began at Fermilab (“Run I”) in which data were collected from both the

CDF and D0 experiments from pp̄ beams with
√
s = 1.8 TeV. The Run I physics

program lasted from 1992–1996, during which the top quark was discovered by CDF

and D0. After many upgrades, the second significant collider physics program (“Run

II”) began at Fermilab with pp̄ collisions at
√
s = 1.96 TeV. This run started in 2001

and ended on September 30, 2011. In addition to particle discoveries and precision

measurements during this run, the combined data from the CDF and D0 experiments

began excluding mass regions for the Higgs boson, suggesting a light Higgs boson

with a mass between 114 GeV and 157 GeV. Physicists at CDF and D0 continue to

analyze Run II data delivered from Tevatron pp̄ collisions between 2001–2011.

2.2 Acceleration Chain

The acceleration chain for the pp̄ collisions at the Tevatron is described next.3

Several parts of this chain are still in operation at Fermilab for other accelerator

1 The dates provided here for the Tevatron pp̄ collider physics program are obtained from
Reference [35], which is a Fermilab website providing an interactive timeline for Tevatron physics.

2 The first pp collisions at the LHC occurred on November 30, 2009 with
√
s = 2.36 TeV [36].

3 References [2] and [37] are recommended for more details on the acceleration chain.
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physics programs. Use of the past tense in this description then refers to the accel-

eration chain for pp̄ collisions.

The proton and antiproton beams were obtained from a chain of accelerators

shown in Figure 2.1, starting with a standard tank of hydrogen gas located at the

Cockcroft Walton preaccelerator. The preaccelerator first ionized the hydrogen to

make H− ions and then passed them to a short linear transfer line that acceler-

ated them to an energy of 750 keV using a constant electric field. They were then

transferred to a long linear accelerator called the Linac. The Linac used alternating

electric fields to further accelerate the ions to 400 MeV (∼70% the speed of light)

along a 150 m linear radio frequency (RF) cavity. At the end of the cavity was a

carbon foil that stripped the H− ions of their electrons, leaving only protons.

In order to accelerate these protons to near the speed of light, a linear cavity

would have to be extremely long;4 the remaining accelerators were therefore circular.

Figure 2.1: Fermilab’s pp̄ accelerator chain [2, 37]. See the text for more detail.

4 The longest linear accelerator (the Stanford Linear Collider) is 2.0 mi long and accelerates
electrons and positrons to 50 GeV.
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The first of the chain of circular accelerators was the Booster, with a circumference

of 1,500 ft, where protons traveled about 20,000 times to increase their energy from

400 MeV to about 8 GeV. The protons were then transferred to the Main Injector,

with a circumference of about 2 mi. The Main Injector ring had four purposes:

(i) it accelerated 8 GeV protons from the booster to 150 GeV, (ii) it accelerated

8 GeV protons from the booster to 120 GeV, which were then used for antiproton

production, (iii) it accelerated 8 GeV antiprotons from the antiproton source or

Recycler to 150 GeV, and (iv) it transferred 150 GeV protons and antiprotons to

the Tevatron ring. In the final acceleration step, the Tevatron increased the energy

of the proton and antiproton beams (moving in opposite directions) to an energy of

980 GeV, 99.999954% of the speed of light. This provided a center of mass energy

of 1.96 TeV for collisions between the beams.

The Tevatron is a circular tunnel ∼4 mi in circumference, located about 25 ft

below ground. It contains a vacuum pipe for the proton and antiproton beams to

travel through. Superconducting electromagnets surround most regions of this beam

pipe. There were over 1,000 such magnets used, kept at a temperature of about

4 K. The beams maintained their (slightly) circular path due to dipole magnets.

Quadrupole magnets were used for focusing the beams to a transverse5 cross section

small enough for collisions. Fine positioning of the beams in the transverse plane

was achieved with correcting magnets.

When this positioning was complete, the beams were ready for collider physics.

These proton and antiproton beams remained in the Tevatron ring, cycling over and

over until there were not enough particles per beam remaining for collisions to be

5 In the cylindrical tunnel geometry, the z axis is along the circular tunnel path and the
transverse plane (the r − φ plane) is perpendicular to the z axis.
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produced at a sufficient rate. The beams were then carefully dumped.6 The time

period for a pair of beams to be used for collisions was called a store, and was

dependent on the initial number of protons and antiprotons per beam. Stores with

a higher number of initial particles may last roughly 18 to 20 hours, while those with

much smaller initial number of particles may last roughly 8 to 10 hours.

2.3 Antiproton Production and Storage

While a store was in the Tevatron, a set of antiprotons would be accumulating

to be used in the next store. The larger the number accumulated, the more intense

the beam would be (i.e. the higher its instantaneous luminosity, as will be discussed

in Section 2.5). A large number of antiprotons may take roughly 18 hours to accu-

mulate, though smaller amounts were often used. This section discusses how they

were obtained.

Protons with 120 GeV of energy from the Main Injector were directed to a fixed

nickel target, which produced many secondary particles (including antiprotons) with

a large angular spread (see Figure 2.2). A lithium lens focused these particles, and

dipole magnets separated 8 GeV antiprotons from the other particles. Only about

1 antiproton was obtained for every 50,000 protons sent to the target. The unused

particles were sent to the beam dump and the 8 GeV antiprotons were sent to the

Debuncher, which resides on the triangular storage ring shown in Figure 2.1. The

momentum spread of the antiprotons was large and they were subject to a cooling

in the Debuncher, which helped reduce this spread. Antiprotons produced in this

manner were transferred to the Accumulator, a storage area which also resides on

this ring. The cooling process continued in the Accumulator as more antiprotons

6 Sometimes a mechanical or electrical malfunction would actually cause the beam to be
dumped by accident.
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Figure 2.2: Mechanism for antiproton extraction [37]. Protons were sent to a fixed
target, a lithium lens was used to reduce the spread of secondary particles, and
a dipole magnet was used to separate antiprotons with 8 GeV of energy. These
antiprotons were sent to the Debuncher (see text) and all other secondary particles
were sent to an area for disposal (a beam dump).

were transferred from the target, maintaining and further reducing the momentum

spread.

When a sufficient number had been accumulated, they were then either trans-

ferred to the Main Injector for acceleration or sent to a larger storage ring called

the Recycler, which resides in the same ring as the Main Injector. The antiprotons

stored in this ring were kept at an energy of 8 GeV.

2.4 Beam Structure

Both proton and antiproton beams moved in a closed helical path inside the

Tevatron beam pipe, but in opposite directions. Their paths intersected at two

locations along the Tevatron ring, B0 and D0, which are shown in Figure 2.3. The

CDF experiment has a detector located at B0. The name of the D0 experiment

comes from the location of its detector along the ring. This figure also shows how

each beam was actually divided into three trains of 12 bunches, giving 36 proton

bunches and 36 antiproton bunches. The bunches were separated such that there

was 396 ns between each bunch crossing; this gave a bunch crossing rate of 2.5 MHz.
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Figure 2.3: Proton and antiproton beams are shown [37] divided into three trains of
12 bunches each. This gave 36 proton bunches and 36 antiproton bunches. A gap
between trains allowed for beams to be cleanly dumped (aborted).

2.5 Luminosity

One of the goals of the Accelerator Division at Fermilab was to improve the

density and stability of the proton and antiproton beams in order to provide more

collisions for the CDF and D0 experiments. Over the course of Run II, for example,

a major improvement was obtained by increasing the initial number of antiprotons

available for a store (on the order of 109). Other improvements included decreasing

the size and spread of the beams, using momentum scraping of the two beams, and

reducing proton and antiproton losses throughout a store [38]. This increased a

quantity called the instantaneous luminosity, a plot of which is shown in Figure 2.4

for Run II. The Tevatron continually broke world records for reaching the highest

instantaneous luminosity of any collider, the last of which was in April 2010.
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Figure 2.4: Instantaneous luminosity for each store over the course of Run II [35].

Instantaneous luminosity can be thought of as follows. If there were a single

proton bunch with Np particles and a single antiproton bunch with Np̄ particles, and

they were allowed to travel around the ring (in opposite directions) and overlap just

once, then the number of particles passing each other per unit area (assuming no

crossing angle) would be given by
NpNp̄

A
(2.1)

where A is the transverse area of overlap between the two beams. The pp̄ beams,

however, each consist of n bunches and are guided to overlap more than once, at

a bunch crossing rate of fBC times per second. The number of particles that pass

each other per unit area per second is called the instantaneous luminosity (L) and

is given by

L = fBC n
NpNp̄

A
. (2.2)
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The collision rate (the number of interactions per second) is derived from the

product of the instantaneous luminosity and the likelihood of interaction between

particles in the pp̄ beams. The latter is the total pp̄ cross section (σtot = 81.90 ±

2.30 mb for
√
s = 1.96 TeV [39]), and a subset of these collisions will produce an

inelastic scattering process of interest, such as the production of the Z (or Higgs)

boson. The number of such interactions per second (Ṅ) for a physics process with

cross section σ is given by

Ṅ = σL. (2.3)

The total number of interactions (N) for a physics process is then obtained from

N = σL (2.4)

where

L =

�
L dt (2.5)

is referred to as the integrated luminosity and describes the quantity of data avail-

able. Over the course of Run II, the Tevatron delivered an integrated luminosity of

about 12 fb−1 to both the CDF and D0 experiments.7

As an example, the SM predicts a Higgs boson produced from the gluon fusion

process (pp̄ → gg → H) to have a cross section of 1,072.3 fb−1 for a mass of

120 GeV/c2. With an amount of data corresponding to L = 10 fb−1, we would

expect 10,723 Higgs bosons to be produced just from the gluon fusion process. Only

a tiny fraction of these (0.225%) would decay to photons as predicted by the SM,

which means that about 24 events are obtained from the pp̄ → gg → H → γγ

interaction for 10 fb−1 of data. As will be described later, only a portion of these

are reconstructed by the CDF detector using diphoton selection requirements.

7 The integrated luminosity is often truncated throughout this paper as simply luminosity.
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2.6 Particle Detectors

Collisions between partons of the proton and antiproton produce highly ener-

getic particles that cannot be studied in lower energy particle experiments. The high

center of mass energy of the pp̄ beams allows for the production of massive objects

such as the top quark, the W and Z bosons, and perhaps the Higgs boson. Such

collisions might also produce new phenomena that is not described by the SM. Data

obtained from Tevatron collisions has fueled a large amount of research at Fermilab

surrounding precisions measurements of the properties of known particles and the

search for new particles such as the Higgs boson.

Often, the products of Tevatron collisions produce unstable particles that

quickly decay to more stable particles. Detectors (of about 5,000 tons) are built

around the collision point (or points) in order to measure the properties of final-

state particles such that the particles produced in the primary interaction can be

reconstructed. Each detector is designed in a similar manner, and having two such

detectors provides the ability to compare methods and results between the two col-

laborations. The results presented here are from data collected by members of the

CDF collaboration (see Appendix E). This group is comprised of about 430 scientists

from ∼60 institutions around the world.
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CHAPTER THREE

The CDF Experiment

3.1 Detector Description

3.1.1 Overview

The CDF detector (Figure 3.1) is designed to measure the properties of final-

state particles produced in pp̄ collisions. It is a cylindrical detector, built in layers

surrounding the collision region. The inner region contains two detectors designed to

measure the path of a charged particle (called a track) and to identify the origin of

the pp̄ interaction (the primary vertex). These detectors are surrounded by a 1.4 tesla

superconducting solenoid magnet. As a charged particle passes through the tracking

detectors, its path bends to produce a curved, helical trajectory. Surrounding the

tracking detectors and magnet are calorimeters designed to stop both neutral and

charged particles and measure their energy. The calorimeters are divided into elec-

tromagnetic (EM) calorimeters and hadron (HAD) calorimeters. Charged particles

that are not stopped by the calorimeters are most likely muons, and therefore special

detectors (the muon chambers) are built in order to stop and measure the energy

of these particles. Neutrinos do not interact with the detector, but their presence is

inferred through an imbalance in the measured momentum of other particles.

Figure 3.2 shows an example of how different types of particles can be identified

using different regions of the detector. Photons will only interact with material in

the EM calorimeter. Electrons have an essentially identical signature as photons in

the EM calorimeter, but because they are charged, they also produce a track that

points to the energy cluster in the calorimeter. Charged hadrons have a track in the

tracking chamber, interact only a small amount in the EM calorimeter, and deposit

the majority of their energy in the HAD calorimeter. (Charged pions and a proton
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Figure 3.1: Schematic of the CDF detector [40]. See the text for more detail.
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Figure 3.2: Diagram [40] showing which detector regions are sensitive to different
types of particles. The left side of the figure corresponds to the innermost cylindrical
layer of the detector, near the beam line, and the right side of the figure corresponds
to the outermost layer of the detector.

are shown as an example in the figure.) Neutral hadrons, such as a neutron, mostly

interact in the HAD calorimeter.

The coordinate system used for the detector is shown in Figure 3.3. The z

axis is along the beam line with +z in the direction that protons travel, phi (φ) is

the azimuthal angle, and θ is the polar angle. The physical center of the detector

is at x = y = z = 0. For a particular type of interaction, stable particles have a

predicted distribution in a kinematic quantity called rapidity which is given by

y =
1

2
ln

�
E + pz

E − pz

�
, (3.1)

where ∆y is invariant under a Lorentz boost along the z axis. These particles

generally have high enough momenta such that E ≈ p (the massless limit). The

rapidity is then approximated by a spatial quantity called pseudorapidity,

η =
1

2
ln

�
p+ pz

p− pz

�
=

1

2
ln

�
1 + cos θ

1− cos θ

�
(3.2)

= − ln

�
tan

θ

2

�
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Figure 3.3: The CDF coordinate system [40].

with cos θ = pz/p. The polar angle is, therefore, directly mapped to pseudorapidity

and we commonly replace references to θ with references to η. However, kinematic

quantities in the transverse plane (the plane perpendicular to the z axis) are defined

from θ as pT = p sin θ and ET = E sin θ.

A more detailed description of detector components in Figure 3.1 is now pro-

vided, with an emphasis on those detectors most relevant for photon identification.

3.1.2 Tracking

The path of charged particles through the detector can be reconstructed from

patterns of position measurements (“hits”) made in the tracking detectors. Com-

plex algorithms [41] are used to reconstruct a track from these hits to form a helical

curve described by five parameters (see Section 3.4.1). Parametrized tracks provide

the momentum of a particle, the position of its origin (vertex), and errors on these

quantities. Measurements from two different detectors at CDF are used to recon-

struct charged particle tracks. The inner detector is made of silicon microstrips and

the outer detector, called the Central Outer Tracker (COT), is a wire drift chamber.

Figure 3.4 shows the η coverage and positions of these detectors.
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Figure 3.4: An r− z view of one quadrant of the detector showing the CDF tracking
coverage [40]. The COT detector provides a coverage of |η| < 1.0 and the silicon
detector provides a coverage of |η| < 2.0.

3.1.2.1. Silicon tracking. The inner tracking region is composed of silicon

microstrip sensors layered in a cylindrical (or barrel) geometry around the beam

line. As a charged particle passes a silicon sensor, it ionizes molecules on the surface,

creating electron/hole pairs in the silicon material. In the presence of an applied

electric field, the charge carriers in the silicon move to produce a current which can

be amplified, creating a silicon hit.

There are three parts to this detector: Layer 00 (L00), the Silicon Vertex

Detector (SVXII), and the Intermediate Silicon Layers (ISL). The combined silicon

system provides coverage up to |η| < 2 and coverage along the z axis such that

nearly all pp̄ interactions fall into a well-instrumented region of the detector. Their

positions are shown in Figures 3.1 and 3.4, with more detail given in Figure 3.5.

The first layer, the L00 detector, touches the beam pipe and is closest to

the beam line and the primary collision. It is designed to perform well under high

radiation doses and is the only layer with single-sided microstrips. The SVXII de-
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Figure 3.5: Schematic [40] of the silicon track detector in the r − z view (left) and
r − φ view (right).

tector consists of the next five layers of silicon and the ISL consists of the remaining

three, all of which contain double-sided microstrips and allow three-dimensional re-

construction of particle paths. The ISL extends the coverage of the silicon tracking

region up to |η| = 2.0 and improves the ability to link silicon tracks with those from

the outer tracker.

The silicon layers together provide precise measurements of a track’s impact

parameter (d0) and z0 position (see Section 3.4.1). This ensures good vertex reso-

lution and allows identification of displaced vertices from particles decaying in the

inner tracking region of the detector. The d0 resolution is 25 µm and the z0 resolu-

tion is 50 µm. The silicon layers also allow for silicon-only tracking out to an |η| of

2.0.

3.1.2.2. The Central Outer Tracker. The COT is a cylindrical wire chamber

(Figure 3.6) that surrounds the silicon region and provides a coverage of |η| < 1.0.

It is designed (i) for general purpose tracking of charged particles at large radii
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Figure 3.6: A picture of CDF’s Run I Central Tracking Chamber (CTC), which sits
in the museum area of the main CDF building (B0) [40]. The Run II COT design
is very similar, but with a larger number of cells and a larger number of wires for
stereo layers, allowing for a smaller maximum drift distance [42].

and (ii) to provide accurate momentum reconstruction of charged particles. The

chamber is composed of 8 superlayers of wire cells, where each cell contains anode

sense wire panels adjacent to cathode field wire panels, as shown in Figure 3.7.

The COT detector is filled with a gas mixture. As charged particles traverse the

controlled electric fields of the chamber, the gas is ionized and electrons from the

gas molecules drift toward a sense wire. This produces a current in the sense wire

which is amplified, creating a COT hit.

As charged particles travel through the COT detector, they produce hits on

sense wires along the way. For each superlayer, a portion of the particle’s path

is constructed based on these hits, creating a segment. Linking segments together

contributes to the track reconstruction. As Figure 3.7 illustrates, there are four

even-numbered axial superlayers and four odd-numbered stereo superlayers. The
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(a)

(b)

Figure 3.7: (a) The upper figure shows the a portion of the COT in the r− φ plane.
The number of cells per superlayer is given, along with whether the superlayer has
axial or stereo wires. The radius of each layer relative to the beam line is also shown
(in cm). The blow-up subfigure shows the geometry of the sense and field planes.
(b) The lower figure provides a diagram demonstrating more detail of the field/sense
planes, where three cells are shown. Each figure shown here is from Reference [42].

38



former have wires that are positioned parallel to the beam line and, therefore, only

provide tracking reconstruction for the r − φ plane. The stereo wires are angled

relative to the z axis to allow for three-dimensional track reconstruction.

For |η| < 1.0, the COT provides 96 possible hit measurements between a radius

of 44 and 132 cm from the beam line. The hit resolution is about 140 µm, which

allows for good momentum resolution, ∆pT/p
2
T
∼ 0.0015 (GeV/c)−1. The d0 and z0

resolutions are 250 µm and 5 mm, respectively.

3.1.3 Calorimetry

The calorimeters are built outside of the solenoid with the purpose of mea-

suring the energy of both neutral and charged particles. As incident particles enter

the region of the calorimeters, they interact with dense slabs of material with large

atomic Z, called an absorbing material because its purpose is to rapidly stop parti-

cles. Interactions with this material produces a shower of other particles with lower

energy, a cascade that continues until an energy threshold is met (dependent on the

material). At CDF, calorimeters contain alternating layers of the absorber and a

scintillating material. As particles from the shower pass through the calorimeter,

a portion of its energy is absorbed by the scintillating material which emits this

energy in the form of light (luminescence). This light is collected by photomultiplier

tubes (PMTs) and is converted to an electric analog signal that is amplified for elec-

tronic readouts. The total energy of an incident particle or incident particles can be

determined from these readouts.

Figures 3.8 (a) and (b) show one quadrant of the CDF calorimeter system,

divided into five parts, extending out to |η| = 3.6. The CEM and PEM are the

central and (end)plug EM calorimeters, respectively, and the CHA, WHA, and PHA

are the central, endwall, and (end)plug hadron calorimeters, respectively.
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(a)

(b) (c)

Figure 3.8: (a) One quadrant of the CDF detector showing the different calorimeter
subdetectors. (b) Similar to (a), but more detail is shown for the plug calorime-
ters [40]. (c) The plug calorimeter segmentation for a single φ wedge, also showing
θ and η boundaries for each tower in the wedge [43].
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Figure 3.9 shows one slice of the central calorimeter; this slice is called a

wedge and covers an azimuthal angle φ of 15◦. The full transverse plane is covered

with 24 wedges, minus small cracks between wedges. The upper (lower) region of

the wedge is a portion of the CHA (CEM), where it is seen that the amount of

material needed to fully contain a hadronic shower is much higher. The wedge

has subregions corresponding to values of η, which are each aligned to point back

to the center of the detector near the primary collision. The η divisions can also

be seen in Figure 3.8, which shows 22 total η regions with the numbering scheme

shown in red in the upper subfigure. The divisions in η and φ are called towers and

determine the sampling segmentation of the calorimeter detectors. Some portions

of plug wedges are actually divided into two subregions to provide slightly finer

segmentation, as shown in Figure 3.8 (c). The granularity of the calorimeters is

such that an EM shower generally deposits energy in only a few towers while a

hadronic shower deposits energy over many towers. This granularity also provides a

coarse position measurement for particle showers.

A more detailed description is provided next for the EM and HAD regions,

with an emphasis on the EM calorimeters, which measure photon energies. This is

followed by an explanation of the shower maximum detector, located within the EM

calorimeter as shown in Figures 3.1, 3.8 (b), and 3.9.

3.1.3.1. Electromagnetic calorimeters. Particles such as photons and elec-

trons1 interact with lead slabs in the EM calorimeter to produce a rapid cascade

of lower-energy particles. Figure 3.10 shows an example of this. Electrons interact

with lead nuclei via an electromagnetic process called bremsstrahlung. The first

diagram of Figure 3.11 shows this process where an electron interacts with a lead

1 Throughout this thesis, the word electron most often refers to either an electron or positron.
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Figure 3.9: An example of a central calorimeter wedge [40]. The lower (upper) region
is a portion of the EM (HAD) calorimeter. The shower maximum detector is located
six radiation lengths into the EM calorimeter.

nucleus to lose energy through photon radiation.2 Photons interact electromagnet-

ically with lead nuclei via the photoelectric effect, Compton scattering, and pair

production. The second diagram of Figure 3.11 shows the pair production process

where a photon interacts with a nucleus and converts to an e
+
e
− pair. The parame-

ter X0 in Figure 3.10 is the radiation length for the material, defined as the average

distance for a high-energy electron to lose all of its energy via bremsstrahlung except

1/e ∼ 37% of it. This length also corresponds to 7/9 of the mean free path for a

high-energy photon undergoing pair production [3].

Table 3.1 summarizes the CEM and PEM segmentation shown in Figure 3.8.

The CEM is segmented with 24 φ wedges (towers) of ∆φ = 15◦ and 10 η towers

2 Bremsstrahlung radiation is discussed in other parts of this analysis and refers to an electron
radiating a photon in the presence of a nucleus. Bremsstrahlung is a German word meaning braking
or deceleration radiation.
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Figure 3.10: Example electromagnetic cascade in the EM calorimeters in the presence
of absorber material (lead).

(a) Bremsstrahlung Radiation (b) Pair production

Figure 3.11: (a) The interaction process for an electron in the presence of absorber
material. (b) An example interaction process for a photon in the presence of absorber
material.

Table 3.1: Summary of the calorimeter detector segmentation and coverage. The
PEM ∆η segmentation varies as shown in Figure 3.8 (c). It is ∼0.1 for

1.1 < |η| < 1.6, ∼0.15 for 1.6 < |η| < 1.9, and ∼0.2–0.6 for 1.9 < |η| < 3.6.

Detector Coverage # of φ Towers ∆φ # of η Towers ∆η

CEM |η| < 1.1 24 15◦ 10 ∼0.1

PEM 1.1 < |η| < 3.6 24 or 48 15◦ or 7.5◦ 12 varies

of ∆η = 0.11. In the CEM, η − φ towers then have a size of 0.11 × 15◦. The

majority of each wedge in the plug region is subdivided into two regions to make φ

towers corresponding to 7.5◦. The size of the η towers varies. EM showers are well

contained, mostly falling within only a few neighboring η − φ towers.
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The resolution of the energy measurement of the EM calorimeters is roughly

proportional to the number of particles produced by the EM shower. The latter

is Poisson distributed and, therefore, the resolution can be expected to be propor-

tional to σN/N = 1/
√
N . The CEM and PEM σE/E resolution is 13.5%√

ET
⊕ 2% and

16.0%√
ET

⊕ 1%, respectively, where both improve for more energetic EM particles. Ta-

ble 3.2 provides a summary of the parameters describing the central and plug EM

calorimeters.

Table 3.2: Summary of the EM calorimeter features for the central and plug
detectors.

CEM PEM

Coverage 0 < |η| < 1.1 1.1 < |η| < 3.6

Thickness 19X0, 1λ 21X0, 1λ

Absorber (Pb.) 0.6X0 0.8X0

Scintillator 5 mm 4.5 mm

Energy Resolution 13.5%√
ET

⊕ 2% 16.0%√
ET

⊕ 1%

3.1.3.2. Hadron calorimeters. Incident neutral or charged hadrons interact

with iron slabs in the hadron calorimeters via inelastic nuclear processes to break

up iron nuclei [3]. The energy of these particles is then rapidly decreased by the

production of multiple less-energetic hadrons such as neutral and charged pions,

protons, neutrons, and kaons. Hadronic showers in the calorimeters contain both an

electromagnetic and hadronic component. Neutral pions or eta mesons decay almost

99% of the time to a pair of collinear photons, which interact electromagnetically

to produce an EM cascade (some of which is produced and measured in the EM

calorimeter). Charged secondaries (pions, protons, and kaons) will interact hadron-

ically and transfer energy through ionization and excitation of iron nuclei; they may

also produce more protons or neutrons through interactions with nuclei.
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Table 3.3 summarizes the η coverage and η − φ segmentation for the CHA,

WHA, and PHA. Their energy resolutions are limited by sampling and intrinsic

fluctuations of the detector and readout material, producing a much poorer energy

resolution compared to EM cascades [3]. The CHA, WHA, and PHA σE/E reso-

lution are ∼ 50%√
ET

⊕ 3%, ∼ 75%√
ET

⊕ 4%, and ∼80%√
E

⊕ 5%, respectively. Despite lower

energy resolution from hadron calorimeters, a complete reconstructed picture of the

primary interaction is impossible without it.

Table 3.3: Summary of the calorimeter detector segmentation and coverage. The
PHA ∆η segmentation varies as shown in Figure 3.8 (c). It is ∼0.1 for

1.2 < |η| < 1.6, ∼0.15 for 1.6 < |η| < 1.9, and ∼0.2–0.6 for 1.9 < |η| < 3.6. Some
detectors overlap in η due to detector geometry (see Figure 3.8).

Detector Coverage # of φ Towers ∆φ # of η Towers ∆η

CHA |η| < 0.9 24 15◦ 8 ∼0.1

WHA 0.66 < |η| < 1.32 24 15◦ 6 ∼0.1

PHA 1.2 < |η| < 3.6 24 or 48 15◦ or 7.5◦ 11 varies

3.1.4 Shower Maximum Detector

As discussed in the previous section, hadronic showers contain a substantial

EM component from neutral pions and eta mesons decaying to pairs of collinear

photons. The EM calorimeter segmentation is designed to capture and contain

such showers and provides only coarse position measurements. They are, therefore,

poor at distinguishing the difference between isolated direct photons (from the event

vertex) and photons from neutral meson decays. A separate detector is designed

for this purpose and to provide a precise position measurement for EM showers.

This shower maximum detector (SMX) is built at the location of the EM shower

maximum, six radiation lengths into the EM calorimeter as shown in Figures 3.8

and 3.9 for the plug and central regions, respectively.
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The CES detector is a gas chamber composed of orthogonal anode strips and

cathode wires. Figure 3.12 shows the local coordinate system for a CEM wedge and

CES chamber, where there are 64 wires and 128 strips per wedge. The anode wires

run in the direction of the z axis and measure the local CES x position, providing

the r − φ location of the shower. The cathode strips run parallel to the local x axis

and measure the local CES z position, providing the z position of the shower in the

detector. The position resolution is about ±1 mm for 50 GeV EM showers.

The PES detector is a chamber composed of two layers of scintillating strips.

As shown in Figure 3.13, this detector is divided into 8 sectors, each covering an

azimuthal angle of 45◦. The two sets of strips are called U and V layers and are

oriented 45◦ to one another. (Better π0 → γγ separation is obtained for larger U−V

crossing angles, but it is mechanically difficult to incorporate sectors above 45◦ [44].)

Each 45◦ sector contains 400 U and 400 V strips, providing a position resolution for

high momentum EM showers of about ±1 mm.

3.1.5 Cherenkov Luminosity Counters

CDF obtains its own instantaneous and integrated luminosity measurements

using the Cherenkov Luminosity Counter (CLC) detector. An instantaneous lumi-

nosity measurement is obtained from

L =
fBC · µ
σCLC

(3.3)

where fBC is the bunch crossing frequency, µ is the estimated average number of

pp̄ interactions per bunch crossing, and σ
CLC is the measured cross section by the

CLC for inelastic pp̄ interactions. The σ
CLC measurement is based on the number

of the hits in the CLC detector; these hits result in Cherenkov radiation which

produces a conical wave of light that is collected by PMTs. Figure 3.1 shows the

CLC located around the beam line in a conical hole within the plug calorimeters.
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Figure 3.12: Diagrams showing the orientation of the cathode strips and anode wires
of the CES detector, also indicating the local CES x and z axes [40]. The CES
detector is located 6 radiation lengths into the CEM.

Figure 3.13: Diagram showing one 45◦ sector of the PES detector, located 6 radiation
lengths into the PEM [43]. The two scintillator layers are oriented 45◦ to one another.
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References [45] and [46] provide more detail on this detector and the luminosity

measurement.

3.2 Trigger and Data Acquisition

As particles from a collision pass through the detector, readouts from different

detector components are converted to measurements such as energy and momen-

tum. Not every collision is of interest, however, because particles produced in pp̄

collisions usually come from common low-energy interactions that are well under-

stood. Instead, a filtering scheme is incorporated which is designed to very rapidly

distinguish a potentially interesting event from the common events and make a de-

cision on whether it is deemed worthy to be stored on disk for later analysis. With

pp̄ bunches crossing every 396 ns, the potential rate of data to be stored is about

2.5 MHz (2.5 million events per second). To make such a rapid decision, a three-tier

trigger system is used which reduces the rate, one level at a time, to less than about

250 Hz (< 0.01% of all collisions). This is a rate sufficiently low to allow time for

writing to disk [43]. Figure 3.14 shows a block diagram for the first two levels of the

trigger system.

The first level (L1) begins with a simple reconstruction of the event, such as

counting the number of calorimeter trigger towers with an ET of at least 12 GeV.

The detector inputs for the L1 decision are from the calorimeter, COT, and muon

readouts. Calorimeter trigger towers are formed by combining physical towers to

create a trigger segmentation of ∆η×∆φ ∼ 0.2×15◦ (energies measured by physical

towers are summed together to form the larger trigger tower). At L1, a count is then

obtained on the number of trigger towers above a given ET (= E sin θ) threshold,

with θ being the angle between the z axis and the line formed from the calorimeter

tower position and the center of the detector (z = 0). A COT track at L1 is

obtained from both axial and stereo wires using the eXtremely Fast Tracker (XFT),3
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Figure 3.14: A block diagram showing detector inputs for the first two levels of the
trigger system [43]. The third level of the trigger system uses all detector compo-
nents.

a processor designed for rapid reconstruction of high pT tracks. These tracks are

then extrapolated (using the XTRP) to the radius of the calorimeter and muon

detectors to identify electron and muon objects.

If an event is accepted at L1, it is sent to the second level (L2), which forms a

more refined picture of the event. The L2 decision contains all information available

3 The Baylor high energy physics group was primarily responsible for the maintenance of the
XFT. In particular, during data-taking, we shared the responsibility of monitoring its efficiency for
track finding and of answering calls at any time of day or night when a problem occurred. During
my one year residence in Batavia, I spent much time gaining expertise with this system (from
other students, postdocs, and senior scientists), monitoring its efficiency, sharing the responsibility
of carrying a pager, and documenting examples of both good and bad performance to better
understand how to identify future problems.
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at L1, in addition to CES information and output from a processor designed to look

for secondary vertices in the silicon, the Silicon Vertex Tracker (SVT). It additionally

clusters nearby calorimeter trigger towers to form a L2 EM trigger object from which

the L2 ET is obtained.

If an event is accepted at L2, the third level (L3) fully reconstructs the event

to make a decision on whether to store it on disk. The L3 system has access to all

detector elements and uses a computing farm to form the L3 decision.

The trigger and data acquisition systems are synchronized using the Trigger

Supervisor (TS) and CDF clock. Whether a pp̄ collision event passes a given level

is based on preselected trigger paths, which provides the ability to store and study

a wide variety of physics processes.

3.3 Good Run Bits

During a Tevatron store, the period of time during which the CDF detector

is on and is actively collecting data is called a run and each of these time ranges

is given a run number. Each run can contain anywhere from a few dozen collision

events to millions of events depending on the duration of a store and how long CDF

detector components are working properly during this store. At the end of each run,

good run bits for each detector component are set to true if they were functioning

properly during the run; portions of runs can also be marked as good. Whether a

run is good for physics analysis depends on which components were working and the

type of analysis being performed.

3.4 Offline Reconstruction

Event reconstruction in real data-taking time is performed with CDF’s online

computing systems. After data are stored on disk, offline computing and software

systems are used. The basic principles of track parametrization, vertex reconstruc-
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tion, and calorimeter clustering are described here for offline reconstruction. Online

algorithms for the trigger response are similar, but slightly different due to the need

for quick decision processing.

3.4.1 Track Reconstruction

CDF tracks are classified into different (orthogonal) groups based on their

silicon hit information and the track reconstruction algorithm [41, 47, 48]. Because

the density of hits is much higher for smaller radii near the collision point, track

reconstruction begins with an outside-in (OI) algorithm, starting with hits in outer

COT superlayers or layers 6 and 7 of the silicon. For the central region, COT tracks

are first formed by linking segments between superlayers and/or using a histogram

linking algorithm based on hit patterns. The COT track is then used as a seed to

search for a track fit including silicon hits. Outside the acceptance of the COT,

silicon standalone (SiSA) tracks are also obtained using an OI approach with only

silicon hits, starting with two three-dimensional measurements from the outer two

silicon layers and a third point obtained from the beam line. This provides an initial

prediction of the particle track, which is modified with the addition of more hits from

other silicon layers. The pattern recognition for SiSA tracks is much harder due to

having a maximum of only 8 measurements, while COT tracks can be reconstructed

from up to 96 measurements. Some lower pT tracks traverse inner COT layers and

fail to be reconstructed by OI algorithms. Inside-out (IO) algorithms are also then

employed to improve track reconstruction, particularly in the plug region [49]. The

IO algorithm starts with SiSA tracks and searches outward to add COT hits. Using

multiple algorithms provides a combined track reconstruction efficiency of near 100%

for the central region and up to about 75% in the plug region [49].
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Charged particle tracks at CDF are described using five parameters defined at

the helix’s point of closest approach to the origin of the detector [50] (at perigee as

shown in Figure 3.15):

• c0: the signed half-curvature of the track. The curvature is defined as 1/r,

with r equal to the xy radius of the helix. The half-curvature c0 is q/(2r)

where the track charge q = ±1. The charge is determined from the direction

the track bends since positively charged particles bend one direction in the

solenoid’s magnetic field and negatively charged particles bend the other

way.

• φ0: the azimuthal angle at the point of closest approach to the origin of the

detector. This angle gives the direction of the track in the r − φ plane at

minimum approach.

• d0: the signed impact parameter. This quantity is the radial distance be-

tween the detector origin and the helix curve at the point of closest approach.

Figure 3.16 shows the sign given to the impact parameter for the four differ-

ent scenarios obtained when q is either +1 or −1 and when the helix curve

either contains or does not contain the z axis. If the sign of d0 and q are

not the same, then the helix curve contains the z axis and the distance to

the helix center can be calculated as ρ = r − |d0| (as in Figure 3.15). If the

sign of d0 and q are the same, then the helix curve does not contain the z

axis and ρ = r + |d0|.

• cot θ0: the cotangent of the polar angle at the point of closest approach.

• z0: the z position of the helix at the point of closest approach.

These parameters are stored for each track along with a 5 × 5 covariance matrix

describing their errors.

Given these parameters, we know the trajectory of the charged particle and its

vector momentum. With knowledge of the region over which the magnetic field acts
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Figure 3.15: Diagram showing r − φ (left) and r − z (right) track parameters.

Figure 3.16: The sign of the impact parameter, d0, is shown for the four scenarios
obtained when q = ±1 and the track curves towards or away from the z axis [50].
The CDF magnetic field points along the −z axis (into the page).

and does not, the track can be extrapolated to any position in the detector. The

d0 and z0 positions determine the vertex of the track and the other parameters are

used for momentum reconstruction. The particle’s transverse momentum is obtained
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from

pT = |q|Br. (3.4)

In units of eV/c, this is can be written as

pT =
Br

c
=

B

2c

1

|c0|
(3.5)

where c is the speed of light. The pT of a charged particle is then just a constant

multiplied by 1/c0. The total momentum is obtained from

p =
pT

sin θ0
(3.6)

and the momentum components are

px = pT cosφ0 (3.7)

py = pT sinφ0

pz = p cos θ0.

With these quantities, the fourth parameter is also sometimes written as

cot θ0 =
pz

pT
. (3.8)

3.4.2 Vertex Reconstruction

Within a single bunch crossing, multiple pp̄ interactions can occur which are

recorded as a single event. Even if there is only one high pT interaction, remnants

of the beam can also contribute lower pT interactions, which means that more than

one vertex is reconstructed per event. (Section 8.1 describes these concepts in more

detail.)

We use a z vertex finding algorithm [51] that has the purpose of determining

the z position of primary vertices and counting the number of reconstructed vertices.

The z position of the primary vertex is important for measuring the ET of EM and

HAD calorimeter towers, as shown in Figure 3.17.
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Figure 3.17: The ET measurement for an EM cluster is calculated from ET = E sin θ
with the EM polar angle obtained relative to the primary vertex location [40]. For
trigger towers, the primary vertex is assumed to have zvtx = 0. During offline EM
calorimeter clustering, this also true, but once an EM cluster is obtained, its ET is
calculated using the reconstructed primary vertex.

Preliminary vertices are formed from COT and/or silicon three-dimensional

(stereo) hits using a histogram algorithm: the z position of preliminary tracks from

these hits are used to fill a histogram and resonances in the histogram provide the

position of preliminary vertices. Tracks are associated to these seed vertices if their

z0 position is within a minimum distance (of a few cm) of the preliminary z vertex

and if they have a minimum pT . The vertex z position is then recalculated from

an error weighted average of the z0 positions of associated tracks clustered to the

vertex:

zvtx =

�
i
z
i

0/(∆z
i

0)
2

�
i
1/(∆z

i

0)
2
. (3.9)

The vertices are classified according to the number of tracks with silicon and/or COT

hits. For example, Quality 0 refers to all vertices and Quality 7 refers to vertices

having ≥ 6 tracks with silicon hits and ≥ 1 track with COT hits. As with many

CDF analyses, we use Quality 12 vertices which have ≥ 2 tracks with COT hits

(tracks with COT hits reduce fake rates). This class of vertices is chosen because
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it provides a balance between true vertex reconstruction efficiency and the number

of fake vertices reconstructed. A linear relationship is also observed between the

number of Quality 12 reconstructed vertices in an event (Nvtx) and instantaneous

luminosity [51].

Each reconstructed vertex is assigned a vertex pT defined as the sum of the

transverse momentum of its associated tracks (
�

tracks pT ).

3.4.3 Electromagnetic Calorimeter Clustering

The primary particles of interest in this analysis are photons, some of which

convert to an electron-positron pair before reaching the calorimeters. Both photons

and electrons are dependent on energy measurements of the EM calorimeters. This

section first describes how such EM objects are obtained by clustering energy in

calorimeter towers. It ends with a description of the resulting detector coordinates

of the cluster. Later chapters describe how particles are identified from these clusters.

Figure 3.18 provides an example of an EM shower in the central calorimeters.

The shower profile is shown in an η − φ grid with the amount of energy from the

EM (HAD) calorimeter indicated in pink (blue). Clusters are formed from energy

measurements made in such towers. The η − φ towers available for calorimeter

clustering are given in Figure 3.19 for the CEM (blue) and PEM (green). For

clustering, an ET measurement for each tower is obtained as shown in Figure 3.17,

with zvtx = 0. For a given event, clusterable towers are those which have an ET

greater than 100 MeV. Clustering in both the CEM and PEM begins by searching

for all towers with ET > 3 GeV, called seed towers. The seed towers are then sorted

by decreasing ET such that clustering begins with the largest ET tower. Neighboring

towers, called daughter towers, are grouped with the seed tower if they are in the

same detector (CEM or PEM) and not already included with another cluster.

56



Figure 3.18: “Lego” plot of an EM shower in the calorimeter. The yellow grid shows
the η−φ segmentation, so each rectangular region represents a calorimeter tower [40].
Pink represents the amount of EM ET and blue represents the amount of HAD ET .
The tower blocks provide an example of an EM shower in the central calorimeters.
The energy of an EM shower is generally contained within a few towers. Only a
small amount of this energy leaks into the hadron towers. The red circle indicates a
region in η − φ space defined by ∆R =

�
∆φ2 +∆η2.

In the CEM, daughter towers are defined as border towers with the same φ

value as the seed tower such that the difference is η and φ index numbers from the

seed is ∆nφ = 0 and ∆nη = 1. Central EM clusters, therefore, contain a minimum

of one tower (the seed) and a maximum of three towers (when both neighbors have

ET > 100 MeV), all in the same φ wedge.

The PEM detector geometry is different from the CEM, however, and a clus-

tering algorithm is desired that allows daughter towers with ∆nφ = 1 and ∆nη = 1,

which includes towers that either border or share a corner with the seed. With all

daughter towers being equal, this would lead to a 3 × 3 structure, with the seed

at the center. This cluster size was considered too large, however, and the PEM

clustering algorithm most often constrains the size to a square 2× 2 structure. The

2 × 2 structure starts by obtaining the bordering daughter tower with the largest

ET among the seed’s neighbors. The cluster is completed by searching for a pair of

towers that neighbor both the seed and this daughter and have total ET > 100 MeV.

If there are two such sets, the pair with higher ET is selected. The 3 × 3 structure
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Figure 3.19: Calorimeter segmentation in η− φ space for the central (blue) and plug
(green) electromagnetic calorimeters, CEM and PEM, respectively. Calorimeter
wedge numbers (0–23) are shown on the left vertical axis labels, each covering 15◦

in φ. For a portion of the plug region, each wedge contains two towers such that the
tower φ segmentation is 7.5◦. The x axis shows the west (left) and east (right) η tower
numbers, from 0–21 as shown in Figure 3.8, with a coverage of 0 < |η| < 3.6. The
white box, called the chimney, is a region excluded from use in particle identification.
It is a gap in the detector used for cables and cryogenic utilities needed for the
solenoid.

is allowed in the PEM if there are no daughter towers with these requirements or if

the seed is on the boundary in the PEM where the φ segmentation goes from 7.5◦

to 15◦ (Figure 3.19).

Central and plug energy clusters obtained in this way [52] are called EM clus-

ters, or EM objects throughout this paper. Their total EM energy (EEM) is the

sum of the energies of each EM calorimeter tower included in the cluster. The total
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amount of hadronic energy (EHAD) of the cluster is obtained from the sum of the

associated HAD calorimeter towers. The total cluster energy is E = EEM + EHAD.

Since a real EM object deposits essentially all of its energy in the EM calorimeters,

we take the total energy of such a particle to be the measurement from the EM

calorimeters alone and often refer to it as just E rather than EEM (or ET rather

than E
EM
T

).

The η and φ detector coordinates of the cluster are obtained from an energy-

weighted method. The EM cluster positions are from the EM energy-weighted sum

of the η and φ detector positions of each tower in the cluster,

ηEM =

�
i
E

i

EM × η
i

�
i
E

i

EM

(3.10)

φEM =

�
i
E

i

EM × φ
i

�
i
E

i

EM

. (3.11)

A similar calculation is performed for the hadronic cluster positions:

ηHAD =

�
i
E

i

HAD × η
i

�
i
E

i

HAD

(3.12)

φHAD =

�
i
E

i

HAD × φ
i

�
i
E

i

HAD

. (3.13)

The detector coordinates for the cluster are then obtained from

η =
EEM × ηEM + EHAD × ηHAD

E
(3.14)

φ =
EEM × φEM + EHAD × φHAD

E
(3.15)

which are called detector η and detector φ.

3.4.4 Clustering in Shower Maximum Detectors

Energy clusters are also formed in the CES and PES from hits in their strips

and wires. These SMX clusters are later matched to their corresponding CEM or

PEM cluster based on their proximity to these clusters [52].
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For each wedge, CES clusters are obtained from either a strip-based algorithm

or a track-based algorithm [53]. The former is considered an unbiased approach

and the latter is used for charged EM objects, particularly electrons. The strip-

based algorithm sorts the energy of strips from largest to smallest and seed strips

are obtained from those which have an energy above a certain threshold. Strips

surrounding the seed are grouped to form a 1D cluster, and this is repeated for the

wire layer to form its own 1D shower. For both layers, 11 wire and 11 strips are

used to form a cluster. The two energy showers are then matched to form a 2D CES

cluster with the following energy-weighted local CES x and z coordinates:

xCES =

�11
i
xiE

w

i�11
i
E

w

i

zCES =

�11
i
ziE

s

i�11
i
E

s

i

(3.16)

where E
w

i
(Es

i
) is the energy measured by the i

th wire (strip). This is repeated for

other seeds, excluding any already-used strips or wires. The track-based algorithm

extrapolates tracks to the location of the CES, and the strip or wire near this location

is used as a seed. Strips and wires near the seed are then grouped as they are with

the seed-based algorithm to form a 2D cluster, and coordinates are obtained from

Equation (3.16).

PES clustering uses a strip-based algorithm, forming both a U and V layer

cluster from 9 strips with a seed at its center. The energy for each layer is obtained

by summing the energies of the corresponding strips of the cluster. As with the CES,

the two 1D clusters of the U and V layers are matched to form a 2D PES cluster.
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CHAPTER FOUR

Central and Plug Photon Identification

We refer to photons with |η| < 1.1 as central photons and those with 1.1 <

|η| < 3.6 as plug photons, where η refers to the detector EM cluster position. This

chapter discusses the reconstruction of photons that do not convert to an e
+
e
− pair

in the detector, and the next chapter discusses the reconstruction of central photon

conversions. A description of photon kinematic variables and photon identification

(ID) is first provided in this chapter, followed by a description of the ID efficiency.

4.1 Kinematic Variables

The total energy of an EM shower is the sum of energies of all towers in the

cluster. Before applying the offline photon selection, we make corrections to the

energy of each EM shower. The first of the corrections shown here is actually made

online [54] and is applied only to data. The remaining two are applied offline for EM

clusters both in the collision data and in any Monte Carlo (MC) simulated data.

• Time-dependent gain variations : The gain variations of phototubes for each

tower are monitored over time and corrected during run-time [54].

• Face (or map) correction: A correction of a few percent is made to the

energy offline based on the location of the shower in the tower. If a shower

is near a phototube, there is a higher measurement of energy than if the

same shower energy were in the center of a tower. Since towers vary in size,

corrections are applied per tower and are based on 50 GeV electron test

beam measurements and cosmic ray studies [55, 56].

• Z-based energy correction: After other corrections are made, calibrations

are performed by plotting the reconstructed Z boson mass from Z → e
+
e
−

61



decays. For different data-taking periods, the Z mass is measured from the

mean of a fit made to the data, and this measurement is compared to the

accepted PDG value of 91.2 GeV/c2 [3]. The CEM (PEM) energy is tested

if an electron falls into the central (plug) region. A separate correction is

applied to each data-taking period and is obtained from the ratio of the PDG

mass to the reconstructed mean obtained from the data. A single correction

is also applied to MC events. This correction is obtained from the ratio of

the PDG mass to the reconstructed mass obtained from Z MC samples.

As previously described, the ET of the shower is obtained from E sin θ, where

the calorimeter energy includes the energy corrections just discussed. For central

and plug offline reconstruction, the polar angle θ is formed relative to the z position

of the primary vertex (zvtx) and the position of the cluster in the shower maximum

detector (see Figure 3.17). In particular,

sin θ =
RSMX�

R
2
SMX + z

2
vtx

(4.1)

where RSMX is the radial distance from the z axis to the shower position in the CES

or PES detector. The selection of the primary vertex is described in Section 6.4.

A real photon is massless and, therefore, the total vector momentum of photon

candidates is set to the energy obtained from the EM calorimeter energy measure-

ment: p = E and pT = ET (with c = 1). The photon four-momentum is then

P = (E, px, py, pz) = (E,ET cosφ,ET sinφ,E cos θ) (4.2)

where φ is determined from the azimuthal position of the EM cluster (Equation (3.11)).

4.2 Photon Identification

Photon reconstruction is based on a set of detector variables that are designed

to distinguish true photons from other objects (called backgrounds). In general,

photons are differentiated from these other particles because they deposit an isolated
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energy cluster in the EM calorimeter alone and have no tracks pointing to them.

Photon identification then consists of requirements based on how isolated the photon

is in the calorimeter, the amount of energy in the EM vs. HAD calorimeters, and the

presence of tracks. The selection is also designed to distinguish photons originating

from the primary collision and collinear photon pairs from the decay of a neutral

meson in the core of a jet. The former are called direct, or prompt, photons. An

illustration of each is given in Figure 4.1. A set of variables is also included that

require the profile of the EM shower to be consistent with that of a prompt photon.

(a) Isolated Direct Photon (b) Collinear Photon Pair in a Jet

Figure 4.1: (a) Illustration of an isolated energy deposition from a direct (prompt)
photon from the primary collision. (b) Illustration of an energy deposition from a
collinear pair of photons from the decay of a neutral meson in the core of a jet [40]

.

The typical approach for photon identification at CDF is to make require-

ments, called cuts, on each individual detector variable. The selected cut for a

particular variable is based on the different spread of values measured for photons

versus backgrounds. Looser cuts on these variables provide a high efficiency for true

photon reconstruction, but also allow for a higher fraction of fake photons to be

reconstructed. Tighter cuts (a more stringent selection) on these variables result

in a lower efficiency for selecting pure photons, but better reject the fake photon

background. This cut-based approach is very effective and we apply the standard
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CDF tight selection for reconstructing plug photons. For central photons, we obtain

an even better efficiency for identifying photons and rejecting backgrounds by using

a multivariate (MV) analysis technique.1 Both central and plug photon ID for this

analysis are now described in more detail.

4.2.1 Central Photon ID

Multivariate algorithms in particle physics are typically given an input set of

variables sensitive to distinguishing a signal from backgrounds, and they output a

single continuous variable with a value that describes how signal-like or background-

like a candidate object or event is [58]. These algorithms “learn” the statistical

relationships (such as correlations) between input variables in order to extract as

much information as possible to distinguish signal and background candidates. For

particle identification, a single cut can be applied on the MV output. The MV

central photon ID developed for CDF is summarized here and described in more

detail in References [59] and [60].

4.2.1.1. Neural net training. Both electrons and jets can be backgrounds to

the identification of prompt photons. Electrons, however, have an almost identical

signature in the EM calorimeters as photons and are effectively rejected with the

standard central CDF tight cuts on track-based variables (about 99% rejected). We

furthermore want a photon ID that can be slightly modified to identify electrons

so that we can later use electrons from Z boson decays to determine the efficiency

of the photon ID selection. In particular, input variables for the MV algorithm

were selected that have an almost identical distribution for electrons as for photons.

Standard CDF tight cuts are maintained for removing electrons and the MV tool

is instead used to better reject the largest background to photon reconstruction:

1 Reference [57] describes a MV ID for plug photons that was recently studied.
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jet backgrounds mostly due to π
0 and η meson decays. In order to let the MV

algorithm concentrate on distinguishing harder cases where a jet looks like a real

photon, loose cuts are first applied on central photon variables not already used for

electron rejection.

After this initial selection, several MV algorithms were “trained” using sim-

ulated photon and jet MC samples; six variables sensitive to differences between

photons and jets were given as inputs. Based on this training, an artificial neural

network (NN) was found to provide both the best efficiency for identifying photons

(signal efficiency) and efficiency for rejecting jet backgrounds (background rejec-

tion) [59, 60]. The variables used as inputs for the NN are described next. For these

descriptions, the corrected energy and ET are obtained as described in Section 4.1.

• Had/Em: Jets have a large fraction of energy in the HAD calorimeter while

photons do not. The Had/Em variable is the ratio of hadronic to EM energy,

EHAD/EEM. These energy values are defined in Section 3.4.3.

• Calorimeter Isolation ET : Jets generally deposit energy over a wide region of

the calorimeters while photons have compact energy clusters. The calorime-

ter isolation variable quantifies the amount of energy near an EM shower.

After the EM cluster’s ET has been subtracted, calorimeter isolation ET is

defined as the sum of ET in towers surrounding the cluster. The towers

included in this definition are those within a cone of radius 0.4 around the

(η, φ) position of the EM cluster’s seed tower: ∆R =
�

∆φ2 +∆η2 < 0.4.

This quantity is corrected for the amount of energy from a shower that is ex-

pected to have leaked into adjacent wedges (and is, therefore, not included

in the cluster’s ET calculation). A correction to the isolation ET is also

applied based on the number of reconstructed vertices in the event; this is

to account for the contribution of energy arising from underlying event and

multiple pp̄ interactions in a single bunch crossing (see Section 8.1).

65



• Track Isolation pT : Jets have many tracks associated with a calorimeter

cluster while photons do not.2 Tracks with a z0 position within 5 cm of the

z position of the primary vertex are extrapolated to the EM calorimeter.

The track isolation pT is obtained from the sum of pT from tracks that are

within a cone of ∆R < 0.4 around the EM cluster centroid.

• Chi2Strip and Chi2Wire (CES Strip and Wire χ
2): These variables help

better distinguish prompt photons from photon pairs produced in neutral

meson decays. Figure 4.2 illustrates how the shower profile of collinear pho-

tons in the CES is generally different from that of a direct photon because it

has two energy clusters. The expected energy profile for a single EM shower

was determined early in Run II using test beam data and the profile was

measured separately for the strip and wire CES layers. A χ
2 is obtained by

comparing the lateral shape of a CES energy cluster to the profile measured

from the test beam data, separately for the strip and wire views.

• Lshr : The purpose of this variable is to distinguish the photon and electron

shower development in the EM calorimeter to that of jets, based on the

lateral sharing of energy in towers adjacent to the EM cluster’s seed tower.

The Lshr variable (pronounced el share) is a measure of how well the EM

shower profile agrees with the expected profile for a single EM shower. Lshr

is defined as

Lshr =
0.14

�
i
(Emeas

i
− E

exp
i

)�
(0.14

�
E

meas
EM )2 +

�
i
(∆E

exp
i

)2
(4.3)

where the sum is over towers in an EM cluster adjacent to the seed tower

and in the same wedge as the seed tower (i.e. over either a one or two tower

sum). The value E
meas
i

is the measured energy in an adjacent tower, Eexp
i

is the expected energy in the adjacent tower obtained from test beam data,

2 This track isolation variable is also typically used to reject electrons; however, it can be
modified for electron ID studies using the NN by subtracting the electron’s track pT .
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(a) Isolated Direct Photon

(b) Collinear Photon Pair in a Jet

Figure 4.2: Illustration of the shower profile in the shower maximum detector
for (a) a direct (prompt) photon and (b) collinear pairs of photons from the
decay of a neutral meson [40].

E
meas
EM is the total measured EM energy of the 1–3 tower cluster, and ∆E

exp
i

is an estimate of the uncertainty in E
exp
i

.

• CES/CEM : This is the ratio of energy measured by the CES to the energy

measured by the CEM. This variable helps distinguish prompt photons and

photons from neutral meson decays.

For photon and jet MC samples, Figure 4.3 shows the input variable shapes

and Figure 4.4 shows the corresponding NN output. The background generally has

a NN value near zero while the signal peaks near one.

4.2.1.2. Central photon ID cuts. For central photon candidates in both data

and MC events, we apply the same initial selection as was used in training: standard

CDF tight cuts to remove electrons and loose cuts to remove photon candidates that

are more easily identifiable as jets. Each of the variables to which cuts are applied

is next described.
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Figure 4.3: Distributions of variables used as inputs to the NN, shown for photon
and jet MC samples. Each distribution is normalized to unit area.

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Photon MC

Jet MC

NN Output
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to unit area.
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• E and ET : The corrected energy and ET are obtained as described in Sec-

tion 4.1. We select energetic photons by requiring their ET to be at least

15 GeV.3

• CES Fiducial : The EM shower reconstructed in the CES detector is required

to have a cluster position that is in the fiducial (well-instrumented) region

of the CES detector. This is obtained by making cuts on the local x and z

positions of the CES cluster.

• Had/Em: Since this is one of the variables used as an input for the NN, we

apply the standard CDF loose cut on this variable.

• Calorimeter Isolation ET : A sliding cut is made on this variable because the

isolation profile changes for higher ET EM showers. We apply the standard

CDF loose cut since this is one of the variables used as an input for the NN.

• Track Isolation pT : Since this is one of the variables used as an input for

the NN, we apply the standard CDF loose cut on this variable.

• N Tracks (N3D) and Track pT : Three-dimensional tracks (i.e. tracks with

at least one stereo segment) are extrapolated to the plane of the CES, and

N3D is the number of tracks that have a position within 5 cm of the CEM’s

seed tower boundary in the z direction. For a true photon, there should be

no tracks pointing to the EM cluster. However, one track is allowed if it

has small transverse momentum. Tight cuts are made on these variables to

remove electrons.

• 2nd CES cluster ET : We have made a tight cut on this variable to remove

photons from meson decays that tend to produce two CES energy clusters.

This cut is made by restricting the ET of the second highest CES strip

3 For the diphoton selection, we use a trigger that selects events with at least one EM shower
of ET > 25 GeV. At least one photon, then, will have ET > 25 GeV and the other must have an
ET of at least 15 GeV. See Section 8.3.3 for how the trigger efficiency is applied to the H → γγ

MC prediction.
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or wire cluster that can be matched to the EM calorimeter cluster. The

CES ET is obtained from the energy of a CES cluster multiplied by sin θ

(Equation (4.1)).

• NN Output : As described in Section 4.2.1.1, we place a cut on the NN output

to better remove jet backgrounds. A figure of merit, called significance, was

calculated from s/
√
b where s is the expected number of H → γγ signal

events (for mH = 120 GeV/c2) and b is the approximate number of diphoton

candidate events in the data in which one or both reconstructed photons are

from a jet. This figure of merit was plotted as a function of the NN cut and

the maximal value of the significance was obtained using a cut of 0.74.

Table 4.1 summarizes the central photon ID selection.

Table 4.1: Central photon selection cuts listed in the order that they are applied.

Central Photon Variable Cut

ET > 15 GeV

CES Fiducial |xCES| < 21 cm, 9 < |zCES| < 230 cm

Had/Em < 0.125

Calorimeter Isolation < 0.15ET GeV for ET ≤ 20 GeV

< 3.0 + 0.02(ET − 20.0) GeV for ET > 20 GeV

Track Isolation < 5 GeV/c

N track (N3D) ≤ 1

Track pT (if N3D = 1) < 1.0 + 0.005ET GeV/c

2nd CES Cluster ET < 0.14ET GeV for ET < 18 GeV

< 2.4 + 0.01ET GeV for ET > 18 GeV

NN Output > 0.74

4.2.2 Plug Photon ID

We apply a cut-based approach for plug photon ID using the standard CDF

plug photon selection. Some variables were already described for central photons,

and a description of those that were not is given here.

70



• PES Fiducial : EM showers in the plug region are required to pass through

the fiducial region of the PES: the detector η value of the shower as measured

by the PES is to be in the range 1.2 < |η| < 2.8.

• PEM χ
2
3×3: A cut on the lateral shower profile in the PEM helps reduce

π
0
/η → γγ backgrounds. The energy distribution of the 3×3 block of towers

surrounding the seed tower of an EM cluster is fit to profiles from electron

test beam data to construct a χ
2.

• PES 5 by 9 U and V : A PES energy cluster is obtained from 9 strips sur-

rounding a seed strip, separately for the U and V layers. For each layer, the

ratio of the energy of the middle 5 strips to the energy of all 9 strips is used

to distinguish prompt photons from neutral meson decays.

Table 4.2 summarizes the cuts on plug photons.

Table 4.2: Plug photon selection cuts listed in the order that they are applied.

Plug Photon Variable Cut

ET > 15 GeV

PES Fiducial 1.2 < |η| < 2.8

Had/Em < 0.05 for E ≤ 100 GeV

< 0.05 + 0.026× ln(E/100) for E > 100 GeV

Calorimeter Isolation < 0.1ET GeV for ET < 20 GeV

< 2.0 + 0.02(ET − 20.0) GeV for ET > 20 GeV

PEM χ
2
3×3 < 10

PES 5 by 9 U and V > 0.65

Track Isolation < 2.0 + 0.005ET GeV/c

4.3 Photon ID Efficiency

We next discuss the efficiency of this identification for true photons. Based on

the results of this study, we apply a correction factor to H → γγ simulated events

based on differences between the measured efficiency in MC samples relative to the

data. For the high ET range that we wish to study, there is not a large sample
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of pure photons available in the data. We instead take advantage of similarities

between electron and photon showers in the EM calorimeter and use a photon-like

ID to reconstruct electrons.

4.3.1 Method

To measure the photon ID efficiency, a high-purity sample of Z → e
+
e
− events

are obtained using a “tag and probe” method. We first reconstruct a “tag” electron

leg: one that is identified using tight cuts and in a region of the detector where

the identification efficiency is high (i.e. the central region). The second electron leg

is considered the “probe” leg and we measure the photon ID efficiency from this

electron. The invariant mass of the e
+
e
− pair is used to select events around the

Z pole, which reduces backgrounds for this study. This method has been used by

many previous photon analyses at CDF and we have repeated it for this analysis.

The efficiency calculation is performed in both data and simulated events where

the data are obtained from a high pT electron trigger4 and the simulated events are

from Z → e
+
e
− MC samples. For this study, we use data from the same time

periods used in the H → γγ analysis (data-taking period numbers 0 through 38).

Essentially the same good run list is used (see Section 6.5) and the z position of

the event vertex must be within 60 cm of zero, as required for the H → γγ analysis

(Section 6.4). The following modifications are made to the photon ID for electrons.

• Track Isolation: The only modification made to this variable is to subtract

the pT of the highest pT track associated with the EM cluster. This is done

for both the central and plug photon ID selection. For the central selection,

the modified track isolation pT is also used as an input to the NN.

4 The ELECTRON CENTRAL 18 trigger is used to collect data from CDF b-stream datasets in
Stntuple format: bhelbd, bhelbh, bhelbi, bhelbj, bhelbk, bhelbm, bhelap. This comprises CDF
data-taking periods 0–38, which were collected from February 2002 through September 2011.
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• N tracks (N3D) and Track pT : The requirements on these variables are

identical to those applied for the central photon selection except rather than

cutting on the highest pT track, cuts are made on the second highest pT

track.

• E/p: For high momentum electrons, p � me and, therefore, E/p → 1. A cut

on the ratio of the energy of the EM cluster to the momentum of the highest

pT track is added to the central electron selection only. In the presence of

detector material, an electron can radiate a photon via bremsstrahlung such

that its momentum is reduced. The momentum measurement of the elec-

tron’s track is lower as a result, however the energy measurement from the

calorimeter may remain unchanged because the photon’s energy is included

in the same calorimeter cluster as the electron’s. This skews the measure-

ment of the photon ID efficiency and a cut on E/p reduces the number of

these events (a decreased p results in a higher ratio.)

Loose and tight photon-like identification for central and plug electrons is given in

Tables 4.3 and 4.4.

Figure 4.5 shows the NN response for electrons from Z events in data and MC

samples and photons from a H → γγ MC sample. This plot provides an example of

the similarity of the electron response to the photon-like cuts compared to photons.

This figure also gives an indication of how the MC simulation compares to the data

for the central ID selection.

Z → e
+
e
− events are divided into two categories, one in which two central

electrons are found (CC events) and one in which a central and plug electron are

found (CP events). In both cases, the central tag leg must pass tight central photon-

like ID. In CC (CP) events, central (plug) photon-like ID cuts are then applied to

the probe leg to measure efficiencies.
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Table 4.3: The photon-like central electron selection cuts, listed in the order that
they are applied. The loose selection is defined by the first three cuts and the tight

selection consists of these loose cuts in addition to the remaining cuts shown.

Central Electron Variable Cut

ET > 15 GeV

CES Fiducial |xCES| < 21 cm, 9 < |zCES| < 230 cm

E/p > 0.9 and < 1.1

Had/Em < 0.125

Calorimeter Isolation < 0.15ET GeV for ET ≤ 20 GeV

< 3.0 + 0.02(ET − 20.0) GeV for ET > 20 GeV

Track Isolation – Highest Track pT < 5 GeV/c

N track (N3D) ≤ 2

2nd Track pT (if N3D = 2) < 1.0 + 0.005ET GeV/c

2nd CES Cluster ET < 0.14ET GeV for ET < 18 GeV

< 2.4 + 0.01ET GeV for ET > 18 GeV

NN Output > 0.74

Table 4.4: The photon-like plug electron selection cuts, listed in the order that they
are applied. The loose selection is defined by the first two cuts and the tight
selection consists of these loose cuts in addition to the remaining cuts shown.

Plug Electron Variable Cut

ET > 15 GeV

PES Fiducial 1.2 < |η| < 2.8

Had/Em < 0.05 for E ≤ 100 GeV

< 0.05 + 0.026× ln(E/100) for E > 100 GeV

Calorimeter Isolation < 0.1ET GeV for ET < 20 GeV

< 2.0 + 0.02(ET − 20.0) GeV for ET > 20 GeV

PEM χ
2
3×3 < 10

PES 5 by 9 U and V > 0.65

Track Isolation – Highest Track pT < 2.0 + 0.005ET GeV/c

In all events, the probe electron leg must pass at least the loose cuts. For those

that pass loose cuts and each remaining cut, we fill histograms of the invariant mass

distributions of the e+e− pair (Mee). Figure 4.6 shows examples of such histograms.

Each histogram is fit to the sum of a Gaussian function (for the Z pole) and a
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Figure 4.5: After all other cuts have been applied, the NN output for central electrons
from Z decays in data and MC simulation is shown, demonstrating the similarity of
the MC prediction to the data. The NN output for central photons from a H → γγ

MC sample is also shown to demonstrate the similarity of the electron and photon
response to the central ID selection. All histograms are normalized to unit area.

linear function (to describe backgrounds). The number of signal events that pass

a particular cut is first estimated from the integral of the Gaussian over the range

86 < Mee < 98 GeV/c2. The background is then subtracted from this value by

averaging the number of events away from the central Z mass, on either side of

its mean value: 66 < Mee < 72 GeV/c2 and 112 < Mee < 118 GeV/c2. The

background-subtracted number of signal events is labeled NT i where the T indicates

that at least one central leg has passed tight cuts and i indicates that these are events

for which the probe leg has passed the photon-like selection at least up through the

i
th cut. If the probe leg has passed the photon-like selection at least up through the

loose (tight) cuts, then the corresponding number of background-subtracted events

is labeled NTL (NTT ).

We begin with the efficiency equation for plug photons which is

�
PEM
i

=
NT i

NTL

(4.4)
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Figure 4.6: Example Z → e
+
e
− invariant mass (Mee) plots are shown for the (a)

central and (b) plug photon ID efficiency study. The black (red) histograms of each
plot are from cases in which the probe electron leg passes loose (tight) cuts. The fit
discussed in the text is also shown for each histogram. Plots obtained from the data
(MC simulation) are shown on the left (right).

where �PEM
i

is the cumulative plug photon ID efficiency obtained for the photon-like

selection applied to the probe leg up through the ith cut. For the central ID efficiency,

the equation is slightly more complicated to account for the fact that both electrons

are in the central region and that the tag leg is already required to pass the tight

central photon-like ID. This bias is avoided with the use of a corrected efficiency

formula (derived in Appendix A):

�
CEM
i

=
NT i +NTT

NTL +NTT

(4.5)

where �
CEM
i

is the cumulative central photon ID efficiency obtained for the photon-

like selection applied to the probe leg up through the ith cut.
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4.3.2 Efficiency Results

We have calculated the data efficiency separately for two different time periods.

This is because there was a modification in track reconstruction after CDF’s data-

taking period 17 and we, therefore, show efficiencies before and after this change.

Periods 0 through 17 comprise data taken from February 2002 through April 2008

and periods 18 through 38 comprise data taken from April 2008 through September

2011. Table 4.5 gives the central and plug photon ID efficiencies for the data, after

all cuts have been applied to the probe electron leg. Table 4.6 shows the corre-

sponding efficiencies obtained from the MC prediction. Efficiencies are calculated

as a function of the number of reconstructed vertices in the event (Nvtx) because

overlapping collisions affect the ability to distinguish an isolated photon. The pho-

ton ID efficiency is lower for higher Nvtx because of this overlapping activity in the

detector.

The central and plug photon ID efficiencies are plotted as a function of Nvtx in

Figures 4.7 and 4.8, respectively. For each figure, the upper subfigure shows efficien-

cies for periods 0 through 17 and the lower subfigure shows efficiencies for periods 18

through 38. In each subfigure, the cumulative efficiency for cuts applied up through

the photon ID variable indicated are plotted for the data as dots (markers). The

corresponding efficiency results from the MC prediction are represented by lines on

each plot. The efficiency values for the last cut applied (NN for central photons and

track isolation for plug photons) is the same as the net efficiency values given in

Tables 4.5 and 4.6.

Based on the calculated difference in results for the Z → e
+
e
− data relative

to the Z → e
+
e
− MC prediction, we apply a photon ID efficiency correction to the

H → γγ MC samples that is weighted by Nvtx. Section 8.3.2 describes this scale

factor in more detail.

77



Table 4.5: Efficiencies obtained from Z → e
+
e
− data as a function of Nvtx, for

period ranges before and after the tracking reconstruction change. Binomial
statistical errors are provided.

Central Data Efficiency (%) Plug Data Efficiency (%)

Nvtx p0–p17 p18–p38 p0–p17 p18–p38

1 87.2 ± 0.4 87.1 ± 0.4 82.8 ± 0.2 79.8 ± 0.3

2 85.6 ± 0.4 83.0 ± 0.3 75.6 ± 0.3 71.2 ± 0.2

3 82.8 ± 0.6 80.2 ± 0.4 69.0 ± 0.4 63.3 ± 0.3

4 80.3 ± 1.1 75.9 ± 0.6 61.8 ± 0.7 56.3 ± 0.4

5 73.4 ± 2.0 73.4 ± 1.1 52.8 ± 1.2 51.5 ± 0.7

Table 4.6: Efficiencies obtained from Z → e
+
e
− MC simulation as a function of

Nvtx. Binomial statistical errors are provided.

Nvtx Central MC Efficiency (%) Plug MC Efficiency (%)

1 89.7 ± 0.1 84.5 ± 0.1

2 88.1 ± 0.1 79.8 ± 0.1

3 86.0 ± 0.2 74.6 ± 0.1

4 83.9 ± 0.3 69.6 ± 0.2

5 81.5 ± 0.7 64.8 ± 0.5

4.3.3 Uncertainty in Efficiency

Several sources of systematic uncertainty in the efficiency measurement were

considered.

• The efficiency measurements are based on fits made to the Z boson mass

distribution (Figure 4.6). Variations in these fits result in an uncertainty of

0.2% (0.8%) applied to central (plug) photons.

• Based on the results of the previous section, a single scale factor is applied

to the photon ID efficiency predicted by H → γγ MC samples. Variations

in the scale factor for different individual data-taking periods lead to an

applied uncertainty of 1.5% (2.0%) for central (plug) photons.
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Figure 4.7: As a function of the number of vertices reconstructed in the event, cu-
mulative central photon ID efficiencies are plotted for each cut made in the order
they are shown. Efficiencies from the data are represented by markers (solid shapes)
and efficiencies from the MC prediction are represented by lines. The same set of
MC efficiency lines are drawn for both data periods. See the text for details on the
upper and lower plots.
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Figure 4.8: As a function of the number of vertices reconstructed in the event, cu-
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• Efficiency measurements are based on electrons from Z boson decays; how-

ever, there are slight differences between electron and photon shower profiles

in the calorimeters and shower maximum detectors. In order to account for

this, a 1.0% (2.6%) systematic uncertainty is applied for central (plug) pho-

tons, based on the difference in efficiency measured from photon and electron

MC samples.

• In the comparison made between electrons and photons, γ → e
+
e
− con-

versions were removed from the photon MC sample. An uncertainty on

the efficiency of this removal is derived from the uncertainty in material in-

cluded in the MC simulation of the detector. An uncertainty of 0.2% (3%)

is obtained for the removal of central (plug) conversions in the photon MC

sample.

Though this chapter has focused on central and plug non-converting photons, we also

reconstruct conversion photons in this analysis. The identification of these photons

is described in the next chapter.

81



CHAPTER FIVE

Central Conversion Photon Identification

5.1 Introduction

In the presence of detector material, a photon can convert into an electron-

positron pair that is moving in nearly the same direction as the original photon. As

discussed in Chapter 3, this is one of the primary mechanisms for creating electro-

magnetic showers in the EM calorimeter. However, some prompt photons interact

with detector material before even reaching the calorimeters and the resulting e
+
e
−

decay products are generally rejected by the photon ID requirements described in

Chapter 4. A separate ID selection is necessary for the reconstruction of these

photons, which we call conversion photons or conversions.

Figure 3.4 gave a diagram of the CDF tracking volume that a photon tra-

verses before arriving at the calorimeters. The probability of a photon converting

is dependent on the amount of detector material that it travels through, as shown

in Figure 5.1. We observe that if a photon goes through the central region of the

detector (|η| < 1.1), the probability that it converts is about 15%. For a photon

going through higher |η| regions (the plug region), the probability that it converts

is roughly double that for the central region. We do not consider these plug conver-

sions, however, due to the lower track reconstruction efficiency in this region.

In H → γγ decays, one or both photons can convert. If we consider those

decays that result in two photons in the central region of the detector, the probability

that neither converts is roughly (0.85)2 ≈ 72%, that only one converts is roughly

2(0.85)(0.15) ≈ 26%, and that both convert is roughly (0.15)2 ≈ 2%. We call the

first case the CC category and it is these events that provide the greatest H → γγ

signal sensitivity for this analysis (the greatest sensitivity for observing Higgs boson
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Figure 5.1: Photons from a H → γγ MC sample are used to study the conversion
probability as a function of η. We use generator-level (“truth”) information from
the simulated MC to select photons that convert. Using this truth information, the
probability is obtained from the ratio of the η distribution for photons that convert
to the η distribution for all generated photons.

signal in the diphoton data relative to the diphoton backgrounds). A considerable

improvement to this sensitivity is expected, however, with the inclusion of the second

case. This second case is called the C�C category and its contribution to the H → γγ

search in this analysis is discussed in Chapter 11. We do not attempt to reconstruct

events for the third case because there is a negligible expected gain by doing so.

We, therefore, consider only cases in which a single photon converts in the central

region of the detector. As will be described in Chapter 6, this contributes not only

to the C�C category, but also to a category in which a plug (non-converting) photon

is identified (C�P).

In this chapter, the conversion identification algorithm used for this analysis

is described. An uncertainty on the ID efficiency in the MC prediction relative to

the data is also derived.
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5.2 Central Conversion ID

As previously discussed, the signature of a conversion in the detector is differ-

ent from that of a non-converting photon. The diagrams in Figure 5.2 illustrate the

type of objects that we search for. For a real conversion, the curved arrows represent

the collinear charged tracks from an e
+
e
− pair. The origin of the tracks indicates the

location at which the photon converted. The radial distance to this location in the

detector will be discussed more later. The two grey trapezoids represent calorimeter

φ towers. A 1-tower conversion refers to cases in which two electrons have sufficient

track pT that they deposit their energy in the same φ tower. (As a reminder, electron

refers to either e− or e+). A 2-tower conversion refers to cases in which one electron

has lower pT such that it deposits its energy in a different φ tower (not shown).

We consider both types for this analysis and treat the reconstruction of the parent

photon’s energy differently for each case.

(a) (b)

Figure 5.2: Diagram of two different types of conversion signatures in the detec-
tor [61]. The curved arrows represent the charged tracks from the e

+
e
− pair. The

grey trapezoids represent a calorimeter tower. (a) The two tracks point to the same
calorimeter tower in 1-tower conversions. (b) The two tracks point to different tow-
ers in 2-tower conversions. The second tower is not shown in (b) because the second
track does not necessarily point to an adjacent tower.
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Because the e
+
e
− tracks may not be separated enough to produce two EM

clusters in the calorimeter, we begin the conversion selection by searching for a

single EM cluster that has at least one associated track. If there is more than one

associated track, then an electron candidate is defined by the EM cluster and the

track with the highest pT . Electron candidates are sorted by decreasing pT and

we next apply a set of track-based cuts to each candidate to determine if it is the

result of a conversion. In particular, we search for a second, oppositely signed track

originating from the same location as the electron candidate’s track. If there is such

a track, then a conversion candidate is considered found. If more than one conversion

exists in the event, then the one with the highest pT electron candidate is chosen.

A tighter selection based on both calorimeter and track variables is next applied to

the conversion in order to better reject backgrounds. For each conversion photon

that passes this selection, we reconstruct its kinematic variables and use it in the

diphoton selection discussed in Chapter 6.

In addition to potential H → γγ conversions, this selection will also recon-

struct real SM photons that are produced through QCD interactions in the primary

collision. Other objects can be misidentified as a prompt photon and are back-

grounds that we desire to reject. These backgrounds consist of jets that contain

π
0
/η → γγ decays with one or both photons converting, prompt electrons associ-

ated with a random track or other random electron not resulting from a conversion,

tridents (described below), and Dalitz decays where a neutral meson is produced in

the primary collision.

A more detailed description is now provided for the conversion reconstruction

algorithm. The goal is to use quality measurements from the detector to construct

real conversions from the primary interaction; the identification selection is also

designed to reduce the backgrounds just described.
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Based on the track parameters and variables defined in Section 3.4, we apply

an initial set of track-based cuts similar to that used in other analyses at CDF. We

label the electron candidate discussed above as e1 since it has higher pT and has an

EM cluster. It is also sometimes referred to as the leading electron and must have

an EM cluster position of |η| < 1.1. A second track found near the origin of the

leading electron’s track indicates the presence of a second electron, labeled e2. This

secondary electron has smaller pT and may or may not have its own EM cluster.

• Track quality : We define the quality of a COT track based on the number of

stereo and axial segments reconstructed. For good r−φ tracking, we require

all tracks to have at least two axial segments, each constructed from at least

5 hits. For good r − z tracking, we require all tracks to have at least two

stereo segments, one of which must have been constructed from at least 5

hits.

• Oppositely signed : The total charge of the two tracks must be zero: q1+q2 =

0, where q1 (q2) is the track charge of e1 (e2).

• sep: The sep variable is the spatial separation in the r − φ plane between

the two electron tracks produced from the conversion, at the radial location

where they are parallel (see Figure 5.3). It is also known as xy separation

and is defined as negative if the tracks cross each other. The distribution

shown in Figure 5.4 shows this xy separation between the track from electron

candidates (e1) and any other track in the event. Real conversions originate

from a single point and their sep value is, therefore, clustered around 0 cm.

The red vertical lines indicate where a cut of |sep| < 0.2 cm is applied based

on optimization studies from previous analyses [62]. Appendix B provides a

calculation of this variable from track parameters.

• ∆ cot θ: The difference in the cot θ between the two electron tracks from the

conversion. Its distribution is shown in Figure 5.5 where true conversions
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Figure 5.3: The radius of conversion, Rconv, is the radial distance from the
center of the detector to the location where the two tracks are parallel.
Sep is the spatial separation between the tracks in the r − φ plane at this
location. Three different conversion examples are shown [63] illustrating the
Rconv variable as a dashed line and the sep variable as a dotted line. The
Rconv is positive (negative) if the conversion points away from (towards) the
origin and sep is positive (negative) if the electron-positron tracks do not
(do) cross one another.
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Figure 5.4: The sep distribution for electron candidate (e1) tracks and any
other track in the event. True conversions populate the sep = 0 cm region.
Red lines show where cuts are made. (The data sample is described in
Chapter 6.)
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Figure 5.5: The ∆ cot θ distribution for electron candidate (e1) tracks and
any other track in the event. True conversions populate the ∆ cot θ = 0
region. Red lines show where cuts are made. (The data sample is described
in Chapter 6.)

are clustered around ∆ cot θ = 0. The red vertical lines indicate where a cut

of |∆cot θ| < 0.04 is applied based on optimization studies from previous

analyses [62].

• Trident veto: A “trident” background occurs from an electron that radiates

a photon via bremsstrahlung, which then converts to an electron-positron

pair (e±γ → e
±
e
+
e
−). The three electron tracks are nearly parallel, and a

selection similar to the above cuts is applied in order to remove cases where

there is a third track (e3) present. We search for a third track that passes

the same track quality cuts as above and is of opposite sign with e2. We

next apply sep and ∆ cot θ cuts between the second and third tracks. Tight

cuts of |sep| < 1.6 cm and |∆cot θ| < 0.2 and are found to better reject a

background from Z boson decays.

Cuts on these five variables define the initial track-based selection. Electron

candidates (e1) that pass this selection are considered conversion candidates. If

there is more than one conversion candidate in an event, we select the one with the
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highest e1 track pT . A conversion candidate is then categorized as either a 1- or

2-tower conversion, determined from the specific tower(s) with which the tracks are

associated. The details on this categorization are described next.

In order to determine the φ and η tower number (nφ and nη, respectively)

that a track points to, the track trajectory is extrapolated to the plane of the CES.

Figure 5.6 shows the fraction of conversions for four possible scenarios of ∆nφ and

∆nη between the two tracks. The majority of conversion candidates have both tracks

pointing to the same η tower; these are the first and third scenarios of Figure 5.6,

where ∆nη = 0. This is expected since the solenoid magnetic field causes tracks

to curve in the azimuthal direction rather than in the polar direction. We then

categorize conversions based on differences in ∆nφ. By this grouping, the first two

scenarios are different types of 1-tower conversions and the second two scenarios are

different types of 2-tower conversions.

In the CEM, a φ tower corresponds to a single φ wedge. The information

in Figure 5.6 is then more easily summarized by considering the wedge separation

between the two tracks, ∆nWedge. This is shown in Figure 5.7. The wedge separation

is calculated by first obtaining the wedge number that the two tracks point to, n1
Wedge

and n
2
Wedge. We next define the variable ∆nWedge = |n1

Wedge−n
2
Wedge|. (The numbering

scheme for CDF wedges, 0–23, is such that if ∆nWedge > 12, then we redefine ∆nWedge

as 24−∆nWedge.) Whether or not the two tracks fall into the same wedge is correlated

with the pT of the second track (e2). This is clearly seen in Figure 5.8 where the

average pT becomes much lower for conversions with ∆nWedge > 0.

It is interesting to note that the majority of H → γγ conversions in the MC

simulation are found to be 1-tower types. This is shown in Figure 5.7 (a), where we

find that about 72% of H → γγ conversions that pass the initial track-based selec-

tion have a second track with sufficiently high pT that the conversion is categorized

as a 1-tower conversion. This increases to 86% after applying all cuts described in
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Figure 5.6: Different scenarios of ∆nη and ∆nφ for (a) H → γγ conversions and
(b) conversions reconstructed in the data described in Chapter 6. The ∆nη = 0,
∆nφ = 0 scenario are 1-tower conversions in which the two tracks point to the same
tower. Essentially all conversions in the ∆nη > 0, ∆nφ = 0 scenario have ∆nη = 1,
which means that most of the shower energy from e2 is generally included in the 1–3
tower EM cluster for the leading electron. These are considered 1-tower conversions.
The ∆nη = 0, ∆nφ > 0 scenario are 2-tower conversions where the two tracks point
to the same η tower, but different φ wedges. The last scenario shows another type
of 2-tower conversion. The fraction of conversions with tracks in different φ towers
reduces after the initial track-based selection due to additional cuts such as requiring
a minimum pT for the second track.
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Figure 5.7: The wedge number separation for (a)H → γγ conversions and (b) conver-
sions reconstructed in the data described in Chapter 6. Conversions from H → γγ

events are of higher pT than those from backgrounds in the data. A larger fraction
of H → γγ conversions are, therefore, expected to be 1-tower types.
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Figure 5.8: The pT distribution of the second track of a conversion for different wedge
separation numbers. This is shown for (a) H → γγ conversions and (b) conversions
reconstructed in the data described in Chapter 6. Conversions from H → γγ events
are of higher pT than those from backgrounds in the data. The second track is,
therefore, expected to have higher than average pT than backgrounds in the data.

this chapter. The remaining conversions reconstructed are categorized as 2-tower

conversions; from Figure 5.7 (a), we see that most of these conversions have a sec-

ond track with sufficiently high pT that the two tracks point to adjacent φ towers

(wedges).1

After conversion candidates are categorized as 1- or 2-tower types, further

requirements are applied in order to select higher quality conversions and to better

reject backgrounds. The energy corrections of Section 4.1 applied to photon EM

clusters are similarly applied to the electron EM clusters.

• CES Fiducial (e1): As with central photons, we require the electron candi-

date’s EM shower to have a CES cluster position (Equation (3.16)) that is

in the fiducial region of the CES detector. The fiducial requirement ensures

that electron candidates are selected that have an EM cluster energy mea-

surement from the well-instrumented region of the CEM. Figure 5.9 shows

1 Only about 0.2% of H → γγ conversions that pass the initial track-based selection have a
second track with sufficiently low pT that it does not reach the calorimeters. This type of conversion
is, therefore, not reconstructed.
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the CES x and z distribution for electron candidates in the H → γγ MC pre-

diction that have passed all of the conversion selection given in this chapter

except for the cut on the distribution shown (called “N − 1” cuts).

1
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Figure 5.9: The local x and z position of the electron candidate’s EM cluster in the
CES for conversions from a H → γγ MC simulation. All cuts made in the conversion
selection have been applied, except for the cut on the variable shown (“N−1 cuts”).
Red lines show where cuts are made.

• CES Fiducial (e2): The second track is extrapolated to the plane of the

CES, and the corresponding x and z positions in the CES (Figure 5.10) are

required to be in a fiducial region. For 1-tower conversions, the second track

points to the same cluster as e1; requiring it point to a fiducial region of the

CES is just an extension of the same cut for e1 and ensures a quality EM

energy measurement. For 2-tower conversions the fiducial requirement for

e2 improves the conversion calorimeter isolation variable that is described

below.

• Track pT of e2: Figure 5.8 showed the track pT distribution of the second

track after the initial-track based selection and after all cuts have been ap-

plied. The pair finding efficiency of the sep and ∆ cot θ requirements is much

lower when the second electron has a pT below about 1 GeV/c. We select
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Figure 5.10: The local x and z position in the CES that the second track of a H → γγ

conversion points to. All cuts made in the conversion selection have been applied,
except for the cut on the variable shown (N − 1 cuts). Red lines show where cuts
are made.

conversions with a second track pT above this value in order to improve the

agreement in this efficiency for the MC prediction relative to the data [64].

• Conversion pT : The conversion photon’s momentum vector is reconstructed

by first extrapolating the tracks to the radius of the conversion and then

taking the vector sum of the momentum of the two tracks at this location.

The conversion pT is the transverse part of this vector and we select photons

with pT > 15 GeV/c (see Figure 5.11), the same requirement made for

central and plug non-converting photons. The pair finding efficiency of the

sep and ∆ cot θ requirements is also found to be in better agreement between

data and MC simulation for higher pT values.

• Had/Em for e1: As with isolated photons or electrons, jets that pass the

track-based conversion selection can be better rejected by constraining the

amount of energy in the hadron calorimeters. The Had/Em ratio for the

electron candidate has a similar distribution as that for isolated electrons;

the standard CDF tight cut is, therefore, applied to the leading electron.

The Had/Em cut slides with energy because the fraction of energy from
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Figure 5.11: The pT distribution for conversions reconstructed in H → γγ, dijet,
and QCD diphoton MC samples; each histogram is scaled to unity. Conversion
photons from Higgs boson decays have a higher than average pT value compared to
the backgrounds. Conversions from jets are from π

0
/η → γγ decays and populate

the lower pT region; much of these are removed with a cut on this variable. All
cuts made in the conversion selection have been applied, except for the cut on the
variable shown (N − 1 cuts).

an EM shower that leaks into the hadron calorimeters increases for more

energetic showers. Figure 5.12 (a) demonstrates that the Had/Em shape for

electrons from a H → γγ conversion is similar to that of isolated electrons.

The Had/Em distribution for e1 fromH → γγ conversions and jet conversion

candidates is shown in Figure 5.12 (b).
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Figure 5.12: The dashed lines in both figures show the distribution after all other cuts
have been applied except for the Had/Em cut (N−1 cuts). The solid lines show the
distribution after this cut has been applied. For the H → γγ and dijet MC samples,
the other cuts applied are those from this chapter. The isolated electrons come from
Z → e

+
e
− decays and the other cuts applied are those described in Section 4.3.
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• Conversion E/p: We construct an E/p variable similar to that used for

isolated electrons; the ratio is obtained from the reconstructed conversion

ET to the conversion pT (the latter is described above). For 1-tower con-

versions, the ET is calculated as the electron’s candidate’s EM cluster ET .

The pT of the second track is added to this value for 2-tower conversions.2

Figure 5.13 (a) shows the conversion E/p distribution for photons from

H → γγ MC simulation; the distribution from isolated electrons in data is

provided for comparison, along with the electron candidate’s E/p shape be-

fore the above corrections are applied. The E/p shape for two backgrounds

in the H → γγ search is given in Figure 5.13 (b). Figure 5.14 shows an opti-

mization study performed on both this variable and conversion calorimeter

isolation. For different E/p and isolation cuts applied to a conversion can-

didate, an estimation is made of the number of expected H → γγ diphoton

events (s) and the number of expected background events (b) in the dipho-
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Figure 5.13: (a) The conversion E/p shape is compared to the leading electron’s
E/p shape and isolated electrons in the data. (b) The E/p shape for conversions
reconstructed in H → γγ, dijet, and QCD diphoton MC samples. The red lines
show where cuts are made on this variable.

2 In 2-tower conversions, the resolution for the reconstructed second track pT compared to
the H → γγ MC-generated pT is found to be slightly better than the same comparison made for
the second electron’s cluster ET .
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Figure 5.14: Optimization study on cuts applied to the conversion E/p and calorime-
ter isolation. For each trial, a symmetric cut is applied to the E/p shape, so that
a cut of 1.9 on the x axis represents selecting conversions with 0.1 < E/p < 1.9.
The different colors represent different isolation cuts, such as requiring calorimeter
isolation to be less than 2.6 GeV.

ton data. We select a cut that maximizes the H → γγ significance, which

is defined as s/
√
b. For each trial, a symmetric cut is applied to the E/p

shape, so that a cut of 1.4 on the x axis represents selecting conversions with

0.6 < E/p < 1.4. This example cut would be a reasonable choice, however,

a slight gain is obtained by requiring 0.1 < E/p < 1.9.

• Conversion Calorimeter Isolation: The shape of this variable is provided

in Figure 5.15 for H → γγ conversions and conversions from backgrounds.

A cut on the conversion isolation is applied in order to better remove jet

backgrounds. For 1-tower conversions, the isolation value is defined as the

calorimeter isolation measured for the leading electron (e1). The pT of the

secondary electron is subtracted from this value for 2-tower conversions.

As with E/p, we use the results of Figure 5.14 to determine a cut on the
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Figure 5.15: The calorimeter isolation distribution for conversions reconstructed in
H → γγ, dijet, and QCD diphoton MC samples. The red line shows where a cut is
made on this variable.

isolation. For the E/p cut selected, the H → γγ significance is maximized

by requiring the isolation energy to be less than 2.6 GeV.

• Rconv: The radius of the conversion is defined as the radial distance from the

detector origin to the position where the two tracks are parallel (Figure 5.3).

Appendix B provides a calculation of this variable from track parameters.

The distribution of this variable is plotted in Figure 5.16 (a) for H → γγ,

jet, and SM prompt conversion photons. The distribution for conversions

reconstructed in the data using the conversion ID selection of this chapter

is shown in Figure 5.16 (b). The negative tail in the Rconv distribution

is mostly populated by fake conversions that tend to be symmetric about

Rconv = 0. Additionally, prompt electron-positron pairs from the Dalitz

decay of neutral pions (π0 → e
+
e
−
γ) tend to have Rconv = 0. A cut of

Rconv > 2.0 cm removes much of these backgrounds.

The full conversion selection is summarized in Table 5.1 and consists of the initial

track-based selection and cuts made on the track- and calorimeter-based variables

just described. After selecting conversions from this identification, we next define

the kinematic variables used for the conversion photon.

97



 (cm)convR
-10 0 10 20 30 40 50
0

0.005

0.01

0.015

0.02

0.025  MCγγ→H

Dijet MC

SM Diphoton MC

(N-1 Cuts)

(a)

 (cm)convR
-10 0 10 20 30 40 50
0

0.005

0.01

0.015

0.02

0.025
Data (N-1 Cuts)

(b)

Figure 5.16: (a) The radius of conversion distribution for conversions reconstructed
in H → γγ, dijet, and QCD diphoton MC samples. (b) The radius of conversion
distribution for conversions reconstructed in the data described in Chapter 6. The
red line shows where a cut is made on this variable.

Table 5.1: A summary of all cuts made for the conversion selection. The first cut
selects central electron candidates; each of these candidates has an EM cluster with
a track pointing to the cluster. The second level applies a set of track-based cuts to
identify electron pairs originating from a conversion photon. The last set of cuts

selects higher quality conversions and better rejects backgrounds.

Variable Cut

Central |η| of e1 < 1.1

N axial segments with ≥ 5 hits ≥ 2

N stereo segments ≥ 2

Initial N stereo segments with ≥ 5 hits ≥ 1

Track-based Oppositely signed tracks

Selection |sep| < 0.2 cm

|∆cot θ| < 0.04

Trident removal

CES Fiducial (e1) |xCES| < 21 cm, 9 < |zCES| < 230 cm

CES Fiducial (e2) |xCES| < 21 cm, 9 < |zCES| < 230 cm

Track pT of e2 > 1.0 GeV/c

Remaining Conversion pT > 15.0 GeV/c

Selection Had/Em for e1 < 0.055 + 0.00045×E

Conversion E/p > 0.1 and < 1.9

Conversion Calorimeter Isolation < 2.6 GeV

Rconv > 2.0 cm
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Before doing so, however, it is interesting to study the reconstructed radius of

the conversion distribution, Rconv, that was provided in Figure 5.16. As previously

discussed, the probability of a photon converting depends on the amount of material

it travels through. Resonances in the Rconv distributions of Figure 5.16 then indicate

regions of the detector where there is a higher density of detector material: the L00

detector and first five layers of the SVX contribute to conversions withRconv < 10 cm;

port cards and cables in the silicon detector create the high peak at about 15 cm;

the outer SVX and ISL layers contribute to conversions with Rconv between about

18 and 35 cm; the inner edge of the COT is at about 40 cm. We can also plot the

conversion position in the x − y and r − z views, which is provided in Figure 5.17

for conversions reconstructed in the data. Though we do not do so in this analysis,

conversions are often used to study the material distribution of the detector as shown

in these plots.
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Figure 5.17: The reconstructed point of conversion in the (a) x− y view and (b) the
r − z view for conversions reconstructed in data described in Chapter 6. All cuts
described in this chapter have been applied except for the cut on Rconv.
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5.3 Kinematic Variables

For all conversion candidates that pass the full selection of Table 5.1, we next

construct the photon’s kinematic variables for use in the diphoton analysis. In par-

ticular, the photon’s four-momentum is constructed, which we define based on the

smallest H → γγ mass resolution obtained when reconstructing the diphoton mass

from a central photon and central conversion. For this purpose, two variables are

defined: (a) the track-based vector momentum, �pconv, and (b) the mostly calorimeter-

based energy, Ecal. The first is the conversion pT that was already described, ob-

tained from the vector sum of the two track momenta. For 1-tower conversions, the

Ecal variable is obtained from the electron candidate’s EM cluster energy; the mo-

mentum of the second track, pconv, is added to this quantity for 2-tower conversions.

Figure 5.18 provides the diphoton mass shape obtained for H → γγ events

with various definitions for the conversion four-momentum (with c = 1). The best

resolution (black histogram in the figure) is obtained by using Ecal to define the

conversion’s energy and then requiring that the conversion be massless; this require-

ment is satisfied by setting the magnitude of the vector momentum to the energy

measurement:3 pconv = Ecal. The direction of the photon (φ, θ) is still obtained

from the track-based vector momentum. The conversion’s four-momentum is then

defined as

P = (E, px, py, pz) (5.1)

= (Ecal, Ecal sin θ cosφ,Ecal sin θ sinφ,Ecal cos θ).

3 For the energetic conversion photons of interest to a H → γγ analysis, we find that the
reconstructed energy resolution is smaller than the reconstructed momentum resolution. This is
suspected to be due to the fact that electrons from the conversion can radiate photons through
bremsstrahlung, a process that reduces the track pT measurement. On the other hand, the elec-
tron’s energy before bremsstrahlung is often reconstructed because the radiated photon deposits
its energy in the same cluster as the post-bremsstrahlung electron.
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Figure 5.18: H → γγ Mass Resolution Studies (MC). The Higgs boson mass formH =
120 GeV/c2 is shown, reconstructed from a central photon and a central conversion.
Each histogram shows a different manner in which the conversion four-momentum
was defined based on calorimeter and/or tracking measurements. The “Weighted
Avg.” method refers to defining the conversion energy from an error-weighed average
of the calorimeter energy and track momentum. The black histogram shows the
method that provides the best resolution, which is discussed in the main text.

For conversion candidates that pass the selection of the previous section, this four-

vector is constructed for use in the diphoton mass reconstruction discussed in the

next chapter.

This now concludes the description of the conversion identification algorithm

for the H → γγ analysis. We next derive an uncertainty on the conversion identifi-

cation.

5.4 Central Conversion ID Efficiency

The purpose of measuring the uncertainty in the conversion identification se-

lection is to understand how well the MC simulation models the data response to our
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conversion ID. We later assign this uncertainty to the number of predicted H → γγ

events expected in the data for diphoton categories that contain a conversion photon.

In this section, we first provide an introduction to the method, describing the data

and MC samples used and the conversion variables that are studied. Two methods

or approaches to studying the uncertainty are then described, which are labeled

Method A and B. The results of these methods are used to constrain and validate

the final uncertainty that is derived and applied to the H → γγ MC samples.

5.4.1 Introduction

As with the non-converting photon ID efficiency that was described in Sec-

tion 4.3, we use an electron probe leg from Z → e
+
e
− decays in order to understand

how well the MC simulation models the data response to our conversion ID selection.

For the tag leg, we identify a tight electron using the central selection of Section 4.3.

For the probe leg, we search for a trident in which the other electron from the Z

boson produces a photon via bremsstrahlung that converts to an electron-positron

pair. An illustration of a trident is provided in Figure 5.19 and we use the radiated

photon to test the efficiency of the conversion selection. For this study, the data

corresponds to an integrated luminosity of 7.0 fb−1, collected from the same trigger

used for the non-converting photon ID studies; we use the same MC samples of

Section 4.3.

Figure 5.19: Illustration of a trident.
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We focus in particular on the efficiency of the track-based selection for finding

the second electron from a photon conversion. Calorimeter-based variables such

as Had/Em, E/p, and calorimeter isolation have been studied in the past for EM

objects like photons and electrons and are assumed here to be modeled well in the

MC simulation. In each study, there are four electrons per event that are identified:

eiso refers to the central isolated electron identified using the selection in Table 4.3;

the other three electrons are from the trident and are labeled e1, e2, and e3 as shown

in Figure 5.19. The two electrons from the conversion are then e2 and e3, a different

numbering scheme from Section 5.2.

5.4.2 Method A

As Figure 5.20 illustrates, the photon from bremsstrahlung generally has lower

pT than the photons of interest from H → γγ events. For the first study then, we

aim to select higher pT conversion candidates produced in the trident. In the next

method, we will remove much of the initial selection applied to third track candidates

in this study.
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Figure 5.20: Conversion pT Shape Comparison. The conversion pT distribution from
H → γγ photons versus photons from tridents.

In addition to already requiring a central tight isolated electron be recon-

structed, Table 5.2 summarizes the loose set of requirements made on the trident
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Table 5.2: The loose selection made for the Method A efficiency study. The first set
of cuts is applied to the leading electron in the trident, e1. The second set of cuts
search for a second track, e2, that can be paired with the leading electron. The last
set of requirements selects third track candidates that form a higher pT conversion
with e2; no proximity cuts (i.e. sep or ∆ cot θ) are yet made on this third track.

Variable Cut Applied to

|η| < 1.1

CES Fiducial

Track Quality e1

Oppositely signed track to that of eiso qiso + q1 = 0

Had/Em < 0.055 + 0.00045×E

|sep12| < 0.25 cm

e2
|∆cot θ12| < 0.1

CES Fiducial

pT2 < pT1

Oppositely signed track to that of e2 q2 + q3 = 0

pT3 > 1.0 GeV/c

pT3 < pT1 e3

CES Fiducial Candidates

Conversion pT from e2 and e3 > 10.0 GeV/c

Trident E/p > 0.1 and < 1.9

Trident Calorimeter Isolation < 2.6 GeV

selection. The first electron must be in the central region, have a fiducial CES clus-

ter, and have only a small fraction of its energy in the hadron calorimeter. We

also require that it have a high quality track (same definitions on track quality as

discussed in Section 5.2) that is of opposite sign to that of the isolated electron. We

then search for a second track that points to a fiducial CES cluster, has a track pT

smaller than that of the first electron, and is near the first electron’s track at the

radius where the two tracks are parallel. We next search for any third track that is

opposite in sign to that of e2, has at least 1.0 GeV/c transverse momentum, and has

smaller pT than the first electron. In order to select conversion candidates of higher

momentum, the second and third track must construct a total vector momentum
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with pT > 10 GeV/c. Similar to the construction of E/p and calorimeter isolation

discussed in Section 5.2, the third track must contribute to the trident E/p and

isolation such that the trident passes the cuts of Section 5.2 on these variables.

The second track and any third track are considered a conversion candidate.

We next fill a histogram of the ∆ cot θ23 between these two tracks; if there is more

than one potential third track, then it is filled more than once per event. The

distribution for these entries is given in the upper left subplots of Figure 5.21 for the

data and Figure 5.22 for the MC prediction. The number that are considered to be

true conversions are the number in the peak of this distribution minus the estimated

background; the background is estimated from the number outside the peak (the

sidebands). This background-subtracted value is taken as the denominator of the

efficiency calculation for additional cuts.

For each conversion candidate, the selection given in Table 5.3 is next applied

and separate ∆ cot θ23 distributions are constructed. These are the remaining sub-

plots of Figures 5.21 and 5.22. The numerator of the efficiency calculation is the

number of background-subtracted entries that pass each cut. The resulting efficien-

cies for both the data and MC prediction are provided in Table 5.4.

The loose cuts we apply for this method select higher momentum conversion

candidates. Considering this initial selection, the last column of Table 5.4 provides a

suggested correction factor needed for the MC simulation for the tighter track-based

Table 5.3: The tight selection made for the Method A efficiency study.

Variable Cut Applied to

Track quality e2

Track quality e3

|sep23| < 0.2 cm Conversion

R
23
conv > 2.0 cm Conversion
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Figure 5.21: The ∆ cot θ distribution for conversions in the Z → e + trident data
for each cut tested in Method A (see Table 5.3). Grey vertical lines show where
the central and sideband windows are located. The central window is −0.04 <

∆cot θ < 0.04; the left and right sideband windows are −0.36 < ∆cot θ < −0.32
and +0.32 < ∆cot θ < +0.36, respectively.

cuts of Table 5.3; this correction factor is calculated as the efficiency measured from

the data divided by the efficiency obtained from the MC prediction. We repeat

the study in two ways: (a) using the sep distribution for background subtraction

and applying instead a cut of 0.04 on ∆ cot θ23 and (b) dividing the entries based

on the conversion candidate pT . The resulting scale factors from these studies are

provided in Table 5.5. These results suggest that the MC simulation better models

the response to these cuts in the data when a conversion is of higher pT .
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Figure 5.22: The ∆ cot θ distribution for conversions in the Z → e + trident MC
simulation for each cut tested in Method A (see Table 5.3). Grey vertical lines show
where the central and sideband windows are located. The central window is −0.04 <

∆cot θ < 0.04; the left and right sideband windows are −0.36 < ∆cot θ < −0.32
and +0.32 < ∆cot θ < +0.36, respectively.

5.4.3 Method B

In the previous section, we selected higher pT conversion candidates and mea-

sured the efficiency of the track-based pair finding selection using either the sep

or ∆ cot θ distribution for background subtraction. The limitation of this method

arises from the denominator for the efficiency calculation, which is based on a spe-

cial set of conversion candidates. A second method is next described in which we

measure the efficiency of the conversion selection for a wider sample of conversion
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Table 5.4: Efficiency (Eff.) results obtained from the data and MC prediction for
the cuts given in Table 5.3. These values were obtained using the ∆ cot θ
distributions of Figures 5.21 and 5.22 for background subtraction. The

corresponding scale factors are also provided, calculated as the efficiency obtained
from the data divided by the efficiency obtained from the MC simulation.

Cut Data Eff. (%) Z MC Eff. (%) Scale Factor (%)

Loose 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0

e2 Track quality 100.0 ± 0.0 99.95 ± 0.02 100.1 ± 0.0

e3 Track quality 99.91 ± 0.09 99.95 ± 0.02 99.96 ± 0.10

R
23
conv 95.24 ± 0.65 99.14 ± 0.09 96.07 ± 0.66

sep23 90.21 ± 0.91 94.49 ± 0.23 95.46 ± 0.99

Table 5.5: After all cuts in Table 5.3 have been applied, the second column provides
the results of Table 5.4 divided into conversion pT ranges. The third column is
similar to that of the second column, except (i) the sep distribution is used for
background subtraction rather than ∆ cot θ and (ii) the sep cut in Table 5.4 is

replaced with a |∆cot θ| < 0.04 cut.

Conversion pT Scale Factor (%)

Range (GeV/c) Using ∆ cot θ Using sep

10–12 92.4 ± 2.1 92.3 ± 1.9

12–15 94.9 ± 1.8 96.2 ± 1.6

15–200 96.4 ± 1.3 97.6 ± 1.3

10–200 95.5 ± 1.0 95.9 ± 0.9

candidates. In particular, we make no requirements on the third track in the loose

selection; this removes the assumption of the third track in the denominator of the

efficiency calculation. A limitation arises in this method from the inclusion of low pT

conversions not of interest to our study; however, the results are used to constrain

the uncertainty for reconstructing conversions in the H → γγ MC simulation.

Trident candidates in this study (Figure 5.23 (a)) are first selected from same-

sign (SS) electrons that pass the selection given in Table 5.6. The aim of the loose

selection in this table is to reconstruct the SS pair given in Figure 5.23 (b). Per event,
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(a) Trident (b) SS Electrons

Figure 5.23: (a) Illustration of a trident, which has two electron tracks of the same
sign and a third track with opposite sign. (b) An illustration of the same-sign (SS)
electron tracks that we reconstruct for Method B.

Table 5.6: The loose selection of Method B; the goal of these cuts is to select events
for the denominator of the Method B efficiency calculation. The primary

differences in these cuts relative to Table 5.2 are (a) there is no selection on a third
track, so no cuts identifying a conversion photon are in the denominator, and (b)
the first electron and second track are always of the same sign (SS). The first set of
cuts are on the leading electron only (e1). All second track candidates must be of

the same sign as the leading electron, be a high quality track, and point to a
fiducial CES cluster. A SS pair is formed from two same-sign tracks that are near

one another (using sep and ∆ cot θ cuts).

Variable Cut Applied to

|η| < 1.1

CES Fiducial

Track Quality e1

Oppositely signed track to that of eiso qiso + q1 = 0

Had/Em < 0.055 + 0.00045×E

Same signed track to that of e1 |q1 + q2| = 2

e2
CES Fiducial

Track Quality

pT2 > 1.0 GeV/c

|sep12| < 0.2 cm

SS Pair|∆cot θ12| < 0.1

Number of SS candidates in event = 1

the invariant mass distribution constructed from the SS pair and isolated electron is

then filled. This is shown in the upper left subplot of Figure 5.24 for the data and
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Figure 5.24: The invariant mass distribution of Z → e + trident events in the data.
The upper left distribution includes only the loose cuts of Table 5.6, which are
cuts applied to the same-sign pair of the trident. For the remaining distributions,
consecutively tighter cuts on the conversion have been applied. These are the cuts
given in Table 5.7. Each histogram is fit to the sum of a Gaussian function and a
polynomial function. The number of signal events is obtained from the integral in
the range 83.0 < mee < 99.0 GeV/c2, with the background subtracted from sideband
regions 61.0 < mee < 69 GeV/c2 and 113.0 < mee < 121 GeV/c2.

Figure 5.25 for the MC simulation. Events that contain a true conversion from a

trident are expected to populate the Z boson peak around 91 GeV/c2. The number

of events in this region is calculated from a Gaussian fit. The expected background

is then subtracted from this value based on the number of events outside the mass

peak. This background-subtracted value is taken as the denominator of the efficiency

calculation.

After identifying events with a SS pair, the third, oppositely signed track of

Figure 5.23 (a) is considered in order to complete the trident and to study the
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Figure 5.25: The invariant mass distribution of Z → e + trident events in the MC
simulation. The upper left distribution includes only the loose cuts of Table 5.6,
which are cuts applied to the same-sign pair of the trident. For the remaining
distributions, consecutively tighter cuts on the conversion have been applied. These
are the cuts given in Table 5.7. Each histogram is fit to the sum of a Gaussian
function and a polynomial function. The number of signal events is obtained from
the integral in the range 83.0 < mee < 99.0 GeV/c2, with the background subtracted
from sideband regions 61.0 < mee < 69 GeV/c2 and 113.0 < mee < 121 GeV/c2.

conversion ID efficiency. The selection that we will apply is given in Table 5.7 and is

based primarily on the track-based cuts of Section 5.2. This selection is applied to

each oppositely signed track in the event, and the most likely third track candidate

is taken to be the one that passes the highest selection, in the order given in this

table. For each consecutive cut passed by this track, the invariant mass distribution

of the isolated electron and trident is filled. The background-subtracted number of

events that pass each cut is taken as the numerator of the efficiency calculation for

this study.
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Table 5.7: All tighter cuts are made on either the conversion photon or on the
third, oppositely signed track. Cuts are made in the order shown. In a true

H → γγ conversion event, the trident cut in Section 5.2 has the effect of removing
random tracks near the conversion; for this study, we apply the same trident veto
selection, but on a fourth track rather than a third track. For the efficiency study,

this cut is labeled as the “random track veto.”

Variable Cut Applied to

|sep23| < 0.2 cm Conversion

|∆cot θ23| < 0.04 Conversion

Random Track Veto Conversion

pT3 > 1.0 GeV/c e3

pT > 10.0 GeV/c Conversion

CES Fiducial e3

Track Quality e3

Rconv > 2.0 cm Conversion

Table 5.8 provides the results of the efficiency measurement, where it is found

that up until the pT cuts, the efficiency of the pair-finding selection is above 74–80%.

Cuts on lower pT conversions have the effect of reducing this efficiency significantly.

Regardless, the results demonstrate that the scale factor after all applied cuts is

above about 90%. For the higher pT conversions from H → γγ, we expect the scale

factor to be higher than this (based on the results of Table 5.5).

5.4.4 Conversion ID Uncertainty

The results of Methods A and B are now used to constrain and validate the

final uncertainty derived for the H → γγ conversion ID identification. For non-

converting photons, the photon ID efficiency from the data was compared to the

efficiency from the MC simulation in order to apply a correction (scale factor) to

the number of H → γγ signal events predicted to pass the photon selection. The

efficiency study for conversions, however, is based on conversions with much lower
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Table 5.8: The conversion ID efficiency (Eff.) measured from the data and MC
prediction using the Method B selection. In this method, no loose cuts are applied
to the lower momentum track of the conversion photon. The corresponding scale

factor for each cut applied is also provided, calculated from the ratio of the
efficiency measured in the data to the efficiency obtained from the MC simulation.

Cut Data Eff. (%) Z MC Eff. (%) Scale Factor (%)

Loose 100 ± 0 100 ± 0 100 ± 0

sep 96.2 ± 0.4 95.6 ± 0.1 100.7 ± 0.4

∆ cot θ 81.2 ± 0.8 85.2 ± 0.2 95.3 ± 1.0

Random Track Veto 74.8 ± 0.9 79.6 ± 0.2 93.9 ± 1.1

Track 3 pT 60.0 ± 1.0 63.8 ± 0.3 94.1 ± 1.7

Conversion pT 21.9 ± 0.9 24.1 ± 0.2 91.0 ± 3.7

Track 3 Fiducial 18.8 ± 0.8 20.6 ± 0.2 91.4 ± 4.1

Track 3 Quality 18.8 ± 0.8 20.6 ± 0.2 91.4 ± 4.1

Rconv 18.4 ± 0.8 20.4 ± 0.2 90.3 ± 4.1

pT than those expected from H → γγ decays. Therefore, we apply an uncertainty

rather than a scale factor on the number of predicted H → γγ events in the data.

We constrain this uncertainty based on the results of the two methods just

described, where the uncertainty is taken from the difference in the calculated scale

factor from 100%. The first study of Section 5.4.2 suggests a scale factor of at worst

94% for the cuts studied, giving a corresponding uncertainty of 6%. For the second

study, however, the results of Table 5.8 constrain the uncertainty to at most 10%.

The final uncertainty is obtained using both the loose and tight trident selec-

tion described in Section 5.4.3, with the addition of a trident E/p and calorimeter

isolation requirement. The goal is to compare the number of observed tridents that

pass this full selection in the data to the number predicted to be in this data sample

using the MC simulation. However, in order to remove any dependence on the un-

certainty in the trigger efficiency, luminosity measurement, or Z boson cross section,

we instead form a ratio from the number of reconstructed Z → e
+
e
− events to the

number of Z → e+ trident events. This ratio is calculated from both the data and
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the MC simulation and the difference between these two values is found to be 7.0%.

This value is consistent with the results of Methods A and B, and we apply this

uncertainty to the conversion ID selection.

5.5 Summary

In this chapter, the method for identifying central conversion photons was dis-

cussed, along with the efficiency measurement of this identification. The previous

chapter discussed the reconstruction of central and plug photons and their corre-

sponding ID efficiency. We are now prepared to describe how central, plug, and

conversion photons are used in the diphoton analysis.
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CHAPTER SIX

Data Sample and Event Selection

6.1 Introduction

In this chapter, we begin the description of our search for H → γγ events in

the CDF data. The approach for this analysis is to select events with two photon

candidates, construct the diphoton mass distribution for these events, and search

for signs of a resonance (peak) in the data over the predicted background. The

background is composed of SM diphoton candidates obtained from processes other

than H → γγ decays. Since the shape of the mγγ distribution for H → γγ decays

is narrow, a resonance above this background would be evidence of the presence of

the Higgs boson (or some other unknown particle).

The data sample used for the diphoton analysis is described in this chapter,

along with how events in this data sample are selected. Chapter 7 describes the back-

ground events and the prediction of their number and shape in the data. Chapters 8

and 9 describe how the SM H → γγ events (the signal) are modeled using simulation

to predict the number and shape of diphoton events in the data. Chapters 10–12

provide results of the search and conclusions.

6.2 Diphoton Category Definitions

In the past two chapters, three types of photons have been described: central

(|η| < 1.1), plug (1.1 < |η| < 3.6), and central conversion photons. These photon

definitions provide four independent diphoton subsamples, based on their position

in the detector (central or plug) and type (conversion or non-conversion):

• CC category: events with two central photons

• CP category: events with a central and plug photon
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• C�C category: events with a central conversion and a central photon

• C�P category: events with a central conversion and a plug photon

The remainder of this chapter describes the selection of these diphoton events in the

data.

6.3 Isolated Photon Trigger and Data Sample

As discussed in Chapter 3, the selection of collision data to be stored on disk

is based on a three-level trigger system. We use data that has been collected from

an isolated photon trigger, PHOTON 25 ISO, which has a minimum ET threshold of

25 GeV on a single EM shower. Each level of this trigger is next described in more

detail.

• Level 1 (L1): As discussed in Sections 3.2 and 3.4.3, the trigger tower ET

is obtained assuming zvtx = 0. At L1, pp̄ collision events are selected that

have a single EM trigger tower with ET > 8 GeV.

• Level 2 (L2): At this level, the ET threshold is raised from 8 to 21 GeV

where the L2 ET is determined from a trigger cluster rather than a trigger

tower. The majority of the shower energy is also required to be in the EM

calorimeter, obtained by selecting events with Had/Em < 0.125. The EM

cluster must furthermore be isolated in the calorimeter with calorimeter

isolation < 3 GeV or < 0.15ET . See Section 4.2.1.1 for a description of the

Had/Em and calorimeter isolation variables.

• Level 3 (L3): The requirements at this level are similar to those at L2, but

with more stringent thresholds on ET , Had/Em, and calorimeter isolation. If

the EM shower is in the central region of the detector, this level furthermore

requires that the lateral shower profile in the CES be consistent with that of

a single direct photon from the primary collision. For this purpose, the CES

χ
2 variable is constructed, which is the average of the CES strip and wire χ2
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values. At L3, the CES χ
2 must be less than 20 for central EM showers. See

Section 4.2.1.1 for a description of the CES strip and wire χ
2 definitions.

At L3, online data are divided into data streams based on similar triggers. We

use CDF’s c-stream and in particular the following data samples: cph1ad, cph1ah,

cph1ai, cph1aj, cph1ak, cph1am, and cph1ap. These samples are structured so that

they can be processed using CDF’s Stntuple software. They contain a trigger bit

variable that is set to true for each event that was collected by the PHOTON 25 ISO

trigger. For this analysis, all events selected from these data samples are required

to have this trigger bit set to true. Table 6.1 summarizes the PHOTON 25 ISO trigger

selection.

Table 6.1: The PHOTON 25 ISO trigger selection that is required for at least one EM
shower.

Trigger Level Variable Cut

L1 ET (z = 0) > 8.0 GeV

L2

ET (z = 0) > 21.0 GeV

Had/Em < 0.125

Calorimeter Isolation < 3.0 GeV or < 0.15ET GeV

L3

ET (z = 0) > 25.0 GeV

CES χ
2 (if CEM) < 20

Had/Em < 0.055 + 0.00045× E for E < 200 GeV

< 0.2 + 0.001× E for E > 200 GeV

Calorimeter Isolation < 0.10ET GeV

6.4 Quality Vertex Requirement

Section 3.4.2 provided a description of vertex reconstruction, classification of

vertices, and vertex pT . For events selected by the PHOTON 25 ISO trigger, we choose

the primary vertex to be the Class 12 vertex with the highest vertex pT . This vertex

is required to have |zvtx| < 60 cm, which retains about 97% of all events and ensures

that tracks coming from the vertex are in a well-instrumented region of the detector.
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6.5 Good Run Requirement

Not all data stored in the cph1 samples were actually taken during good de-

tector conditions. Of the data stored, the Photon Group at CDF determines a set

of runs that are good for photon physics analyses based on good run bits (see Sec-

tion 3.3). These runs are organized into a text file, which is read in and stored in an

array. The array is referenced on an event-by-event basis to determine if a particular

event should be included in the analysis. Which runs are included determines the

integrated luminosity of the data sample.

The specific detector components needed for an event in this analysis are

dependent on what types of photons are included (central, plug, or conversion). We

therefore use four different lists for the four different diphoton categories. Each list

provides all of the available runs for that category and the corresponding integrated

luminosity.

For CC and CP diphoton events, we start with the CDF Photon Group’s

goodrun v44 pho 00.txt and goodrun v44 phx pho 00.txt lists, respectively. Each

of these good run lists (GRLs) requires the following detector components to have

been functioning properly: trigger, CLC, central and plug calorimeter, and central

and plug SMX. The COT is also required to have been marked as good, though

COT compromised runs are allowed as long as the silicon was functioning properly;

this ensures good vertex reconstruction efficiency. The list used for the CP category

requires that the silicon always be marked as good to ensure quality track recon-

struction in the plug region. For the the CC and CP categories, respectively, these

version 44 GRLs initially provide data corresponding to an integrated luminosity of

9.48 fb−1 and 9.09 fb−1. For diphoton events that have a central conversion, these

files are modified to exclude the COT compromised runs; this ensures good track

reconstruction efficiency for the e
+
e
− pair.
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We next expand the standard GRLs by studying more carefully runs not in-

cluded in these lists [65]. A negligible loss in photon ID efficiency is observed for runs

where a single central shower max card was not functioning during run time (studied

with Z → e
+
e
− events). These CES runs are added to the GRL for all diphoton

categories, providing an additional ∼240 pb−1 of data. Another ∼289 pb−1 of good

data are obtained for the CC category by including runs marked bad for detector

components such as plug calorimeter, XFT, and a portion of a COT superlayer.

Some of these miscellaneous runs are also added to the central conversion list.

Table 6.2 summarizes the good runs included for each diphoton category, and

also shows the corresponding integrated luminosity.

Table 6.2: Integrated luminosity (L) used for each diphoton category. The text
provides an explanation of the data that is added or subtracted from the version 44

photon GRL.

L (fb−1) CC CP C�C C�P

v44 photon GRL 9.48 9.09 9.48 9.09

CES Runs +0.24 +0.24 +0.24 +0.24

Misc. Runs +0.29 +0 +0.20 +0

COT Compromised –0 –0 –0.06 –0.06

Total 10.0 9.34 9.87 9.28

6.6 Diphoton Selection

Chapters 4 and 5 described in detail how each type of photon is reconstructed

from detector information. Photon candidates that pass the full photon selection

for one of these types are considered tight photons since they pass strict photon

identification requirements.

Of the events that pass the vertex requirements of Section 6.4, we begin the

diphoton selection with those that are included in the CC photon GRL. For each

event, we then search for the two highest ET photon candidates that pass either the
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tight central or tight plug photon ID requirements. This selection provides either

a CC or CP event. If a CP event is found, it is required to be included in the CP

GRL. If neither a CC or CP photon pair is found in the event, then we search for

the highest ET tight central or plug photon to be paired with the highest ET tight

central conversion photon. If a C�C (C�P) event is found in this way, it is required

to be included in the C�C (C�P) GRL. This selection provides the four independent

diphoton categories. The selection is also inclusive, which means we search for two

photons but other objects (including more photons) may also be in the event.

6.7 Diphoton Mass

The kinematic variables for single photons were provided in Chapters 4 and 5.

Once two photons have been reconstructed, the diphoton mass is calculated as

m
2
γγ

= 4E1E2 sin
2(α/2) (6.1)

where Ei is the energy of a single photon with i = 1, 2 and α is the angle between

the two photons. This angle is obtained from

cosα =
�p1 · �p2
p1p2

, (6.2)

where �pi is the vector momentum of a single photon and pi is the magnitude of the

momentum.

The diphoton mass shapes in the data for each category are provided in Fig-

ure 6.1. Many SM processes other than potential H → γγ events pass the diphoton

selection described in this chapter. These backgrounds are next discussed.
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Figure 6.1: The mγγ distribution in the data for each diphoton category.
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CHAPTER SEVEN

Background Model

In order to search for a H → γγ signal in the data, an understanding of known

SM processes that pass the diphoton selection is necessary. In particular, we obtain

a prediction of the mγγ shape of these background processes and the number of such

events in the region where we search for H → γγ signal. For this analysis, we do

not model each background component separately, but instead take advantage of

the mγγ resolution of the Higgs boson decaying to photons. We use a data-driven

background model where the mγγ shape and normalization are obtained from a fit

made to the region of the data where we do not search for signal, called the sideband

region of the data.

For the rest of this chapter, a discussion of the background composition is

provided first, followed by a description of the fitting method and corresponding

systematic uncertainties.

7.1 Background Composition

7.1.1 Prompt Photon Pairs

At a rate several orders of magnitude higher than the SM H → γγ prediction,

pairs of photons at the Tevatron are produced directly from QCD interactions in

the hard scattering process. This background to the H → γγ analysis is called the

prompt (or direct) diphoton background, and since the photon identification from

Chapters 4 and 5 cannot distinguish photons originating from QCD interactions and

those originating fromH → γγ decays, this is considered an irreducible background.1

1 Though we have not done so for this analysis, it is possible to take advantage of some
kinematic differences to better distinguish H → γγ events from the prompt diphoton background.
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The leading-order (LO) production of prompt diphotons at the Tevatron is

from quark-antiquark scattering, as shown in Figure 7.1 (a). Higher-order contribu-

tions [66] come from gluon fusion, as shown in Figure 7.1 (b), fragmentation of a pho-

ton off of a final-state quark, as shown in Figure 7.1 (c), and either quark-antiquark

or quark-gluon scattering with a photon radiated from an initial- or final-state quark,

as shown in Figures 7.1 (d) and (e).

(a) qq̄ → γγ (LO) (b) gg → γγ (c) gq → γq → γγ
Frag

(d) qq̄ → γ
ISR

γg

(e) gq → γ
ISR

γq and gq → γγ
FSR

q

Figure 7.1: Diagrams [28, 66] of prompt diphoton production at hadron colliders.
The LO process at the Tevatron is quark-antiquark annihilation in (a). The black
circle shown in (c) represents a fragmentation process of a final-state quark radiating
a photon, which takes most of its energy and which radiates at very small angle.
The diagrams for (c) and (e) are time-like processes, however there are also the
equivalent space-like processes.

For example, our preliminary studies show that a gain in sensitivity of about 5% or more may
be achieved by dividing events into bins of pγγT . Further gain would be expected by the use of a
multivariate discriminant based on kinematic differences in several variables.
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The prompt diphoton background has a smoothly falling mγγ distribution for

each diphoton category, as shown in Figure 7.2.
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Figure 7.2: Prompt Diphoton Background Shape (Pythia MC). The prompt diphoton
background shape for each diphoton category is shown, obtained from a γγ Pythia
sample including the LO diagrams (a) and (b) of Figure 7.1, but also modified to
include diagrams (d) and (e) [66]. Each shape is normalized to unit area.

7.1.2 γ + Jet and Dijet Events

Another significant background occurs from events in which one or two jets

fake the signature of a photon in the detector, passing the photon ID selection. As

discussed in previous chapters, this jet background is most often due to a neutral

meson decaying into a pair of collinear photons. The main processes that contribute

to this background [67, 68] are shown in Figure 7.3. The first row of figures shows the

production of a photon along with either a quark or gluon; these processes contribute

to the γ + jet background. The remaining diagrams show different ways in which

two jets are produced, which contribute to the dijet background.

The γ+jet and dijet fake backgrounds are reducible by optimizing the photon

ID selection to better identify true photons and reject jet backgrounds, as discussed

in Chapters 4 and 5. Like the prompt diphoton background, this fake background

has a smoothly falling mγγ distribution for each diphoton category. Figure 7.4 shows

this shape for the CC category.
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(a) qq̄ → qγ (b) qg → qγ

(c) qg → qg (d) qg → qg

(e) qq̄ → qq̄ (f) gg → gg

Figure 7.3: The main diagrams for γ+jet production (first row) and dijet production
(second and third rows) at the Tevatron, which can be misreconstructed as diphoton
events in the data [28].
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Figure 7.4: CC Background Shapes (Scaled to Unity). As an example, the shape of
the γ+jet and dijet backgrounds in the CC data are shown, normalized to unit area.
The enriched fake data samples are obtained by selecting diphoton events in the same
way as that for the CC diphoton data, except one or both photons have a NN value
< 0.3 rather than both passing the standard > 0.74 requirement. The prompt CC
diphoton background shape from Figure 7.2 is also shown for comparison.
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7.1.3 Drell-Yan

A smaller fake background comes from the Drell-Yan process (Figure 7.5),

where a virtual photon or Z boson is produced from qq̄ annihilation. The photon or

Z boson then decays to an e
+
e
− pair, which is reconstructed as a pair of photons.

(a) qq̄ → Z/γ
∗ → e

+
e
−

Figure 7.5: Diagram of the Drell-Yan process.

In the central region, the probability of a single electron passing the standard

central photon ID selection at CDF has been measured to be about 1% [69]. Al-

though we use a NN ID for this analysis, the same electron track removal selection

is applied, and therefore, the electron fake rate remains on the order of 1%. This

probability corresponds to the probability that an electron will radiate an energetic

photon via bremsstrahlung such that the electron track pT is less than ∼2 GeV/c, a

pT small enough to pass the track isolation requirement. In this case, the radiated

photon is reconstructed as though it were a prompt photon. The probability for this

to occur twice, for two central photons, is small and is on the order of 0.01%. The

tracking reconstruction efficiency in the central region is very good at CDF and the

fake rate from failing to reconstruct an electron’s track is negligible.

In the plug region, there is more material for an electron to travel through and

the probability for an electron to produce a photon via bremsstrahlung is therefore

higher. Moreover, there is less coverage for tracking and an additional contribution

to the electron background arises from the failure to reconstruct the electron’s track.

For the CP and C�P categories, the larger fake rate from the plug leg leads to a bump

near 91 GeV/c2 in the data from Z → e
+
e
− decays.
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The fake rate for central conversions is much smaller than that for plug pho-

tons, which can be observed from the lack of a bump at the Z pole for C�C events.

The good track reconstruction efficiency in the central region contributes to this,

along with the trident veto cut applied in the conversion ID selection discussed in

Chapter 5.

Events from fake electrons have a small contribution to the background in the

signal regions relative to the prompt diphoton, γ+jet, and dijet backgrounds. They

do, however, contribute significantly to the lower mass sideband region of the data

in the CP and C�P categories (below about 100 GeV/c2), and good modeling of this

sideband is necessary when making fits to the data to predict the background yield

in the signal regions.

7.2 Fitting Method

The background prediction for each Higgs boson mass hypothesis is obtained

from a fit made to the data, where we exclude from the fit a signal region centered

on each mass point. The size of the excluded region is based on the width of the

reconstructed H → γγ diphoton mass shape, which is about 3 GeV/c2 as shown

later in Figures 8.5–8.7. A 12 GeV/c2 window is, therefore, selected in order to

retain ∼95% of the signal.

7.2.1 Prompt Diphoton, γ + Jet, and Dijet Backgrounds

The smooth portion of the diphoton data in each category is fit to a polynomial

multiplied by the sum of two exponentials, where the degree of one polynomial is a

parameter of the fit. The parametrized function using six parameters p0–p5 is

fs(m) = (p0x
p1 + p2x

0.2)(p3e
−p3x + p4p5e

−p5x) (7.1)

where x = mγγ − 30 GeV/c2 (which is due to a threshold produced by removing

events below this mass). This function is found to model well the smooth portion of
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the data distribution for each diphoton category, which is mostly composed of the

prompt diphoton background and the fake γ + jet and dijet backgrounds, with only

a small contribution from electrons faking a photon.

7.2.2 Z Background in the CP and C �P Categories

We first model the Z → e
+
e
− contribution using a Pythia MC sample in

order to predict the mγγ shape with its mean and resolution. Generated events from

this sample are required to pass the same diphoton selection as that applied in the

data. Figure 7.6 (Figure 7.7) shows the resulting CP (C�P) mγγ distributions fit to

both a Breit-Wigner and Gaussian function. The Breit-Wigner function provides a

better fit and a more reasonable χ
2. It is described by the following function:

fZ(m) =
p0p1

2m2
�
(m− p2)2 +

p
2
1
4

� , (7.2)

where m is the diphoton mass, p0 is a parameter used for normalization, and p1 and

p2 are the width and mean of the Z pole, respectively.
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Figure 7.6: MC simulation of Z → e
+
e
− events that pass the diphoton selection

for the CP category. The left and right plots show the mγγ distribution fit to a
Breit-Wigner and Gaussian function, respectively. The former better describes the
shape and is used when fitting to the Z contribution in the data. In the left plot,
the parameters p0–p2 correspond to those described in Equation (7.2).
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Figure 7.7: MC simulation of Z → e
+
e
− events that pass the diphoton selection

for the C�P category. The left and right plots show the mγγ distribution fit to a
Breit-Wigner and Gaussian function, respectively. The former better describes the
shape and is used when fitting to the Z contribution in the data. In the left plot,
the parameters p0–p2 correspond to those described in Equation (7.2).

We use this same function when fitting to the Z contribution in the data,

where the mean and width parameters are initially set to the values predicted from

the fits using the Breit-Wigner function in Figures 7.6 and 7.7. The parameters are

a part of the fit to the data; however, we apply bounds to constrain the fit to the Z

pole. The mean parameter2 is initially set to 88.6 GeV/c2 for the CP category and

89.9 GeV/c2 for the C�P category, and it is allowed to fluctuate within a boundary

of ±2 GeV/c2. The width parameter is set to 6.9 GeV/c2 for the CP category and

6.7 GeV/c2 for the C�P category, and it is allowed to fluctuate between zero and

twice its value. Putting bounds on the parameters confines the fit to a small region

around the Z boson, but allows some freedom for fluctuations in the data when

reconstructing the particle’s mean and width.

2 There is an observed shift in the Z mean for both categories from the accepted mass of
91.2 GeV/c2 [3]. This feature is suspected to be from electrons faking photons in Z events and
would not be seen in a H → γγ peak. The reason is that a large contribution of the Z background
is from events in which one of the electrons radiates a hard photon through bremsstrahlung and
it is the photon that is reconstructed rather than the electron. The post-bremsstrahlung electron
track still carries a small bit of energy, however, so the photon that is reconstructed has less energy
than the original electron. This results in a shift in the reconstructed Z mean from the expected
value.

129



7.2.3 Fitting Minimization

The fit to the data is performed using the TH1F::Fit routine from the ROOT

software, which uses the function minimization methods in the MINUIT package [70].

Given a histogram and a fit function such as fs(m) and/or fZ(m), MINUIT constructs

a binned likelihood function (which we request) assuming the data bin counts are

described by a Poisson probability distribution. Then for j parameters used for the

fit function, the binned likelihood (L) is given by the product of likelihoods for each

bin,

L(p1, p2, p3, ..., pj) =
N�

i=1

f
nb
b
e
−fb

nb!
, (7.3)

where N is the number of bins considered, nb is the data yield in the ith bin, and

fb is the value of the fit function at that bin. For a particular set of parameters,

MINUIT calculates the value of the negative log likelihood. The package finds the set

of parameters for which the negative log likelihood is minimized, and the result is

the best fit to the measured data.3

7.2.4 Resulting Fits for Each Category

For fitting to themγγ data, we use fs(m) for the CC and C�C categories and the

sum of fZ(m) and fs(m) for the CP and C�P categories, with an initial set of param-

eters provided for the minimization described in Section 7.2.3. The corresponding

fits for a Higgs boson mass hypothesis of 115 GeV/c2 are provided in Figure 7.8,

where we fit to the data using the range mγγ = 60–240 GeV/c2, excluding the signal

region around 115 GeV/c2. The fit is interpolated into the signal region in order to

predict the background shape and expected number of events where we search for

the Higgs boson signal. The interpolated fits for mH = 115 GeV/c2 are shown in the

upper plots in each subfigure of Figure 7.9. A background histogram with the same

3 Fitting discussed in this paper is generally done using the same methods (though a χ
2 fit

may be used instead). It is only described in more detail here so that the background estimation
method is better understood, along with systematic uncertainties discussed later.
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Figure 7.8: Each figure shows a fit (red line) made to the sideband region of the data
for each diphoton category using fs(m) for the CC and C�C categories and the sum
of fZ(m) and fs(m) for the CP and C�P categories. The two vertical lines in each
figure indicate the signal window excluded from the fit, here for a Higgs boson mass
of 115 GeV/c2.

binning as the data is obtained from these fits and used to compare the background

yield to that of the data. This is shown in the lower residual plots in each subfigure

of Figure 7.9, obtained from the difference in the data and background expecta-

tions, divided by the Poisson statistical error from the background expectation. The

y axis of the residual plot, therefore, provides an indication of how many standard

deviations a data bin differs from the background prediction. In the signal region

centered at 115 GeV/c2, there is no significant excess of data events relative to the

background.

We repeat this process for each Higgs boson mass hypothesis and there is,

therefore, a separate fit made for each mass tested. These fits for each diphoton cat-

egory are provided in Appendix D, along with the corresponding residual plots. As

with the mass of 115 GeV/c2, we find no evidence of a resonance in the corresponding

signal regions of the data relative to the background prediction. The resulting back-
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Figure 7.9: The upper plot in each subfigure shows the sideband fit from Figure 7.8
interpolated into the 115 GeV/c2 signal region, for each diphoton category. The
residual in the lower plot of each subfigure shows the data yield minus the background
yield, divided by the statistical error from the background yield.

ground yields in the 12 GeV/c2 signal region for each mass and diphoton category

are provided in Chapter 10.
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7.3 Systematic Uncertainty

7.3.1 Parameter Variation

Systematic uncertainties on the background yields are obtained by randomly

varying the parameter values from the best fit based on their errors, uniformly

within ±1 standard deviation. To ensure that a smeared set of parameters provides

a reasonable fit, the negative log likelihood value (Equation (7.3)) is computed with

the new set of varied parameters and compared to the value obtained from the best

fit parameters. If the difference between these values is greater than one, then we

reject the trial.4

For all other cases, we obtain a new prediction of the background expectation

and compare it to the background yield from the best fit. Of all of these trials, the

highest and lowest yields relative to the nominal background prediction are used to

determine an uncertainty:

∆b =
bhighest − blowest

2b0
(7.4)

where each yield is obtained from the 12 GeV/c2 signal region centered on the Higgs

boson mass hypothesis. These are applied as fractional uncertainties on the mγγ

background prediction. The uncertainties are shown in Table 7.1 for each diphoton

category and mass signal region. Categories or regions of the data with more events

constrain the fit better and, therefore, have a smaller uncertainty.

4 We ignore these trials because we are interested in studying cases that have a negative log
likelihood value near the minimum. For minimizing with likelihood functions, trials could better be
rejected if the difference in the negative log likelihood value for a trial relative to the minimum was
a half unit rather than one. (See the statistics section of Reference [3].) We have selected a more
conservative boundary, however, because the resulting background rate uncertainties encompass
both the parameter uncertainty of the nominal fit function and the uncertainty in the choice of
this particular fit function. The latter is discussed more in Section 7.3.2.
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Table 7.1: Background rate uncertainties (in %) applied to each diphoton category
and for each Higgs boson mass hypothesis.

mH (GeV/c2) 100 105 110 115 120 125 130 135 140 145 150 Average

CC 1.2 1.7 2.2 2.6 3.5 3.4 2.8 3.1 3.5 3.4 3.9 2.8

CP 1.3 1.0 0.6 0.7 0.9 0.6 1.0 0.7 0.8 0.8 1.0 0.9

C�C 4.4 5.2 6.0 5.2 5.3 5.4 5.9 6.7 7.4 7.6 8.2 6.1

C�P 3.2 3.3 3.5 3.6 4.6 3.0 2.2 2.7 3.7 3.0 3.2 3.3

7.3.2 Model Dependence

It is possible that there is a model dependence in the predicted background

yields due to the choice of a fit function. We address this by studying the effect

on the background yield when a different fit function is used. For this purpose, we

replace the function that models the smooth portion of the data, fs(m), with a 2nd

degree polynomial multiplied by an exponential,

f
�
s(m) = (p0 + p1m+ p2m

2)e−p3m, (7.5)

where m is again the diphoton mass. As before, the Breit-Wigner function is added

to this for the CP category, however, we leave the C�P category out of this study due

to difficulty finding a reasonable fit. Table 7.2 shows the percent difference between

the background yields obtained using the fit function above relative to that obtained

using the nominal function.

Table 7.2: Background yield differences obtained by replacing fs(m) with f
�
s(m).

Differences are given in %, relative to the background yield obtained using fs(m).

mH (GeV/c2) 100 125 150

CC –1.1 –0.3 1.7

CP 0.6 0.7 0.4

C�C –1.3 3.7 –5.0
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A second approach is taken by adding polynomial terms of different degrees to

the fit function being used. For example, when fitting to the CC data we have tested

g(m) + pn(m− 120)n, where g(m) is either fs(m) or f �
s(m), m is the diphoton mass,

n is the integer order of the polynomial, and pn is a normalization fit parameter.

This technique is applied to all categories with n = 1, 2, and 3, using both fs(m)

and f
�
s(m) for g(m). In essentially every trial the background expectation for each

mass region varies from the nominal prediction given in Section 7.2.4 by <1%.

Based on the results of these two studies, the background expectation due to a

different fit function is either considered insignificant, or it is within the uncertainties

already obtained from Section 7.3.1. Therefore, we apply only the values shown in

Table 7.1 as the systematic uncertainties on the background rate.
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CHAPTER EIGHT

Signal Model

A signal template is built in order to test the SM H → γγ hypothesis in the

data. This template consists of the predicted mγγ shape for each production type,

the normalization of these shapes to the number of expected H → γγ signal events,

and systematic uncertainties where appropriate. The signal template is constructed

from the production cross sections and branching ratios from Chapter 1, in addition

to information obtained from the MC simulation of H → γγ events in the CDF de-

tector. Corrections and/or systematic uncertainties are applied to the MC prediction

based on known differences between the simulation and data.

This chapter begins with a description of the MC simulation of H → γγ events

and then describes the mγγ shape and the normalization of this shape. The next

chapter describes the corresponding systematic uncertainties.

8.1 MC Samples

To simulate H → γγ events, we use Pythia version 6.2 [71, 72], a MC gener-

ator used in high energy physics to simulate collision events between two incoming

particles and the set of outgoing particles from the collision. The event possibilities

and kinematics are based on leading-order (LO) theoretical calculations (of Feynman

diagrams). Pythia models the hard interaction of interest such as gg → H → γγ,

followed by the fragmentation and decay of particles. The fragmentation and de-

cay process continues until stable particles are formed. Examples of this include

quarks and gluons fragmenting (i.e. hadronizing) into jets and a Z boson decaying

to objects such as a lepton pair.
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The stable particles are then passed through a full simulation of the detector

material, cdfsim [73], which is based on a software package called geant [74]. This

software is used to simulate physics processes due to elementary particle interactions

with the nuclei of detector material, including energy loss of particles (dE/dx), elec-

trons radiating photons due to bremsstrahlung, and photons converting to electron

pairs. The showering of particles in the electromagnetic and hadron calorimeters is

also simulated (using gflash [75]), in addition to the electronic readouts from the

detector due to particle interactions. Trigsim [73] is used to simulate the trigger

data and the corresponding digital response from the detector. Simulated events are

analyzed with the same CDF reconstruction software that is used for the collision

data, and physics objects are constructed based on vertex, tracking, and calorimeter

variables.

The Pythia MC generator also incorporates knowledge of parton distribution

functions, initial- and final- state radiation, the underlying event, and pileup. Each

of these are explained in more detail in Sections 8.1.1–8.1.4, which is largely based

on the description given in the Pythia manual [72] and Reference [76].

8.1.1 Parton Distribution Functions

In the center of mass frame for a pp̄ collision, both the proton and antiproton

have a total energy of ECM = 980 GeV. The two partons of the hard interaction,

however, contain only a portion of the beam energy. Their four-momenta can then

be written as ECM(x1, 0, 0, x1) and ECM(x2, 0, 0,−x2), with the mass of each par-

ton treated as negligible. The probability density function for finding a parton

with a momentum fraction x for a given momentum transfer Q
2 is called the par-

ton distribution function (PDF). As an example, the probability of finding a gluon

with x1 and another gluon with x2 that interact with momentum transfer Q
2 is

Pg1(x1, Q
2) · Pg2(x2, Q

2) [77], where the first (second) probability in this product is
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the PDF value for the first (second) gluon. The Pythia event generator relies on

a set of PDFs that are determined from experimental inputs. Of the available PDF

datasets [78, 79], cteq5l [80] was used for the production of signal MC samples.

8.1.2 Initial- and Final-State Radiation

Particles that are colored can radiate gluons and particles that are charged can

radiate photons. This alters the configuration of an event such that corrections to

the primary interaction are necessary. Initial-state radiation (ISR) is radiation from

an initial-state particle before the collision and is observed as additional particles

in the detector that are not produced by the primary interaction. In gluon fusion,

two gluons interact to produce the Higgs boson, which can then decay to a pair of

photons. An example of ISR occurs when one of the gluons radiates a separate gluon

— in addition to two reconstructed photons, the separate gluon will fragment and

be reconstructed as a jet. Final-state radiation (FSR) is radiation from a final-state

particle after the collision; an additional object will also be reconstructed, but this

time it has taken some of the energy from one of the final-state particles produced.

Pythia has a set of parameters that can be adjusted to control the amount of

ISR/FSR in an event. The default CDF values are used for generation of the signal

MC samples (Tune A [81]).

8.1.3 Underlying Event

Interactions in hadron colliders are often classified as either “hard” or “soft”,

where the hard interaction generally refers to the parton-parton scattering that

results in a set of (or at least one) high pT objects and the corresponding ISR

and FSR radiation (Figure 8.1). All of the remaining objects from soft interactions

surrounding the primary scattering process are considered the underlying event (UE)

and consist of beam-beam remnants and objects associated with multiple parton
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Figure 8.1: A schematic [76] of a hard scattering interaction between a pair of partons
from the proton and antiproton, indicated by the red lines pointing towards one
another; the resulting high pT (hard) particles produced by the collision have red
lines pointing outward away from the collision vertex. As an example, ISR is shown
coming from the parton in the proton and FSR is shown coming from one of the
outgoing particles. All other objects shown are the soft pp̄ (beam) remnants, which
are considered the underlying event.

interactions. Beam-beam remnants occur in hadron colliders and are due to the fact

that protons and antiprotons are composite particles. The hard interaction occurs

between a parton in the proton and a parton in the antiproton; the remaining objects

are the remnants and contribute particles to the underlying event with relatively

small pT . Hard or semi-hard scattering can also occur between one or more pairs

of partons other than those from the primary interaction. These are called multiple

parton interactions (MPI) and the resulting objects from the additional interactions

contribute to the event activity and are considered part of the underlying event

(Figure 8.2).

The Pythia parameters that control the behavior of the underlying event are

“tuned” in such a way that the MC simulation better fits measured distributions

from Tevatron data, such as the pT spectrum from jets or the pT spectrum from

lepton pairs produced by Z boson decays [76, 82, 81]. We use the standard CDF

UE tune, Tune A [81].
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Figure 8.2: The same schematic and description as Figure 8.1 [76], except now a
second pair of partons are shown having interacted, indicated by the green arrows
moving away from the second vertex. Both beam remnants and multiple parton
interactions contribute to the underlying event of the hard scattering process.

8.1.4 Pileup

Pythia events have been described thus far as a hard interaction along with

its associated UE and ISR/FSR. For a single bunch crossing, however, there is a

finite probability that more than one proton-antiproton collision occurs. This is

called pileup. Like MPI, this complicates event reconstruction for two reasons: (i)

final-state objects can overlap in the detector and (ii) there is a higher probability

of misreconstructing the primary vertex corresponding to the hard interaction of

interest. More such interactions means a higher number of reconstructed vertices to

choose from.

Pythia generates several events, one after the other, to simulate the pileup

effect [72]. The number of such events generated for the H → γγ signal simulation

may be different from that in the data. As will be described in Section 8.2, we later

correct the MC prediction to the data based on the number of reconstructed vertices.

8.1.5 Generated Samples

We generate approximately 300,000 simulated H → γγ events including all

physics described in this section, for masses between 100 and 150 GeV/c2 in 5 GeV/c2

steps. This is done for each production method for a total of 33 separate signal
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samples (11 mass points and 3 production mechanisms). For systematic uncertainty

studies, two additional samples are also generated for each production method with

increased ISR/FSR and decreased ISR/FSR. All uncertainties on the signal template

will be described in more detail in the next chapter.

It is known that the LO prediction used in Pythia does not model well the

transverse momentum of the diphoton system (pγγ
T
). Since our analysis is inclusive,

however, and events are not divided based on p
γγ

T
, correcting Pythia to a higher-

order calculation has little effect on the signal modeling. In particular, the efficiency

of signal events passing the diphoton selection and the mγγ shape for GF events have

been studied after correcting the generated signal from Pythia to a higher-order

p
γγ

T
prediction from the HqT program [83, 84, 85]. Based on the results of this study,

which is described in Appendix C, we have maintained the Pythia modeling and

not corrected GF signal events to the HqT prediction.

8.2 mγγ Shape

We obtain the diphoton mass shape for H → γγ signal events from the MC

simulation. This technique is validated by a comparison of the reconstructed mass

shape of Z → e
+
e
− decays in both the data and the MC simulation. Based on this

comparison, corrections are made to the EM energy scale such that the MC simula-

tion reproduces the expected Z mean and width observed in the data. These energy

corrections are also applied to the reconstruction of photons and were discussed in

Chapter 4. After this correction, a small difference remains in the reconstructed

H → γγ diphoton mass relative to the generated mass. This is expected to be due

to differences in the electron energy scale versus the photon energy scale [86] and we

make an additional correction of about 99.2% to the reconstructed mass values for

diphoton events in both the data and the H → γγ MC simulation.
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An understanding of the mγγ shape is important because the more narrow the

diphoton mass, the stronger the ability to discriminate a signal from the smoothly

falling background. Furthermore, the limit calculation described in Chapter 11 is

based on the binned mγγ distribution centered on the Higgs boson hypothesis; the

greatest sensitivity from this calculation is obtained from the central mγγ bins and

a more narrow mass shape improves this sensitivity.

As described in Sections 4.1 and 5.3, the four-momentum of each photon is

determined by the reconstructed energy, polar angle θ, and azimuthal angle φ. The

diphoton mass is obtained from the addition of these four-momenta. For Higgs boson

masses studied in this analysis, the corresponding mass width is dominated by the

experimental resolution (the natural width of the Higgs boson is negligible [87]). In

particular, the resolution is limited by the energy measurement and the ability to

correctly identify the vertex of the primary collision. The EM energy is measured by

the calorimeters, which have a specified energy resolution (see Chapter 3). Correctly

identifying the z position of the primary vertex is important for the θ measurement

for non-converting photons. The larger the number of reconstructed vertices from

MPI and pileup, the higher the possibility of misidentifying the primary vertex.

Selection of the primary vertex is described in Section 6.4. We apply the same

algorithm to events in the signal MC simulation. A study has been performed at

CDF using Z decays to understand the effect of vertex misidentification on mass

resolution [88]. In this study, the Z → e
+
e
− invariant mass was formed from both

data and MC samples using first the standard vertex algorithm and then using a

modified vertex algorithm where the pT of the electron tracks is removed. The

resolutions were compared and the smearing effect was observed in both the data

and the MC simulation. The results indicate that the smearing effect due to vertex

misidentification is modeled well in the simulation.
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We therefore correct the mγγ shape obtained from the H → γγ MC prediction

based only on the difference in the number of events with Nvtx reconstructed vertices

as observed in the diphoton data (ndata
Nvtx

) compared to that generated for the signal

MC samples (nMC
Nvtx

). This gives a set of weights (wNvtx) from the ratio

wNvtx =
n
data
Nvtx

n
MC
Nvtx

. (8.1)

Then, for each MC event with Nvtx, a weight of wNvtx is applied when adding entries

to the mγγ distribution. The weighting has the effect of better correcting the mγγ

shape to what we would expect in the data.1

We perform a few studies using the H → γγ MC samples in order to better

understand the mγγ resolution dependence on vertex misidentification; however, no

further corrections are made. The resolution studies described in the next sections

are only to better understand the effect. The first study compares the resolutions

as a function of Nvtx. The second study is similar, except that truth information

is used in the MC simulation to identify events with a misreconstructed primary

vertex.

8.2.1 Resolution Dependence on Nvtx

The number of vertices in an event is dependent on both the underlying event

and pileup. The latter has a stronger effect for events with higher instantaneous

luminosity, as described in Section 8.1.4. We study the resolution dependence here.

Table 8.1 shows themγγ signal resolutions for a Higgs boson mass of 115 GeV/c2,

for the most sensitive diphoton category. The resolution for the CC category smears

significantly for higher Nvtx; however, the percentage of events in the data with

1 Since there is only a small fraction of events with higher reconstructed vertices, and since
MC samples are generated with a similar Nvtx distribution to the data, this process has only a
slight effect. The resolution for CC and CP events increases by about 3%, and this has about a
1% or less effect on the limit results calculated in Chapter 11. As we will soon describe, the C�C
and C�P categories are not affected by this process.
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Table 8.1: For mH = 115 GeV/c2, the signal resolution (in GeV/c2) for the CC
category is shown, determined from a Gaussian fit made to the mγγ distribution.

The widths are provided for each production mode as a function of Nvtx.

% of Events mγγ Resolution (GeV/c2)

Nvtx Diphoton Data GF VH VBF

1 33.1 2.7 2.7 2.7

2 34.3 2.9 2.7 2.8

3 21.2 3.2 2.8 2.8

4 8.3 3.4 2.7 2.9

≥5 3.1 3.7 3.0 3.0

higher Nvtx is much smaller. From these results, we observe that the mγγ res-

olution due to the energy resolution of the calorimeters is about 2.7 GeV/c2 for

mH = 115 GeV/c2, and we expect a wider resolution when including events with

Nvtx > 1. The effective resolution is based on a weighted average of all events. We

also observe that the GF sample is more sensitive to this effect and that the VH

and VBF samples are only slightly sensitive to this. This is to be expected since

in VH production, the Higgs boson is produced with a W or Z boson and in VBF

production there are two quarks present. These other objects decay to final-state

particles that leave high pT tracks, which help better identify the primary vertex of

the event. In GF production, there is often a track from an ISR particle, however,

not for every event.

Since GF is the dominant production mode, we next focus on the GF sample

and look at each diphoton category (Table 8.2). The mγγ shapes for each category

for a Higgs boson mass of 115 GeV/c2 are shown in Figure 8.3. The resolutions are

compared for events with Nvtx = 1 and Nvtx ≥ 4. We notice that the CP category

behaves similarly to the CC category, but that events with a conversion are not

affected by the smearing. The high pT tracks from the electron pair in the C�C
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Table 8.2: For mH = 115 GeV/c2, the signal resolution (in GeV/c2) for the GF
production is shown, determined from a Gaussian fit made to the mγγ distribution.

The widths are provided for each diphoton category as a function of Nvtx.

% of Events in mγγ Resolution (GeV/c2)

Nvtx Diphoton Data CC CP C�C C�P

1 33.1 2.7 2.5 2.6 2.7

2 34.3 2.9 2.8 2.7 2.6

3 21.2 3.2 3.2 2.6 2.7

4 8.3 3.4 3.3 2.6 2.7

≥5 3.1 3.7 3.9 2.6 2.5
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Figure 8.3: For mH = 115 GeV/c2, the signal resolution (in GeV/c2) for GF produc-
tion is shown, determined from a Gaussian fit made to the mγγ distribution.
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and C�P categories are included in the vertex algorithm and, therefore, significantly

improve the likelihood of selecting the correct vertex.

8.2.2 Resolution Dependence on Vertex Identification

We next estimate the fraction of signal events where the wrong vertex is recon-

structed and show the smeared mγγ resolution for these events. We use the known

MC-generated data to compare the true z-position (ztrue) of the vertex to the recon-

structed z-position (zreco). We then define events with the correct vertex chosen to

be those where |ztrue − zreco| < 5 cm (based on the observed vertex reconstruction

resolution in the data). We consider all other events to have selected the wrong

vertex.

Tables 8.3 and 8.4 show the results for GF and VH production, respectively,

where the percentage of wrong vertex events shown in the right four columns is

relative to the total number of events with Nvtx. The percentage relative to all events

is shown in the bottom row of the tables, assuming the Nvtx distribution of the data.

In the C�C and C�P categories, a negligible percentage of events is found to have

misidentified the primary vertex. As observed in the previous section, CC and CP

events are the only categories significantly smeared by vertex misidentification, and

more so for GF events. For the data sample used in this analysis, we estimate about

17–18% of CC and CP events in the GF sample to have a wrong vertex, about 4–6%

in VH events, and about 8.5–9.5% in VBF. (A table is not shown for VBF.) Again,

the GF mechanism is a resonant production process; tracks are usually present due

to ISR, but not for all events. VH events are suspected to have the smallest fraction

of events with a misidentified vertex due to the high pT leptons often produced by

the W or Z boson decay.

The resolution is compared for correct- and wrong-vertex events in Figure 8.4

for only the CC and CP categories and for each production method. For mH =
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Table 8.3: The percentage of data events with a given number of vertices (Nvtx) is
shown in the left two columns. Of GF events with Nvtx and mH = 115 GeV/c2, the
fraction predicted to have the wrong vertex reconstructed is obtained from the
signal MC simulation. These values are shown in the right four columns (in %),

where the statistics were too small for some entries to be provided (shown by a –).

% of GF Events for each Nvtx

% of Events in with |ztrue − zreco| > 5

Nvtx Diphoton Data CC CP C�C C�P

1 30.3% 2.6% 2.7% 0.0% 0.0%

2 34.5% 17.1% 18.3% 0.0% 0.1%

3 22.8% 26.2% 27.6% 0.4% 0.9%

4 9.0% 34.1% 34.1% 0.2% 0.7%

5 2.7% 37.6% 41.8% 0.0% 1.1%

6 0.6% 40.7% 45.5% – –

7 0.1% 47.1% 46.6% – –

8 0.1% 50.0% 60.0% – –

Total 100.0% 17.2% 18.0% 0.1% 0.3%

Table 8.4: The percentage of data events with a given number of vertices (Nvtx) is
shown in the left two columns. Of VH events with Nvtx and mH = 115 GeV/c2, the
fraction predicted to have the wrong vertex reconstructed is obtained from the
signal MC simulation. These values are shown in the right four columns (in %),

where the statistics were too small for some entries to be provided (shown by a –).

% of VH Events for each Nvtx

% of Events in with |ztrue − zreco| > 5

Nvtx Diphoton Data CC CP C�C C�P

1 30.3% 1.1% 1.5% 0.0% 0.0%

2 34.5% 4.6% 5.6% 0.1% 0.1%

3 22.8% 6.6% 8.3% 0.1% 0.4%

4 9.0% 7.8% 10.4% 0.4% 0.9%

5 2.7% 12.2% 13.8% 0.7% 1.5%

6 0.6% 13.4% 13.1% – –

7 0.1% 13.7% 11.0% – –

8 0.1% 14.3% 28.6% – –

Total 100.0% 4.7% 5.7% 0.1% 0.2%
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115 GeV/c2, CC (CP) events with the primary vertex correctly reconstructed have

a mγγ resolution of about 2.7 (2.5) GeV/c2; those with a wrong vertex reconstructed

have a mγγ resolution of about 6.7 (11) GeV/c2.
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Figure 8.4: For an example Higgs boson mass of mH = 115 GeV/c2, the GF, VH,
and VBF H → γγ diphoton mass shapes are shown for events where a correct and
incorrect vertex are reconstructed. These are provided for CC and CP categories
only since the effect is negligible for C�C and C�P events.
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8.2.3 Final Shapes

The shapes used for each diphoton category and production mechanism are

provided in Figures 8.5–8.7. These shapes are obtained from the PythiaMC predic-

tion and reweighted to the Nvtx distribution of the data as previously described. The

effective mass resolutions vary depending on the production process and diphoton

category; however, each is less than 3 GeV/c2.
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Figure 8.5: The mγγ distributions for GF events in each diphoton category along
with Gaussian fits made to these distributions. The shapes are obtained from the
Pythia MC prediction and reweighted to the Nvtx distribution of the data.

149



)2 (GeV/cγγm

50 60 70 80 90 100 110 120 130 140

)
2

E
n

tr
ie

s
 /

 (
2

 G
e

V
/c

CC Category
2Mean: 114.9 GeV/c

2Sigma: 2.7 GeV/c

CDF Run II Preliminary

 (VH)2 = 115 GeV/c
H

 for mγγ→H

)2 (GeV/cγγm

50 60 70 80 90 100 110 120 130 140
)

2
E

n
tr

ie
s

 /
 (

2
 G

e
V

/c

CP Category
2Mean: 114.5 GeV/c

2Sigma: 2.6 GeV/c

CDF Run II Preliminary

 (VH)2 = 115 GeV/c
H

 for mγγ→H

)2 (GeV/cγγm

50 60 70 80 90 100 110 120 130 140

)
2

E
n

tr
ie

s
 /

 (
2

 G
e

V
/c

C’C Category
2Mean: 115.5 GeV/c

2Sigma: 2.7 GeV/c

CDF Run II Preliminary

 (VH)2 = 115 GeV/c
H

 for mγγ→H

)2 (GeV/cγγm

50 60 70 80 90 100 110 120 130 140

)
2

E
n

tr
ie

s
 /

 (
2

 G
e

V
/c

C’P Category
2Mean: 114.9 GeV/c

2Sigma: 2.7 GeV/c

CDF Run II Preliminary

 (VH)2 = 115 GeV/c
H

 for mγγ→H

Figure 8.6: The mγγ distributions for VH events in each diphoton category along
with Gaussian fits made to these distributions. The shapes are obtained from the
Pythia MC prediction and reweighted to the Nvtx distribution of the data.
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Figure 8.7: The mγγ distributions for VBF events in each diphoton category along
with Gaussian fits made to these distributions. The shapes are obtained from the
Pythia MC prediction and reweighted to the Nvtx distribution of the data.
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8.3 Normalization

As discussed in Chapter 1 and in the previous section, we consider three Higgs

boson production mechanisms in this analysis: gluon fusion, associated production

with a W or Z boson, and vector boson fusion. For a given theory model including

each of these mechanisms, the expected H → γγ cross section can be calculated as

the product of the total production cross section and the diphoton branching ratio,

(σGF+σVH+σVBF)×B(H → γγ). The SM prediction for these values was provided

in Table 1.1 for each Higgs boson mass hypothesis between 100 and 150 GeV/c2. For

a mass of 115 GeV/c2 and L = 10.0 fb−1 for example, we would expect σ×B×L =

3.35× 10.0 = 33.5 H → γγ events produced.

For each requirement that we make in the event selection, however, only a

fraction of the produced H → γγ signal events fall into a well-instrumented region

of the CDF detector, pass trigger requirements, and pass the diphoton ID selection.

In order to estimate the number of total signal events produced (Nproduced) that are

actually reconstructed and make it into our data sample (Nreco), the efficiency of

each requirement is studied in detail. The net efficiency (�net) forms the ratio

�net =
Nreco

σBL =
Nreco

Nproduced
(8.2)

and is the product of the individual consecutive selection efficiencies such that

�net =
Nzvtx

Nproduced
·
Nzvtx+IDγγ

Nzvtx
·
Nzvtx+IDγγ+trig

Nzvtx+IDγγ

. (8.3)

In Equation (8.3), Nzvtx refers to the number of events produced that have a primary

vertex with a z position within 60 cm of the center of the detector (described in Chap-

ter 6), Nzvtx+IDγγ refers to the number of these events that are additionally within

the detector acceptance and pass the diphoton ID selection, and Nzvtx+IDγγ+trig refers

to the number of these events that additionally pass the trigger selection. The full
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event selection consists of these requirements.2 The first ratio is the efficiency of

the z vertex requirement (�zvtx), the second ratio is the efficiency for identifying a

diphoton pair in the CDF detector using our photon ID requirements (�γγ), and the

third ratio is the efficiency of the trigger given our diphoton selection (�trig). We can

then rewrite Equation (8.3) as

�net = �zvtx · �γγ · �trig. (8.4)

We use both data and simulation to either measure or estimate each of these effi-

ciencies, which are described in more detail in the following sections.

8.3.1 z Vertex Efficiency

As described in Chapter 6, the z position of the primary event vertex is required

to fall within 60 cm of the center of the detector, which is the well-instrumented

(fiducial) region for vertex identification. This cut is not fully efficient, however, and

reduces the effective luminosity of the dataset. A luminosity correction is, therefore,

applied which is obtained from minimum bias data.3 A luminosity-weighted z vertex

distribution is obtained from this dataset and is fit to the expected dL(z)/dz profile.

The efficiency of the cut is then taken as

�zvtx = �(|z| < 60 cm) =

� +60

−60

[dL(z)/dz] dz
� +∞

−∞
[dL(z)/dz] dz

(8.5)

This measurement is performed by the Joint Physics Group at CDF and is obtained

separately for different data-taking periods. For the data we use in this analysis, the

average z vertex efficiency was found to be 97.43% with a systematic uncertainty of

2 Note that the good run requirement described in Chapter 6 is only applicable to the data
and is therefore excluded here.

3 Ideally, minimum bias data are the set of events you would get from a totally inclusive
trigger. In practice, it is just data from a more unbiased trigger.
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0.07%. We apply this value for �zvtx to the normalization of all H → γγ signal MC

samples.

8.3.2 Diphoton Efficiency and Correction Factors

The second ratio of Equation (8.3) was simplified to �γγ and it is often thought

of as having two components. The first component is called the detector acceptance

(Adet). It is defined as the the fraction of H → γγ events passing the z vertex

requirement that additionally pass the diphoton selection of Section 6.6 when only

the ET and fiducial requirements of the photon ID selection are applied. For events

that pass this selection, the second component (�ID
γγ
) is the efficiency for selecting

two photons when applying the remaining cuts of the photon ID selection. The

combined efficiency for identifying a diphoton pair is then �γγ = Adet · �IDγγ, and is

called the diphoton efficiency in this paper.

The diphoton efficiency is obtained from the signal MC samples with the same

diphoton selection that is used for the data (see Section 6.6). For each category and

mass point, this efficiency is determined from the ratio of the number of events that

pass the full diphoton selection to the number of generated MC events that pass the

|z| < 60 cm cut. These values, labeled �
MC
γγ

, are provided in Table 8.5 and shown

graphically in Figure 8.8.

In order to better describe the H → γγ signal response in the data, we correct

the efficiencies from the simulation (�MC
γγ

) with data-MC scale factors (SF) for central

and plug photons. These are obtained by comparing photon efficiencies from the MC

prediction with those measured in the data. The method for obtaining these photon

ID efficiencies using Z → e
+
e
− decays was described in Section 4.3, where the results

are summarized in Table 8.6 for both central and plug photons as a function of the

number of reconstructed vertices (Nvtx). The efficiencies obtained from the data and

the MC prediction are weighted according to the Nvtx distribution of the diphoton
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Table 8.5: Diphoton efficiency for H → γγ signal events (�MC
γγ

) as defined in the
text, for each channel and Higgs boson mass hypothesis. Values are calculated

from the MC simulation for each production mechanism separately.

mH (GeV/c2) 100 105 110 115 120 125 130 135 140 145 150

GF 12.3 12.5 12.6 12.8 12.9 13.0 13.1 13.3 13.4 13.7 13.7

CC VH 12.7 12.7 13.0 13.1 13.1 13.3 13.4 13.4 13.6 13.6 13.7

VBF 13.8 13.9 14.0 14.2 14.2 14.3 14.4 14.5 14.7 14.7 14.9

GF 16.3 16.4 16.7 16.7 16.8 16.8 16.8 16.7 16.8 16.8 16.7

CP VH 14.5 14.6 14.9 15.1 15.2 15.2 15.3 15.4 15.4 15.5 15.5

VBF 14.6 14.9 15.1 15.3 15.5 15.6 15.6 15.7 15.7 15.6 15.7

GF 2.8 2.9 2.8 2.9 3.0 3.0 3.0 3.0 3.0 3.0 3.1

C�C VH 2.7 2.8 2.8 2.8 2.9 2.9 2.9 2.8 2.9 2.9 2.9

VBF 3.1 3.1 3.2 3.1 3.2 3.1 3.3 3.2 3.2 3.2 3.3

GF 1.8 1.8 1.8 1.8 1.9 1.9 1.9 1.9 1.9 1.9 1.9

C�P VH 1.5 1.6 1.6 1.6 1.6 1.7 1.6 1.6 1.6 1.6 1.6

VBF 1.6 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7

Table 8.6: Central and plug photon ID efficiencies (�Nvtx) as a function of Nvtx,
obtained from both the data and the MC prediction as described in Chapter 4.

Nvtx 1 2 3 4 5

p0 – p17 Z → e
+
e
− Data 0.8716 0.8563 0.8285 0.8031 0.7339

Central �Nvtx p18 – p38 Z → e
+
e
− Data 0.8711 0.8302 0.8017 0.7594 0.7340

Z → e
+
e
− MC 0.8968 0.8809 0.8595 0.8390 0.8153

p0 – p17 Z → e
+
e
− Data 0.8284 0.7562 0.6897 0.6184 0.5283

Plug �Nvtx p18 – p38 Z → e
+
e
− Data 0.7983 0.7121 0.6330 0.5627 0.5147

Z → e
+
e
− MC 0.8454 0.7977 0.7464 0.6960 0.6477

data and H → γγ MC samples, respectively. The MC scale factor is taken from the

ratio of these weighted average efficiencies.

The weighted average efficiency obtained from the MC prediction is calculated

as

�
Avg
MC =

ΣNvtx(nNvtx × �Nvtx)

ntot
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Figure 8.8: Diphoton efficiency for H → γγ MC signal events (�MC
γγ

) as defined in
the text, for each category and Higgs boson mass hypothesis. Values are calculated
from the MC simulation for each production mechanism separately.

Table 8.7: The number of entries nNvtx in the data and generated MC sample with
Nvtx reconstructed vertices. These values define the Nvtx distribution of both the
diphoton data and signal MC samples and are used to weight the efficiencies in

Table 8.6.

Nvtx 1 2 3 4 5

p0 – p17 Diphoton Data 15111 11501 5659 2043 763

nNvtx p18 – p38 Diphoton Data 14707 23007 16839 7027 1792

H → γγ Signal MC 43732 29594 13326 5308 1694

where nNvtx is the number of diphoton MC events with Nvtx reconstructed vertices,

provided in Table 8.7; the total number of diphoton events in the MC sample is given

by ntot; and the photon ID efficiency for events with Nvtx reconstructed vertices is

given by �Nvtx , provided in Table 8.6. The efficiency measured from the data is
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similar, but takes into account the different photon ID efficiencies obtained for two

separate data-taking period ranges. This weighted average efficiency is calculated

as

�
Avg
data =

ΣNvtx(nNvtx × �Nvtx)p0-p17 + ΣNvtx(nNvtx × �Nvtx)p18-38
ntot

where nNvtx is the number of diphoton data events with Nvtx reconstructed vertices,

provided in Table 8.7; the total number of diphoton events in the data sample is

given by ntot; and the photon ID efficiency for events with Nvtx reconstructed vertices

is given by �Nvtx , provided in Table 8.6.

For central photons, the Nvtx-weighted photon ID efficiency is found to be

83.26% from the data and 88.17% from the MC prediction. This gives a data-MC

scale factor of 94.4% for central photons. For plug photons the weighted ID efficiency

is 71.55% from the data and 80.42% from the MC prediction. This gives a data-MC

scale factor of 89.0% for plug photons.

We then correct the diphoton efficiencies obtained from the H → γγ MC

samples (Table 8.5) by applying the appropriate scale factor once for each pho-

ton leg. As an example for CC events, the data-MC correction (Cγγ) would be

0.944 × 0.944 = 0.891. The correction factors for each diphoton category are given

in Table 8.8, where we do not obtain and apply a scale factor for conversion photons,

but will instead later apply a systematic uncertainty. With these corrections defined,

the diphoton efficiency from Equation (8.4) is given by

�γγ = �
MC
γγ

· Cγγ. (8.6)

Table 8.8: Values are used to correct the diphoton efficiency obtained from the MC
prediction (�MC

γγ
) to what is expected in the data.

Diphoton Category CC CP C�C C�P

Cγγ 0.891 0.840 0.944 0.890
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8.3.3 Trigger Efficiency

The PHOTON 25 ISO trigger selection was described in Chapter 6. If there are

H → γγ events being produced in the data, it is possible that there is a set of events

that pass our diphoton selection, but would not be collected by the trigger. The

simulation of signal events does not directly take this into account, however, and the

diphoton efficiencies calculated in the previous section exclude this information. In

order to accurately describe how signal events would behave in the data, we must

obtain a measure of the trigger efficiency for our diphoton selection; of the events

that pass our diphoton selection, the trigger efficiency is the fraction that would

additionally pass the trigger selection.

For this analysis, we obtain a net trigger efficiency for a particular Higgs

boson test mass from the MC simulation using CDF’s trigger simulation software,

trigsim. In Chapter 9, systematic uncertainties are described for this method, based

on differences between the simulation and the data. For each mass hypothesis, the

net efficiency is determined by first counting the number of signal events in the

MC simulation that pass the full diphoton selection for the denominator, and then

counting the number of these events where at least one photon leg passes the trigger

selection in Table 6.1 for the numerator. The details on using the simulation to

determine whether a photon leg would pass the trigger selection are described later

in Chapter 9.

Alternatively, we could apply the trigger cuts per event to the simulated trigger

data for each Higgs MC sample and then only fill distributions if the trigger selection

is passed (in addition to the other diphoton selection). This is important if the shape

of a particular variable differs for events that would fail the trigger from events that

would pass. Our analysis is dependent on the mass shape alone, however, and this

distribution has been compared for events that pass only the diphoton selection and

for events that additionally pass the simulated trigger requirements. The comparison
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demonstrates that the shape differences are insignificant and the results presented

here use the net trigger efficiency obtained for each test mass when normalizing the

signal mass templates.

The trigger efficiency is obtained for each Higgs boson mass hypothesis us-

ing the gluon fusion H → γγ MC samples (GF is the most dominant production

mode). The resulting values applied per mass are given for each diphoton category

in Table 8.9, where the average over the masses is also shown.

Table 8.9: Trigger efficiencies (%) for each mass and channel obtained from the GF
simulation.

mH (GeV/c2) 100 105 110 115 120 125 130 135 140 145 150 Average

CC 99.9 99.9 100 99.9 99.9 99.9 100 100 100 100 100 100

CP 95.9 96.5 97.5 98.0 98.6 98.9 99.1 99.4 99.5 99.7 99.7 98.4

C�C 98.1 98.1 98.4 98.1 98.5 98.7 98.6 98.7 98.7 98.9 99.0 98.5

C�P 90.3 91.8 92.4 93.6 94.6 95.4 95.9 96.5 97.4 97.3 97.4 94.8

The trigger efficiency for the CC category is essentially 100%. Both the CP and

C�C categories have trigger efficiencies of about 98–99%, though the CP efficiency

varies more over the range of mass hypotheses. The trigger efficiency for the C�P

category is between 90 and 97%.

8.3.4 Expected Signal Events

Equipped with values for the z vertex efficiency, diphoton efficiency, and trigger

efficiency from Sections 8.3.1–8.3.3, we are now prepared to obtain the expected

number of signal events that make it into our data sample. The net efficiency from

Equation (8.4) becomes

�net = �zvtx · �γγ · �trig (8.7)

= �zvtx · �MC
γγ

· Cγγ · �trig

≡ �A.
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A prediction for the number of SM H → γγ signal events for each production mode

and diphoton category in the full mγγ range is obtained from

s = σBL�A. (8.8)

The total number of signal events for a particular category (scat) is taken from the

sum of these values across the three production modes:

scat =
3�

j=1

sj =
3�

j=1

σjBLcat(�A)cat
j

(8.9)

where the σB values are not dependent on the category, but all other values are.

For each category, the net efficiencies and total predicted signal events over the full

mγγ range are given in Tables 8.10 and 8.11.

Table 8.10: The product of the signal efficiency and acceptance (�A) are shown for
each production mode, for each Higgs boson test hypothesis, and for the CC and
CP categories. The last column in each subtable is obtained from Equation (8.9).

The values provided are for the full diphoton mass range.

CC Channel Full mγγ Range 10.0 fb−1

mH �A (%) Signal

(GeV/c2) GF VH VBF Event Yields

100 10.7 11.0 12.0 4.1

105 10.8 11.0 12.1 4.0

110 10.9 11.3 12.2 3.9

115 11.1 11.4 12.3 3.7

120 11.2 11.3 12.3 3.5

125 11.3 11.5 12.4 3.2

130 11.4 11.6 12.5 2.8

135 11.6 11.6 12.6 2.4

140 11.7 11.8 12.7 2.0

145 11.9 11.8 12.7 1.5

150 11.9 11.9 12.9 1.1

(a)

CP Channel Full mγγ Range 9.3 fb−1

mH �A (%) HSM

(GeV/c2) GF VH VBF Signal

100 12.8 11.4 11.5 4.4

105 13.0 11.6 11.8 4.4

110 13.4 11.9 12.1 4.3

115 13.4 12.1 12.3 4.1

120 13.5 12.2 12.5 3.9

125 13.6 12.3 12.6 3.5

130 13.6 12.4 12.7 3.1

135 13.6 12.5 12.7 2.6

140 13.6 12.5 12.8 2.1

145 13.7 12.6 12.7 1.6

150 13.6 12.6 12.8 1.2

(b)
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Table 8.11: The product of the signal efficiency and acceptance (�A) are shown for
each production mode, for each Higgs boson test hypothesis, and for the C�C and
C�P categories. The last column in each subtable is obtained from Equation (8.9).

The values provided are for the full diphoton mass range.

C�C Channel Full mγγ Range 9.9 fb−1

mH �A (%) HSM

(GeV/c2) GF VH VBF Signal

100 2.5 2.4 2.7 0.93

105 2.5 2.5 2.8 0.92

110 2.5 2.5 2.8 0.89

115 2.6 2.5 2.8 0.85

120 2.7 2.6 2.9 0.83

125 2.7 2.6 2.8 0.75

130 2.7 2.6 2.9 0.66

135 2.7 2.6 2.9 0.55

140 2.7 2.6 2.9 0.45

145 2.7 2.6 2.9 0.34

150 2.8 2.6 3.0 0.26

(a)

C�P Channel Full mγγ Range 9.3 fb−1

mH �A (%) HSM

(GeV/c2) GF VH VBF Signal

100 1.4 1.1 1.2 0.47

105 1.4 1.3 1.3 0.48

110 1.5 1.3 1.3 0.47

115 1.5 1.3 1.3 0.44

120 1.6 1.3 1.4 0.43

125 1.6 1.4 1.4 0.40

130 1.6 1.3 1.4 0.35

135 1.6 1.4 1.4 0.29

140 1.6 1.3 1.5 0.23

145 1.6 1.4 1.5 0.19

150 1.6 1.4 1.4 0.13

(b)
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CHAPTER NINE

Systematic Uncertainty on the Signal Model

The previous chapter described the H → γγ signal model, including a calcula-

tion of the expected number of signal events in each diphoton category. This chapter

describes sources of systematic uncertainty on the signal event yields.

9.1 Luminosity

The CDF luminosity measurement is determined from the CLC as described

in Chapter 3. The largest contribution to the uncertainty on this CDF luminos-

ity measurement is from the CLC acceptance for inelastic processes, though other

contributions include the uncertainty on the inelastic pp̄ cross section and detec-

tor stability. The total uncertainty obtained by the Luminosity Group at CDF is

6% [89, 90].

9.2 Production Cross Section

The cross sections for the GF, VH, and VBF production mechanisms were

given in Table 1.1. We apply uncertainties to these theoretical predictions as de-

scribed in Reference [91], which follows the prescription given in References [92]

and [87]. An uncertainty of 14%, 7%, and 5% is assumed for all masses for the GF,

VH, and VBF cross sections, respectively.

9.3 Parton Distribution Functions

The theoretical uncertainty on the parton distribution functions (Section 8.1.1)

in the proton and antiproton are propagated as an uncertainty in theH → γγ dipho-

ton efficiency. The uncertainty could be obtained by generating many different MC

samples using variations of the central PDF set used. We instead use the com-

162



mon practice of generating a single MC sample and then reweighting the sample

based on differences between the central PDF set and numerous PDF error sets.

There are many available PDF error sets that each use a different number. We use

cteq6.1 [93], which contains 40 error sets. The central set is based on a best fit

from 20 free parameters and the error sets are upward and downward variations of

these parameters. A description of the uncertainty calculation is given here, which

is based on explanations from References [72] and [77].

The PDF value P for the parton flavor fp (fp̄) from the proton (antiproton)

is dependent on the parton’s momentum fraction x1 (x2). This PDF value is also

dependent on the momentum transfer Q
2 between the two partons. For a given

PDF set, the probability of finding fp with x1 and fp̄ with x2 for Q2 is given by the

product of the PDF values

Pfp(x1, Q
2) · Pfp̄(x2, Q

2). (9.1)

For the ith PDF error set, an event n is weighted from the ratio of the corresponding

probability to the probability obtained from the central 0th PDF set:

w
i

n
=

P
i

fp
(x1, Q

2) · P i

fp̄
(x2, Q

2)

P
0
fp
(x1, Q

2) · P 0
fp̄
(x2, Q

2)
(9.2)

For the central PDF set, the weight w0
n
for all events is equal to one. For each signal

event, we obtain the four-momentum for the incoming and outgoing particles from

generator-level information in the MC sample for a given event. The value of Q is

taken to be equal to the Higgs boson mass mH for GF events, p̂T in VH events,

and approximated as mH in VBF events. The momentum fractions are obtained

from x
2
1,2 = ŝe

±2y
/s with

√
s = 1960 GeV and with y = 1

2 ln(
E+pz

E−pz
), where E and pz

are the total energy and z-momentum of the incoming parton-parton system. (See

Section 7.2 of Reference [72] for definitions of ŝ and p̂T and for more detail on some

of these relationships.)
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A diphoton efficiency from the MC simulation is determined as in Section 8.3.2,

except now the efficiency is weighted based on the ith PDF error set as

�
i

γγ
=

N
i

zvtx+IDγγ

N
i

zvtx

=
(
�

n
w

i

n
)zvtx+IDγγ

(
�

n
wi

n
)zvtx

, (9.3)

where the denominator is calculated from the sum of the weights wi

n
for all events

that pass the z vertex requirement and the numerator is the sum of the weights

w
i

n
for events that additionally pass the diphoton selection. The diphoton efficiency

for the ith of 40 PDF sets is then compared to the efficiency obtained from the

central PDF set to obtain a systematic uncertainty. We use Equations (3) and (4) of

Reference [77] to obtain an uncertainty based on pairs of PDF eigenvectors (up and

down), where the 20 resulting upward errors from the corresponding PDF error sets

are summed in quadrature, and similarly for the downward errors. PDF uncertainties

were obtained from cteq6.1 error sets [93] using the LHAPDF interface [79].

The resulting PDF uncertainties for three Higgs boson mass hypotheses are

shown in Table 9.1 for each signal sample and diphoton category. For the CP and C�P

categories, average uncertainties for each signal sample are within about 2% and we

apply this as a uncertainty for all Higgs boson masses and production methods. This

is also true for the CC and C�C categories, except for the GF production mechanism,

which suggests about a 5.2–5.4% uncertainty. We instead consider that the VH and

VBF mechanisms contribute about 25% to the Higgs boson signal expectation and

apply a single uncertainty of 5% to all mass points and production methods for the

CC and C�C categories.

9.4 Initial- and Final-State Radiation

The parameters in the Pythia MC generator that control the amount of

parton showering are varied to obtain the uncertainty in the amount of initial- and

final-state radiation. Separate MC samples are generated for one mass hypothesis

with less and more ISR/FSR for all three production mechanisms. The diphoton
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Table 9.1: PDF upward and downward uncertainties are shown along with their
average (Avg.), in %, for the SM Higgs boson selection. They are provided for

three different Higgs boson mass points for each signal model.

mH GF VH VBF

Category (GeV/c2) Up Down Avg. Up Down Avg. Up Down Avg.

115 5.5 5.0 5.3 1.2 1.4 1.3 1.0 1.6 1.3

CC 125 5.7 5.0 5.4 1.2 1.4 1.3 1.1 1.7 1.4

135 5.7 5.0 5.4 1.2 1.3 1.3 1.0 1.8 1.4

115 0.9 1.7 1.3 1.0 0.8 0.9 0.9 0.5 0.7

CP 125 1.3 2.2 1.8 1.0 0.9 1.0 1.0 0.6 0.8

135 1.7 2.7 2.2 1.1 0.9 1.0 1.2 0.7 1.0

115 5.5 4.9 5.2 1.0 1.3 1.2 1.0 1.5 1.3

C�C 125 5.5 4.9 5.2 1.0 1.3 1.2 1.0 1.7 1.4

135 5.5 4.9 5.2 1.1 1.3 1.2 0.9 1.5 1.2

115 1.2 2.0 1.6 1.0 0.9 1.0 0.7 0.6 0.7

C�P 125 1.5 2.4 2.0 1.1 0.9 1.0 1.0 0.6 0.8

135 2.0 3.0 2.5 1.1 1.0 1.1 1.4 0.9 1.2

efficiency is then recalculated and compared to the central efficiency obtained with

the default ISR/FSR parameter values. We obtain uncertainties from

∆�γγ =
|�more

γγ
− �

less
γγ

|
2�0

γγ

(9.4)

where �
more
γγ

is the diphoton efficiency from more ISR/FSR, �
less
γγ

is the diphoton

efficiency from less ISR/FSR and �
0
γγ

is the central efficiency. The resulting uncer-

tainties are shown in Table 9.2 for each signal production mechanism. In choosing

the uncertainty to apply, weight was given to the GF sample, which is the dominant

production mechanism. For each Higgs boson mass and production process, we ap-

ply an uncertainty of 3%, 4%, 2%, and 5% to the CC, CP, C�C, and C�P categories,

respectively.
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Table 9.2: ISR/FSR ∆�γγ uncertainties (%) obtained from Equation (9.4).

Category

Production Mechanism CC CP C�C C�P

GF 2.6 3.5 1.7 5.4

VH 3.4 3.9 3.6 3.8

VBF 4.9 4.6 5.5 6.2

9.5 Trigger Efficiency (CC and CP)

The trigger selection was described in Chapter 6. ForH → γγ events, trigsim

is used to obtain and apply a trigger efficiency for each Higgs boson mass hypothesis

as described in Chapter 8. The purpose of this section and the next is to describe the

uncertainty applied to this trigger efficiency, based on differences between the data

and trigsim simulation. The uncertainty for the CC and CP categories is described

in this section and that for the C�C and C�P categories is described in Section 9.6.

For the uncertainty for CC and CP events, we measure the PHOTON 25 ISO

trigger efficiency in data and compare the results to that obtained from trigsim.

For this study, we again take advantage of the similarities between electrons and

photons in the calorimeter. Z → e
+
e
− events are selected in a similar manner as

Section 4.3, using the same data1 and MC samples. We then reconstruct a pair of

electrons from the tight photon-like ID requirements given in Table 4.3 for central

electrons and given in Table 4.4 for plug electrons.

To ensure a pure sample of electrons to study for the trigger efficiency, we

require at least one tight central electron of the Z → e
+
e
− decay to be used as the

tag leg. The second electron leg may either be a tight central or tight plug electron,

and this probe leg is used to measure the trigger efficiency. The invariant mass of

1 We collect electron data from the ELECTRON CENTRAL 18 trigger, which only slightly overlaps
with the photon trigger in the Had/Em requirement.
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the electron pair is required to have 81 < Mee < 101 GeV/c2 around the Z pole in

order to reduce backgrounds from fake electrons.

The Stntuple software used in the analysis contains a block of trigger variables

with almost2 the exact L2 and L3 quantities that were used for trigger decisions

during run time. For L2 values, the offline electron is matched to the associated L2

trigger-level electron by selecting the L2 EM (or isolation) cluster closest in η − φ

space and then obtaining the corresponding ET , Had/EM, and calorimeter isolation

quantities. The L3 values are stored and obtained for ET , Had/Em, and calorimeter

isolation energy. The trigger decision is determined per electron leg by applying the

PHOTON 25 ISO selection in Table 6.1 using these trigger-level variables just defined.

In the Z → e
+
e
− MC sample, we apply an identical procedure, except trigsim is

used to simulate the trigger clustering and corresponding trigger variables.

We begin with an explanation of the PEM trigger efficiency. For events with

a tight central and tight plug photon, the PEM trigger efficiency is obtained from

�
PEM
trig =

Ntight+trig

Ntight
(9.5)

where Ntight is the number of events in which the probe electron leg passes tight

plug cuts and Ntight+trig is the number of events in which the probe leg additionally

passes the trigger requirements. As in Section 4.3, we use a modified formula to

calculate the efficiency in the central region (see also Appendix A). This formula

assumes the two legs are identical, and we therefore require that the tag electron

pass the trigger selection in addition to the tight photon ID selection just for the

CEM trigger efficiency. The modified efficiency formula is

�
CEM
trig =

2Ntight+trig

Ntight +Ntight+trig
(9.6)

2 Only the L3 χ
2 was not stored for all data-taking periods, however, the offline value is not

expected to be different enough to change the results presented here.
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where Ntight is the number of events in which the probe electron leg passes tight

central cuts and Ntight+trig is the number of events in which the probe leg additionally

passes the trigger requirements.

For both the data and MC prediction, the resulting trigger efficiency for cen-

tral and plug electrons is shown in Figure 9.1 as a function of the probe leg ET .

(The loss in efficiency for both central and plug photons is found to almost en-

tirely come from the L2 isolation requirement, and somewhat from L3 ET for plug

photons. This effect is also found to increase as a function of data-taking period.)

The MC simulation is found to well model the trigger response, and we use this

study to constrain the uncertainty applied to our trigger efficiencies. We take the

difference in plateaus between the data and the MC prediction as a measure of the

uncertainty in the MC simulation of the trigger efficiency. For central photons, the

difference in the p0 parameter is 0.4% and the difference for plug photons is 3.3%.

These values are dependent on the statistics of the measurement, however, and may

fluctuate depending on the sample used, and we therefore round these to 1% and

4%, respectively.

Events collected using the PHOTON 25 ISO trigger depend on a single photon

passing the trigger selection. For a diphoton sample, events are selected if either

leg passes the trigger requirements. The relevant uncertainty to apply is obtained

by weighting the uncertainties determined for single central and plug photons (1%

and 4%, respectively) depending on the fraction of events where each type of photon

passes the trigger selection. We use a Higgs MC sample with a mass of 100 GeV/c2

to approximate this fraction.

For CC events collected using our trigger, there is always at least one central

photon leg that passes the trigger cuts. We therefore apply a 1% uncertainty on the

trigger efficiency for CC photon events from the uncertainty obtained for a single

photon. For the CP category, it is found that the central photon leg passes the
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Figure 9.1: Net PHOTON 25 ISO trigger efficiency for (a) central and (b) plug photons
as a function of ET , as measured from the data (black) and the MC prediction using
trigsim (red).
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trigger requirements for approximately 92% of the MC events. (For a small portion

of these the plug leg also does as well, however, the central leg alone can be used to

obtain an uncertainty for these events.) For the remaining 8% of events, the central

photon leg does not pass the trigger requirements, however, the plug photon leg

does. A weighted efficiency is then taken as 0.01× 0.92 + 0.04× 0.08 = 0.0124, and

an upper bound is obtained by rounding the weighted uncertainty up to 1.3%.

9.6 Trigger Efficiency (C �C and C �P)

Although the results shown in the previous section indicate that, for central

and plug non-converting photons, trigsim is effective in modeling the trigger re-

sponse, conversions are more complicated and not expected to be modeled quite as

well. There is not a pure sample of conversion photons readily available in the data

that are in a pT range relevant for the H → γγ analysis, and it is therefore hard to

constrain the trigger efficiency for conversions.

We take a conservative approach for C�C and C�P events by basing the trigger

efficiency uncertainty on the inefficiency in the trigger efficiency. Table 8.9 shows

that the average trigger efficiency for C�C events for all masses is 98.5%, and therefore

a 1.5% uncertainty is applied to the C�C category. The average efficiency for C�P

events is 94.8% and a 6% uncertainty is applied.

9.7 z Vertex Efficiency

The uncertainty on the z vertex efficiency described in Section 8.3.1 is 0.07%,

obtained from the Joint Physics Group at CDF.

9.8 Energy Scale

An energy scale uncertainty on the diphoton efficiency was checked by varying

the reconstructed central and plug energy scales up and down by 1% and recalcu-

lating the efficiency. The resulting uncertainties are very small for central, plug,
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and central conversion photons. We apply an uncertainty of 0.1% for each central

photon leg and 0.8% for each plug photon leg, and have considered the uncertainty

for conversions negligible compared to the conversion ID uncertainty.

9.9 Photon ID Efficiency

From Chapter 4, there are four sources of uncertainty considered for central

and plug photons: fits made to the Z boson mass shapes in the data and the MC

simulation, data-taking period/run dependence, the difference between the electron

and photon ID efficiency, and material uncertainty for removing conversions. The

study describing the conversion ID efficiency is given in Chapter 5.

9.10 Summary of Uncertainties

A summary of all uncertainties on the signal expectation is given in Table 9.3.

Table 9.3: Summary of systematic uncertainties applied to the Higgs boson signal
prediction.

Systematic Uncertainties on Signal (%)

CC CP C�C C�P

Luminosity 6 6 6 6

σGF/σVH/σVBF 14/ 7/ 5 14/ 7/ 5 14/ 7/ 5 14/ 7/ 5

PDF 5 2 5 2

ISR/FSR 3 4 2 5

Energy Scale 0.2 0.8 0.1 0.8

Trigger Efficiency 1 1.3 1.5 6

z Vertex 0.07 0.07 0.07 0.07

Conversion ID – – 7 7

Material Uncertainty 0.4 3.0 0.2 3.0

Photon/Electron ID 1.0 2.8 1.0 2.6

Run Dependence 3.0 2.5 1.5 2.0

Data/MC fits 0.4 0.8 1.5 2.0
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CHAPTER TEN

Event Yields

A description of the diphoton selection for the data has now been described,

along with the corresponding background and H → γγ signal templates. Before

moving on, we pause to collect some of the results from previous chapters. In

particular, the number of events for the data, background, and H → γγ signal are

summarized in Tables 10.1–10.4. Each of the values in these tables is based on a

12 GeV/c2 signal region centered on the mass hypothesis being tested, allowing a

2 GeV/c2 overlap between signal regions.

For each mass hypotheses, the signal efficiency multiplied by the detector

acceptance (�A) is shown as a percentage of the total number of H → γγ decays for

each production mechanism (GF, VH, and VBF). These values, along with the cross

sections and branching ratios provided in Table 1.1, were used to obtain the predicted

number of SM Higgs boson signal events. This was described in Section 8.3.4. The

data event yields are obtained from the diphoton selection of Chapter 6. Integrated

luminosities for each channel are also discussed in this chapter and are provided

in each table. The background predictions, obtained from the description given in

Chapter 7, are also provided. The final column in each table is the number of signal

events divided by the square root of the number of background events (s/
√
b).
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Table 10.1: Summary of the data, signal, and background event yields for the CC
category. Values are provided for the 12 GeV/c2 signal region centered on each

Higgs boson mass hypothesis. See the main text for a description of each quantity.

CC Category (10 fb−1)

mH �A (%) Event Yields

(GeV/c2) GF VH VBF Signal Background Data s/
√
b

100 9.9 10.2 11.0 3.8 857 840 0.13

105 9.9 10.1 11.1 3.7 725 688 0.14

110 9.9 10.3 11.1 3.6 566 561 0.15

115 10.0 10.2 11.1 3.4 479 491 0.15

120 10.1 10.2 11.1 3.2 380 413 0.16

125 10.0 10.2 11.0 2.8 332 372 0.16

130 10.1 10.3 11.1 2.5 276 279 0.15

135 10.1 10.1 11.0 2.1 244 246 0.13

140 10.2 10.3 11.1 1.7 196 216 0.12

145 10.3 10.2 11.0 1.3 177 181 0.10

150 10.2 10.2 11.1 1.0 156 132 0.08

Table 10.2: Summary of the data, signal, and background event yields for the CP
category. Values are provided for the 12 GeV/c2 signal region centered on each

Higgs boson mass hypothesis. See the main text for a description of each quantity.

CP Category (9.3 fb−1)

mH �A (%) Event Yields

(GeV/c2) GF VH VBF Signal Background Data s/
√
b

100 11.4 10.1 10.2 3.9 5427 5378 0.05

105 11.6 10.3 10.5 3.9 4524 4535 0.06

110 11.8 10.5 10.7 3.8 3636 3651 0.06

115 11.8 10.6 10.8 3.6 3179 3155 0.06

120 11.9 10.7 10.9 3.4 2610 2587 0.07

125 11.8 10.7 11.0 3.0 2295 2284 0.06

130 11.7 10.7 10.9 2.6 1901 1857 0.06

135 11.7 10.7 11.0 2.2 1667 1696 0.05

140 11.6 10.6 10.9 1.8 1392 1386 0.05

145 11.7 10.7 10.8 1.4 1236 1219 0.04

150 11.5 10.6 10.7 1.0 1037 1040 0.03
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Table 10.3: Summary of the data, signal, and background event yields for the C�C
category. Values are provided for the 12 GeV/c2 signal region centered on each

Higgs boson mass hypothesis. See the main text for a description of each quantity.

C�C Category (9.9 fb−1)

mH �A (%) Event Yields

(GeV/c2) GF VH VBF Signal Background Data s/
√
b

100 2.3 2.3 2.5 0.9 214 216 0.06

105 2.3 2.2 2.5 0.8 172 184 0.06

110 2.3 2.3 2.6 0.8 142 119 0.07

115 2.3 2.2 2.5 0.8 111 113 0.07

120 2.5 2.4 2.6 0.8 86.3 88 0.08

125 2.4 2.3 2.5 0.7 77.6 73 0.08

130 2.4 2.3 2.6 0.6 61.9 60 0.07

135 2.4 2.3 2.5 0.5 54.2 53 0.07

140 2.4 2.3 2.6 0.4 45.8 48 0.06

145 2.3 2.2 2.5 0.3 42.3 47 0.05

150 2.5 2.3 2.6 0.2 38.7 31 0.04

Table 10.4: Summary of the data, signal, and background event yields for the C�P
category. Values are provided for the 12 GeV/c2 signal region centered on each

Higgs boson mass hypothesis. See the main text for a description of each quantity.

C�P Category (9.3 fb−1)

mH �A (%) Event Yields

(GeV/c2) GF VH VBF Signal Background Data s/
√
b

100 1.3 1.0 1.1 0.4 793 799 0.02

105 1.3 1.2 1.2 0.4 576 529 0.02

110 1.3 1.1 1.2 0.4 405 439 0.02

115 1.3 1.1 1.2 0.4 345 392 0.02

120 1.4 1.2 1.2 0.4 280 328 0.02

125 1.4 1.2 1.2 0.4 254 289 0.02

130 1.4 1.2 1.3 0.3 216 223 0.02

135 1.4 1.2 1.3 0.3 197 181 0.02

140 1.4 1.2 1.3 0.2 169 143 0.02

145 1.4 1.2 1.3 0.2 148 132 0.01

150 1.4 1.2 1.2 0.1 122 131 0.01
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CHAPTER ELEVEN

Limit Calculation and Results

11.1 Introduction

As we saw from the results in Section 7.2.4, no evidence of a signal is observed

in the data relative to the background prediction. We then seek to report a measure

of how sensitive the data are to a SM H → γγ observation by setting an upper limit

on the number of signal events that may be present, given the results of the data.

For a simple example of what we mean by a limit, consider the total background

prediction in the six mγγ bins centered on a mass of 115 GeV/c2 in the CC category.

This is 479 events, which was provided in Table 10.1. If this prediction were perfectly

accurate, then in the absence of signal, we would expect the data to fluctuate about

the predicted mean of 479 based on the Poisson error σ =
√
µ =

√
479 ≈ 21.9. About

68% of the time we would expect the data yield to be within 1σ of the background

prediction (479 ± 21.9) and about 95% of the time we would expect the data yield

to be within 2σ of the background prediction (479± 43.8).

Now suppose there were a theory that predicted >43.8 signal events in this

mγγ window, which is above the +2σ background prediction. Using a simplistic

approach, we might use this value of 43.8 to set an upper limit on the number

of signal events we expect to be sensitive to observing, with a greater than 95%

credibility level (C.L.). At CDF, using 10 fb−1 of data, we expect only about 3.4

SM H → γγ signal events in this mγγ window. Using this simple calculation, the

corresponding upper limit on the number of signal events we’re sensitive to is then

about a factor f = 43.8/3.4 = 12.9 times higher than the SM prediction. This

limit is an approximate measure of the expected sensitivity of the CC category to

the H → γγ process for the 115 GeV/c2 mass hypothesis. In the absence of a real
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signal, we would expect to obtain a similar result when performing the calculation

from the data. Were we to obtain a sensitivity from the data such that f < 1, we

would be able to exclude the SM Higgs boson hypothesis for a mass of 115 GeV/c2

(with greater than a 95% C.L.) because we were sensitive enough to observe such a

signal, but we did not.

11.2 The Limit Calculator

For the formal calculation of limits, we use a Bayesian approach to set a 95%

C.L. upper limit on the H → γγ cross section that the diphoton data from the CDF

detector is sensitive to, σ ×B(H → γγ), relative to the SM prediction.1 These lim-

its are calculated for Higgs boson mass hypotheses between 100 and 150 GeV/c2,

in 5 GeV/c2 steps, and are produced using binned mγγ data from all four cate-

gories (CC, CP, C�C, and C�P), incorporating systematic uncertainties on both the

background and SM signal predictions. We additionally compare observed limits

obtained from the data with limits we would expect if the data matched the back-

ground prediction (i.e. no real signal were present).

The mclimit csm code used for obtaining limits can be obtained from Refer-

ence [94] and is described in References [95], [96], and [97]. In particular, we have

used the bayes heinrich withexpect routine to obtain both the observed and ex-

pected limits. This limit calculator is described in Reference [95], and the method for

treating uncertainties that we apply in our analysis (rate uncertainties) is addition-

ally discussed in Reference [96]. For the rest of the chapter, a detailed description

of how the observed and expected limits are calculated is provided, followed by the

results of both calculations.

1 In this context, it is understood that σ refers to a cross section rather than a standard de-
viation. As a reminder, the H → γγ cross section is the number of H → γγ signal events produced
per fb−1 of data.
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11.3 Observed Limits

Suppose we expect, on average, µ events in our data sample. Then the prob-

ability that we observe n events, given µ, is determined by a Poisson distribution2

as:

p(n|µ) = µ
n
e
−µ

n!
. (11.1)

The data are divided, however, into mγγ bins of width 2 GeV/c2 for each of the four

diphoton categories. For the calculation, we retain six bins centered on the Higgs

mass hypothesis being tested, forming a 12 GeV/c2 signal region. In the absence

of systematic uncertainties, the joint (binned) likelihood for a single category would

be taken as the product of likelihoods for each mγγ bin i, L(n̄|µ̄) =
�6

i=1
µ
ni
i e

−µi

ni!
,

where n̄ defines the set of observations ni and µ̄ defines the set of parameters µi.

We can similarly obtain the joint likelihood for all four categories by extending the

bin index, i, to run over each of the 6× 4 = 24 total bins:

L(n̄|µ̄) =
24�

i=1

µ
ni
i
e
−µi

ni!
. (11.2)

The Poisson probability of obtaining the set of observed results ni given the set of

expected means µi is determined by this likelihood distribution.3

The expected means µi can have both a signal and background contribution

such that µi = si + bi, where the the total signal contribution that we search for

in this analysis would be from three individual production processes: gluon fusion,

associated production, and VBF. We then let µi =
�3

j=1 sij+bi and continue to tailor

the calculation for the SM H → γγ analysis by searching for a signal with (i) the

2 The number of events in our data sample is formally distributed based on a binomial
distribution because the number of pp̄ collisions is finite. The number of particles in proton and
antiproton bunches is very large, however, and the number of collisions is very large. Furthermore,
the probability of one of these events passing the diphoton selection is very small. In this limit,
the binomial distribution becomes a Poisson distribution.

3 This is for our combined limits using all four categories. Note that for limits using a single
category alone, we run over only the six mγγ bins corresponding to that category.
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same shapes as that predicted by the theory for each production method, and (ii) the

same relative rates between the processes as that predicted by the SM. This allows

us to set a limit on the total rate of signal allowed by the data, s =
�

ij
sij, as some

factor of the SM prediction, sSM =
�

ij
s
SM
ij

. We define the parameter f = s/s
SM,

with sij = fs
SM
ij

. The expected mean for each bin then becomes µi =
�3

j=1 fs
SM
ij

+bi,

and we will set a limit on f given the results of the data.

We accomplish this using a Bayesian technique, starting with Bayes’ theorem:

p(µ̄|n̄) = p(n̄|µ̄)π(µ̄)
p(n̄)

=
L(n̄|µ̄)π(µ̄)�∞

−∞ p(n̄|µ̄�)π(µ̄�)dµ̄� (11.3)

where p(n̄|µ̄) is the likelihood function L(n̄|µ̄) from Equation (11.2), π(µ̄) is the

probability density function of µ̄ before the results of the data are observed (called

the “prior” probability) and p(µ̄|n̄) is the updated probability distribution for µ̄

after obtaining the results of the data (called the “posterior” probability). The

denominators shown are constant and provide normalization, which allows us to

write Equation (11.3) as

p(µ̄|n̄) = cL(n̄|µ̄)π(µ̄), (11.4)

In terms of f and the set of predicted signal and background parameters, s̄

and b̄ (and where s from now on is understood to mean s
SM),

p(f, s̄, b̄|n̄) = c

24�

i=1

(f
�3

j=1 sij + bi)nie
−(f

�3
j=1 sij+bi)

ni!
π(f, s̄, b̄). (11.5)

The parameter f is assumed to be independent of the background and signal es-

timations, but the background and signal estimations are also independent of one

another for this analysis since we obtain them from different methods in subsidiary

measurements — those for the background come from fits made to the data and

those for the signal come from the MC and theory predictions. We can then rewrite

the joint prior as π(f, s̄, b̄) = π(f)π(s̄)π(b̄). The marginal posterior density for f
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can be obtained by integrating over the set of signal and background priors:

p(f |n̄) = c π(f)

�� �
24�

i=1

(f
�3

j=1 sij + bi)nie
−(f

�3
j=1 sij+bi)

ni!

�
π(s̄)π(b̄) ds̄ db̄. (11.6)

For each of the 24 bins (4 categories with 6 bins each), the integrals would be taken

over the three types of signal contributions and one background contribution for a

total of 96 integrals.

Instead of doing each of these integrals analytically, we apply MC integra-

tion by using the signal and background priors to generate random variations of

the central estimates for the SM signal and background expectations. The central

predictions for a particular category are varied by looping over the relevant set of

systematic uncertainties and applying consecutive Gaussian factors of mean one and

width 1σ corresponding to the fractional errors given in Chapter 9 for the SM signal

and Chapter 7 for the background prediction.4 Each of these random variations

considers correlations and produces a new set of signal and background predictions,

within the systematic uncertainties applied. This process is performed M times to

produce a finite Bayesian prior-ensemble — M different sets of the 96 signal and

background parameters. We then rewrite the marginalized posterior for f from

Equation (11.6) as

p(f |n̄) =
1

N
π(f)

M�

k=1

�
24�

i=1

(f
�3

j=1 sijk + bik)nie
−(f

�3
j=1 sijk+bik)

ni!

�
(11.7)

where N is a normalization constant.

We now have a probability density function for f , given the results of the data,

however, we have yet to select a prior distribution for f which will contain our a

priori knowledge of f before we have performed the analysis. We know that the

amount of signal will not be negative; however, we do not prefer any other amount

4 These are truncated Gaussians in order to keep the total signal and background predictions
for a bin greater than zero.
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over another. An (improper) flat prior is, therefore, chosen:

π(f) =






0 for f < 0

a for f ≥ 0

(11.8)

where a is just a constant that we will absorb into the normalization factor N from

Equation (11.7). With this prior, we now set a Bayesian 95% C.L. limit such that

95% of the posterior density for f falls below the limit:

0.95 =

�
f95

0

p(f |n̄)df (11.9)

=

�
f95

0

1

N

M�

k=1

�
24�

i=1

(f
�3

j=1 sijk + bik)nie
−(f

�3
j=1 sijk+bik)

ni!

�
df (11.10)

As an example, the posterior density for a Higgs boson mass hypothesis of

115 GeV/c2, obtained with M = 10, 000 different systematic samplings, is shown in

Figure 11.1. The observed 95% C.L. limit of 12.7 for this mass is shown by the blue

line, where 95% of the posterior falls below this limit. Since, in our analysis, we

only use 6 mγγ bins per category, the calculation of Equation (11.10) is relatively

fast compared to other analyses, only taking a few minutes (on a MacBook with a

Core 2 processor at 2.1 GHz).

11.4 Expected Limits

We now compare the results obtained from the data with the results we would

expect if the limit were obtained using background predictions only (no data). This

is achieved by performing an identical calculation as described in the previous section

with two modifications described here.

11.4.1 Pseudodata

We replace the 24 bins of real data with 24 values of “pseudodata.” The set

of pseudodata is obtained from the background prediction by fluctuating the back-

ground expectations in the exact same manner as described in the previous section
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Figure 11.1: The posterior density for f = σ × B(H → γγ)/SM shows the observed
limit set by the data of 12.7 times the SM prediction for a Higgs mass hypothesis
of 115 GeV/c2. This limit is indicated by the blue line, where 95% of the density
is below this limit. This posterior density was obtained using all four diphoton
categories.

— by applying consecutive Gaussian factors based on the background systematic un-

certainties. The only thing that changes about Equation (11.10) is that we replace

the values of ni with the pseudodata di. We can then obtain a limit from

0.95 =

�
f95

0

1

N

M�

k=1

�
24�

i=1

(f
�3

j=1 sijk + bik)die
−(f

�3
j=1 sijk+bik)

di!

�
df (11.11)

just as we did for the observed limit, which has a similar calculation speed of a

few minutes. The process of replacing the data with pseudodata and calculating a

corresponding limit is called a pseudoexperiment.

11.4.2 Pseudoexperiments

We then repeat the above step a sufficient number of times (on the order of

103) so as to produce a 95% C.L. limit space demonstrating where we would expect

the observed limit, in the absence of a real signal, to lie. The median of these trials

is called the expected limit. The region where 68% of these pseudoexperiments lie
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Figure 11.2: For mH = 115 GeV/c2 and using all four categories, a distribution
of 95% upper credibility level limits on the production cross section multiplied by
the H → γγ branching ratio relative to the SM prediction. The expected limit
distribution is shown with the median, ±1σ, and ±2σ regions. The observed limit
is also shown as the vertical line (from Figure 11.1).

around the median is the 1σ expected region, and the region where 95% of them lie

around the median is the 2σ expected region.

As an example, Figure 11.2 shows the distribution of expected limits from

15,000 pseudoexperiments for a Higgs boson mass of 115 GeV/c2 using all four

categories. The median of these limits is shown, along with the ±1σ and ±2σ

regions. The observed is also shown, where a local p-value could be obtained from

the fraction of the expected limit distribution above the observed limit [98].

Running a sufficient number of pseudoexperiments is what takes the longest

amount of time for the limit results presented. We take advantage of a large network

of computer farms residing at Fermilab and designated for CDF use. For this anal-

ysis, running 2000 pseudoexperiments, divided into 100 sections on the computer

farm, for example, takes roughly half a day or less. The results presented here used

up to five times this amount, taking a couple of days.
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11.5 Limit Results

11.5.1 Limits for Each Diphoton Category

In order to understand the significance of each category to the combined re-

sults, limits are first provided for each category alone. These are shown in Table 11.1

and Figure 11.3, where f
95 is now fully written out as the 95% C.L. upper limit on

the diphoton H → γγ cross section relative to the SM theory prediction. The ob-

served limit for each category is compared to the median expected limit and the

±1σ and ±2σ expected limit regions.

The CC category provides the greatest expected sensitivity with expected

limits of about 13 times the SM theory prediction (13× SM) for mH = 115 GeV/c2.

Due to the implementation of the NN photon ID selection for central photons, this

is an improvement of about 9% relative to limits obtained using the standard central

photon ID selection. The C�C and CP categories have a similar expected sensitivity

of about 27×SM and 29×SM at mH = 115 GeV/c2, respectively. The C�P category

by itself obtains expected limits near 100× SM.

For a single category, an intuitive way to see the limit from that category alone

is provided in Figure 11.4 for the 115 GeV/c2 Higgs boson mass hypothesis. The

subfigures for each row show invariant mass shapes for the CC, CP, C�C, and C�P

categories, respectively, where the whole mass range is given in the left column and

the figure is zoomed in for the right column. The grey region shows the background

prediction and the data are given as points. The scale of the H → γγ signal to

the expected (red) and observed (dashed line) limits indicates the minimum rate of

signal events needed in order to observe a signal in the data above the background

prediction at a 95% C.L.

In Section 11.1, a simple calculation was performed using the background

expectation and its statistical uncertainty to approximate the expected limit for
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mH = 115 GeV/c2 in the CC category only. Notice that this calculation demon-

strates that the limit results for this mass and category are reasonable, having been

obtained from the full Bayesian procedure, which used the binned mγγ distribution

and takes into account systematic uncertainties and correlations in the background

and SM signal predictions.5

Table 11.1: 95% C.L. upper limits on the production cross section multiplied by the
H → γγ branching ratio, relative to the SM prediction, calculated for each

diphoton category alone.

CC Category CDF Run II Preliminary, 10 fb−1

mH 95% C.L. Limit/σ(SM)×B(H → γγ)

(GeV/c2) −2σ −1σ Median Exp +1σ +2σ Observed

100 7.5 10.2 14.4 20.1 27.5 10.7

105 7.2 9.8 13.8 19.3 26.3 10.2

110 7.0 9.5 13.2 18.4 24.9 11.2

115 6.9 9.4 12.9 18.4 25.2 15.6

120 7.0 9.6 13.4 18.8 25.9 22.1

125 7.2 9.6 13.4 18.9 26.1 20.1

130 7.3 9.9 13.8 19.7 26.9 14.6

135 8.1 11.0 15.3 21.7 29.8 16.7

140 9.3 12.5 17.5 24.7 34.0 26.7

145 11.3 15.1 21.0 29.7 40.9 24.8

150 15.0 20.2 28.2 40.0 55.4 15.5

(a) CC Channel

CP Category CDF Run II Preliminary, 10 fb−1

mH 95% C.L. Limit/σ(SM)×B(H → γγ)

(GeV/c2) −2σ −1σ Median Exp +1σ +2σ Observed

100 20.6 27.8 38.9 54.5 74.7 28.5

105 17.8 23.9 33.7 47.1 64.3 50.6

110 15.7 21.1 29.5 41.0 56.6 25.0

115 15.5 20.9 29.2 40.9 55.6 25.0

120 15.5 21.0 29.4 41.0 56.3 35.2

125 15.7 21.1 29.5 41.3 56.2 19.2

130 17.4 23.5 32.9 46.0 63.0 34.4

135 18.7 25.2 35.2 49.3 67.1 41.4

140 21.8 29.4 41.0 57.4 78.6 40.8

145 26.3 35.5 49.6 69.4 94.7 48.6

150 34.3 46.4 64.7 90.5 124 67.0

(b) CP Channel

C�C Category CDF Run II Preliminary, 10 fb−1

mH 95% C.L. Limit/σ(SM)×B(H → γγ)

(GeV/c2) −2σ −1σ Median Exp +1σ +2σ Observed

100 18.0 24.3 34.1 48.5 67.1 55.6

105 16.1 21.8 30.8 43.5 60.1 27.6

110 16.1 21.9 30.9 43.9 60.5 20.3

115 14.5 19.6 27.4 39.1 54.0 29.4

120 13.4 18.2 25.7 36.6 50.1 27.9

125 14.4 19.4 27.4 38.8 53.7 21.1

130 15.4 20.5 28.8 41.0 56.9 29.0

135 17.0 23.0 32.1 45.9 63.5 26.2

140 19.7 26.6 37.5 53.4 74.4 58.3

145 25.5 34.5 48.6 69.2 96.3 43.2

150 32.9 43.8 61.8 88.2 124 51.8

(c) C�C Channel

C�P Category CDF Run II Preliminary, 10 fb−1

mH 95% C.L. Limit/σ(SM)×B(H → γγ)

(GeV/c2) −2σ −1σ Median Exp +1σ +2σ Observed

100 67.1 92.3 130 184 250 71.4

105 57.7 78.4 110 157 212 90.6

110 51.2 69.2 98.3 140 192 162

115 50.6 68.4 95.7 136 187 162

120 47.7 65.3 92.3 130 180 180

125 47.4 64.7 90.5 128 176 155

130 50.8 68.0 94.8 134 186 95.0

135 57.1 77.3 108 153 212 80.7

140 70.1 93.8 131 187 259 71.5

145 79.9 107 151 214 291 103

150 105 142 198 276 346 273

(d) C�P Channel

5 Generally speaking, the simple calculation demonstrates that the true limits are in the right
ball park. It just so happens that the example provided using the back-of-the-envelope method
gave an identical expected sensitivity of 12.9 × SM as the Bayesian expected limit for this mass
and category.
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Figure 11.3: 95% C.L. upper limits on the production cross section multiplied by the
H → γγ branching ratio, relative to the SM prediction, calculated for each diphoton
category alone.
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Figure 11.4: Invariant mass distribution over (left) the whole mass range and (right)
zoomed in, for an example theoretical SM Higgs mass at 115 GeV/c2. The signal
is shown scaled to the expected and observed limits obtained from the respective
category alone.
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11.5.2 Combined Limits

In Figure 11.5, the combined observed and expected limits using all four cat-

egories are compared to the results obtained from each category alone. The CC

category contributes the majority of the sensitivity (roughly 80–85%). Recovering

central photon conversions provides an approximate 13% improvement to the CC

limits with the inclusion of the C�C category. The CP category has similar limits

as the C�C category, and contributes most of the remainder of the sensitivity in the

combined limits. The C�P category contributes only about 1–2%.
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Figure 11.5: 95% C.L. upper limits on the production cross section multiplied by
the H → γγ branching ratio, relative to the SM prediction. Observed and expected
limits are shown for each category calculated alone and for the combined limit using
all four categories.

The combined observed and expected limits with the ±1σ and ±2σ expected

limit regions are given in Table 11.2 and shown graphically in Figure 11.6. The

greatest sensitivity is obtained for Higgs boson mass hypotheses between 110 and

125 GeV/c2, where the expected limits are about 10.8 × SM. Observed limits are
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Table 11.2: 95% C.L. upper limits on the production cross section multiplied by the
H → γγ branching ratio, relative to the SM prediction, for categories combined.

mH 95% C.L. Limit/σ(SM)×B(H → γγ)

(GeV/c2) −2σ −1σ Median Exp +1σ +2σ Observed

100 6.5 8.8 12.3 17.2 23.4 9.9

105 6.2 8.3 11.6 16.3 22.2 9.7

110 5.8 7.8 10.9 15.4 20.7 8.2

115 5.6 7.6 10.6 14.9 20.3 12.7

120 5.6 7.6 10.7 15.1 20.6 19.0

125 5.7 7.8 10.8 15.2 20.9 12.2

130 6.0 8.1 11.4 16.1 22.2 12.1

135 6.6 8.9 12.6 17.8 24.2 12.5

140 7.6 10.2 14.4 20.3 28.0 22.6

145 9.2 12.5 17.4 24.5 33.6 17.9

150 12.3 16.5 23.2 32.7 44.7 13.9
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Figure 11.6: 95% C.L. upper limits on the production cross section multiplied by the
H → γγ branching ratio, relative to the SM prediction, for categories combined.
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found to agree with the expected limits within the 2σ expectation band. These

results demonstrate the sensitivity of the CDF diphoton data (L = 10 fb−1) to a SM

H → γγ observation based on the diphoton mass spectrum using central, plug, and

central conversion photons.

These results have been combined with those from the D0 experiment and the

corresponding limits are provided in Figure 11.7. The expected sensitivity from the

combined CDF and D0 diphoton data is about 7× SM for mH = 125 GeV/c2. The

limits presented in this chapter furthermore contribute to the overall Higgs boson

search at CDF and the Tevatron. The have been included in the March 2012 limit

combinations, which are based on results from multiple search channels in both CDF

and D0 data [31, 99]. The diphoton channel contributes sensitivity particularly for

110 < mH < 130 GeV/c2.
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Figure 11.7: 95% upper credibility level limits on cross sections times branching
fraction relative to the SM prediction, for combined results from the CDF and D0
H → γγ searches.
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CHAPTER TWELVE

Conclusions

We have presented a search for the Standard Model (SM) Higgs boson decaying

into a pair of photons (H → γγ). The diphoton data are produced in pp̄ collisions

at the Fermilab Tevatron with a center of mass energy of 1.96 TeV and collected

by the CDF Run II detector. The results are based on searching for a SM H → γγ

resonance in the diphoton mass spectrum using data corresponding to an integrated

luminosity of 10 fb−1.

The previous CDF analysis in this channel searched for a beyond-the-Standard-

Model (BSM) Higgs boson using central and plug photons reconstructed from the

standard CDF photon identification [100]. The results presented in this thesis also

use central and plug photons, and apply a modified event selection in order to op-

timize the search for the SM scenario. We furthermore improve upon the previous

analysis by recovering central photons that have converted to an e
+
e
− pair and im-

plementing an improved technique for identifying central photons with the use of

a neutral network (NN). Many aspects of this measurement are original contribu-

tions by the author, particularly developing an algorithm for reconstructing central

conversion photons. Other contributions include updating the analysis to use the

central NN selection and developing a method for modeling the Z boson background

for diphoton categories that contain a plug photon. Though not described in this

dissertation, the BSM H → γγ analysis was updated at CDF [101] alongside this

analysis, and was found to benefit greatly from these contributions. The techniques

described in this thesis have been published using a smaller set of data, applied to

both the SM and BSM analyses [34].
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For the full Run II data collected at CDF, we find no evidence for a resonance

in the diphoton mass spectrum. We then set 95% C.L. upper limits on the SM

Higgs boson cross section multiplied by the H → γγ branching ratio. Compared

to using the standard central photon selection, we find an improvement in limit

sensitivity of 9% with the implementation of the NN selection. The gain obtained

from recovering central conversions is about 13%. Using central, plug, and conversion

photons, we find an observed (expected) limit of 12.2 (10.8) times the SM theory

prediction for a Higgs boson mass of 125 GeV/c2. The observed (expected) limits

range between 8.2 and 22.6 (10.6 and 23.2) times the SM theory prediction for

100 < mH < 150 GeV/c2.

A search for the SM Higgs boson in the diphoton channel was not an analysis

initially predicted to have sufficient sensitivity at the Tevatron to be worth pursuing.

This analysis, however, has produced limits considerably better than expected. The

results presented in this thesis are combined with the results from other analyses and

are included in the final CDF and Tevatron combined limits on the SM Higgs boson

cross section. The greatest contribution to these limits from the diphoton search

channel is obtained for 110 < mH < 130 GeV/c2, with the CDF and D0 combined

H → γγ searches reaching a sensitivity in this region of about 7 × SM. These are

valuable results as the LHC continues this year to search for the Higgs boson in this

channel.
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APPENDIX A

Central Photon ID Efficiency Formula

In this appendix, a derivation is provided of Equation 4.5, based on Refer-

ences [102] and [103]. This formula was used to calculate the efficiency of the central

photon ID selection (see Section 4.3).

Figure A.1 shows the categorization of events in which both electron legs from

a Z boson decay pass the loose (L) central photon-like selection of Table 4.3. The

initial number of such events is denoted as NLL. In the tree, the symbol P (F)

indicates passing (failing) a particular cut. We then wish to obtain the cumulative

efficiency for an electron passing the selection at least up through the ith cut. We

also obtain the efficiency formula for an electron passing all of the tight cuts (T ) in

PLPL

�
2
i

2�i(1− �i)
(1− �i)2

PiPi

�
� 2
T

2��
T
(1− �

�
T
)

(1− �
�
T
)2

PiFi or FiPi

�
�
T

1− �
�
T

FiFi

PTPT PTFT or FTPT FTFT PTFi or FiPT FTFi or FiFT

Figure A.1: The categorization of events based on �i and �T , relative to events that
contain two loose central electrons.
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Table 4.3. The efficiencies up through the ith cut and tight cuts are given by �i and

�T , respectively. The ratio �T/�i is referred to as ��
T
.

The events of interest to the efficiency study are those contained within the

small boxes in the last row of the diagram. These are events for which at least one

electron leg passes photon-like cuts, denoted here as NTL. The category represented

by bold font indicates the number of NTL events for which the second electron leg

passes cuts up through at least the ith cut, denoted here as NT i. The number of

these events for which both electrons pass the tight photon-like ID cuts are denoted

as NTT (the lower-left box in the diagram). From the figure we then develop the

following equations:

NTT = NLL �
2
i
�
� 2
T

= NLL �
2
T

(A.1)

NT i = NTT + 2NLL �
2
i
�
�
T
(1− �

�
T
) (A.2)

= NTT + 2NLL �i �T (1−
�T

�i
)

NTL = NT i + 2NLL�i(1− �i)�
�
T

(A.3)

= NT i + 2NLL(1− �i)�T

Solving for �i, we find that the cumulative efficiency for the ith cut of the central

photon-like selection is:

�i =
NT i +NTT

NTL +NTT

. (A.4)

This is Equation 4.5 of Section 4.3. We can also solve for �T , the cumulative efficiency

for an electron passing the tight photon-like selection:

�T =
2NTT

NTL +NTT

. (A.5)

With a modification made to the definition of a “loose” and “tight” electron, this is

the formula used to calculate the trigger efficiency described in Section 9.5 (Equa-

tion 9.6).
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APPENDIX B

Sep and Radius of Conversion Calculation

As discussed in Section 3.4, if the signed impact parameter d0 and the track

charge q = ±1 are of the same sign, then the helix curve does not contain the z

axis and the radial distance from the z axis to the helix center is ρ = r+ |d0| where

r = 1
2|c0| . Figure B.1 shows an example of this. If d0 and q are of opposite sign, then

the helix curve contains the z axis and ρ = r− |d0|. Figure 3.15 showed an example

of this. We can write a general equation describing both of these scenarios from

ρ = r + qd0. (B.1)

The (x,y) center of the track helix is next calculated from x = ρ cos β and y = ρ sin β

where β is the angle between the x axis and the line formed from the origin to the

helix center. Figure B.1 shows this angle for a positively-charged track where it

is seen that β = φ0 +
π

2 with 0 < φ0 < 2π. For q = +1, the (x, y) position can

then be written as x = −ρ sinφ0 and y = +ρ cosφ0. This position is similarly

obtained for negatively-charged tracks, except now β = φ0 − π

2 and x = +ρ sinφ0

and y = −ρ cosφ0. The (x, y) center for any track is written more compactly as

x = −qρ sinφ0, y = qρ cosφ0. (B.2)

Equations (B.1) and (B.2), respectively, provide the radius and (x, y) center of a

general helix track in the CDF detector [50].

Figure B.2 shows a diagram for two oppositely signed tracks produced from a

common point at the radius of the conversion Rconv. The distance between the two

helix centers is

D =
�

∆x2 +∆y2 with ∆x = x2 − x1 and ∆y = y2 − y1. (B.3)

The r−φ distance between the two oppositely signed tracks where they are parallel

is then calculated as
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Figure B.1: The helical track for a positively-charged particle in the r−φ plane. The
CDF magnetic field points along the negative z axis. For q > 0, the angle β = φ0+

π

2
with 0 < φ0 < 2π. The figure is not drawn to scale relative to the detector geometry,
but rather demonstrates the calculations performed based on track parameters.

Figure B.2: A diagram is shown for two tracks resulting from a conversion. The sep
variable is the distance between the two tracks in the r − φ plane at the location
where they are parallel. The radial distance from the origin to midpoint of the sep
segment is defined as the radius of the conversion, Rconv. The figure is not drawn
to scale relative to the detector geometry, but rather demonstrates the calculations
performed based on track parameters.
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sep = D − r1 − r2. (B.4)

For same signed tracks, sep = r> −D − r< where r> (r<) is the larger (smaller) of

r1 and r2.

The calculation of Rconv is based on forming a right triangle from the two

helix centers and then using similar triangles. This is shown in Figure B.3 where

the conversion origin is

xconv = x1 + (r1 +
1

2
sep)

∆x

D
, yconv = y1 + (r1 +

1

2
sep)

∆y

D
. (B.5)

The radius of the conversion is then

Rconv =
�

x2
conv + y2conv (B.6)

where Rconv is given a positive (negative) sign if the two tracks point away from

(toward) the origin.

Figure B.3: Figure B.2 is redrawn focusing on the geometry used for calculating
Rconv. The subfigure at right is a magnified view of the region near the conversion
origin. The figure is not drawn to scale relative to the detector geometry, but rather
demonstrates the calculations performed based on track parameters.
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APPENDIX C

Effect of Reweighting GF to HqT

In this appendix, we show the comparison of the LO Pythia prediction of the

Higgs boson pT spectrum for GF events to the prediction at NNLL + NLO accuracy

obtained from the HqT program. In particular, we compare the diphoton efficiency

and mγγ shape differences from Pythia to those obtained from Pythia after GF

signal events are reweighted to the HqT prediction. Figure C.1 shows the Higgs pT

spectrum from Pythia compared to that predicted by HqT, where the right plot is

the ratio of the two. Weights are obtained from the plot on the right as a function

of the Higgs pT in 2 GeV/c intervals. The Pythia sample is then weighted on an

event-by-event basis to compare the resulting diphoton efficiency and mγγ shapes to

those described in Chapter 8.
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Figure C.1: Left: The Higgs boson pT spectrum from HqT compared to that from
Pythia, for a mass of 120 GeV/c2. The integral of each histogram is normalized to
1.0. Right: The ratio of the two histograms on the left; the spectrum from HqT is
divided by the spectrum from Pythia.

As an example, Figure C.2 shows a comparison of the mγγ shape for the CC

category before and after reweighting. The effect is negligible for this category as

well as other categories used in the analysis (CP, C�C, C�P). Moreover, the diphoton

efficiencies are identical to the nominal efficiencies obtained in Chapter 8. For an
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Figure C.2: Effect of HqT reweighting on the mγγ shape (GF signal events). An
example is shown for a mass of 120 GeV/c2 in the CC category.

inclusive H → γγ analysis, which does not distinguish events based on the number

of jets or on p
γγ

T
, the effect of reweighting events is negligible and the final results

presented do not include these effects.
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APPENDIX D

Background Fits for Each Mass Hypothesis

In this section, the background fit results are provided for each Higgs boson

mass hypothesis and diphoton category, as described in Section 7.2.4. Each page

shows the CC category results in the upper left, the CP category results in the upper

right, the C�C category results in the lower left, and the C�P category results in the

lower right. There are eleven pages, starting with the mass of 100 GeV/c2 and going

up to a mass of 150 GeV/c2. The results are provided in this format such that

scrolling through pages provides an indication of how the fit for a single category

slightly changes for different mass hypotheses due to the different window excluded

from the fit.

200



)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

2
E

n
tr

ie
s

 /
 2

 G
e

V
/c

-2
10

-1
10

1

10

2
10

310 CC Category

γγ →H 
-1

CDF Run II Preliminary, 10.0 fb

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

(d
a

ta
 -

 f
it

) 
/ 

s
ta

t 
e

rr
o

r

-6

-4

-2

0

2

4

6 2
 = 100 GeV/cHResidual for m

CC Category

(a) CC Category

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

2
E

n
tr

ie
s

 /
 2

 G
e

V
/c

-2
10

-1
10

1

10

2
10

310

4
10

CP Category

γγ →H 
-1

CDF Run II Preliminary, 10.0 fb

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

(d
a

ta
 -

 f
it

) 
/ 

s
ta

t 
e

rr
o

r

-6

-4

-2

0

2

4

6 2
 = 100 GeV/cHResidual for m

CP Category

(b) CP Category

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

2
E

n
tr

ie
s

 /
 2

 G
e

V
/c

-2
10

-1
10

1

10

2
10 C’C Category

γγ →H 
-1

CDF Run II Preliminary, 10.0 fb

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

(d
a

ta
 -

 f
it

) 
/ 

s
ta

t 
e

rr
o

r

-6

-4

-2

0

2

4

6 2
 = 100 GeV/cHResidual for m

C’C Category

(c) C�C Category

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

2
E

n
tr

ie
s

 /
 2

 G
e

V
/c

-2
10

-1
10

1

10

2
10

C’P Category

γγ →H 
-1

CDF Run II Preliminary, 10.0 fb

)
2

 (GeV/c
γγ

m
60 80 100 120 140 160 180 200 220 240

(d
a

ta
 -

 f
it

) 
/ 

s
ta

t 
e

rr
o

r

-6

-4

-2

0

2

4

6 2
 = 100 GeV/cHResidual for m

C’P Category

(d) C�P Category

Figure D.1: mH = 100 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 100 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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Figure D.2: mH = 105 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 105 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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Figure D.3: mH = 110 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 110 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.4: mH = 115 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 115 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.5: mH = 120 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 120 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.6: mH = 125 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 125 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.7: mH = 130 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 130 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.8: mH = 135 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 135 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.9: mH = 140 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 140 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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(d) C�P Category

Figure D.10: mH = 145 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 145 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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Figure D.11: mH = 150 GeV/c2. Each subfigure shows a fit (red line) made to the
sideband region of the data for each diphoton category using Equation (7.1) for the
CC and C�C categories and the sum of Equations (7.1) and (7.2) for the CP and
C�P categories. The two vertical red lines in each figure indicate the signal window
excluded from the fit, here for a Higgs boson mass of 150 GeV/c2. The bottom plot
in each subfigure is obtained from first interpolating the fit into the signal region in
order to obtain the background prediction in the signal region. The residual shown
is then the resulting data yield minus the background yield, divided by the statistical
error from the background yield.
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APPENDIX E

The CDF Collaboration

The Collider Detector at Fermilab (CDF) is an experiment located at Fermilab

outside of Chicago, IL. The data used for the results presented in this thesis were

collected by the CDF II detector. All members of the collaboration are included as

authors in publications because of their contribution to data collection, developing

analysis techniques and software, and review of publication materials. There are

roughly 475 scientists that are members of this collaboration, from 60 institutions

around the world. The full author list is provided on the next three pages.
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