ABSTRACT
Circuit Modeling and Optimization Techniques for Next-Generation Radar
Zachary Hays, M.S.E.C.E.

Mentor: Charles P. Baylis II, Ph.D.

Spectral emission requirements for radar systems are becoming increasingly strict.
Future radar systems will require well-designed, reconfigurable circuitry to coexist with
the myriads of other wireless devices using the spectrum. There are two main goals of
this research. The first goal is to demonstrate circuit optimization algorithms
implemented in real-time with two types of fast tuners. The optimization algorithms can
tune the fundamental tuning elements of the tuner to quickly find an efficient operating
point for the power amplifier while staying within spectral constraints. Secondly, this
thesis presents a new method to model wideband low-noise amplifiers for use in receiver
circuits using the Volterra Series. Both of these contributions are expected to enhance

design and implementation of future radar systems.



Circuit Modeling and Optimization Techniques for Next-Generation Radar
by
Zachary Hays, B.S.E.C.E.
A Thesis

Approved by the Department of Electrical and Computer Engineering

Kwang Y. Lee, Ph.D., Chairperson

Submitted to the Graduate Faculty of
Baylor University in Partial Fulfillment of the

Requirements for the Degree
of

Master of Science in Electrical and Computer Engineering

Approved by the Thesis Committee

Charles P. Baylis, Ph.D., Chairperson

Robert J. Marks II., Ph.D.

Carolyn Skurla, Ph.D.

Accepted by the Graduate School
May 2018

J. Larry Lyon, Ph.D., Dean

Page bearing signatures is kept on file in the Graduate School.



Copyright © 2018 by Zachary S. Hays

All rights reserved



TABLE OF CONTENTS

LIST OF FIGURES ..ottt ettt et nes vi
LIST OF TABLES ... .ottt ettt ettt ettt e e nns ix
ACKNOWLEDGMENTS ...ttt ettt ettt ettt et e st e esaeeneas X
CHAPTER ONE ...ttt ettt et sttt e aeeaeenaesseeseeneens 1
INEEOAUCTION ...ttt sttt et 1
CHAPTER TWO ..ttt sttt ettt sttt et 3
Background.........ccueiiiiiiiiie e e et bae e enaae s 3
2.1 Definition of Key Concepts and Search Parameters.........c.ccceceeveviiniiniinienennne. 3

2.2 State of the Art in Reconfigurable Power Amplifiers..........ccccocvevieviiencenieenen. 6

2.3 State of the Art in Modeling Weakly Non-linear Systems ..........cc.cccccveevevveennenn. 7
CHAPTER THREE ..ottt sttt s 8
Varactor Diode Matching Network ........cccccocoiiiiiiiiiiniiccceececee 9
3.1 Varactor DI10de TUNET ......cocoiiiiiiiiiiiiiiceee e 9

3.2 PAE and ACPR Smith Chart Load Pulls........cccccoooiiiiiiiiiieee, 11

3.3 Optimization Algorithm in the Voltage Space..........ccceveeviiiiiiiniiniiieieeieeen, 12

3.4 Search AIZOTItRM .......cooiiiiiiiiieieee e 12

3.5 RESUIS ..ttt ettt 14
CHAPTER FOUR ..ottt ettt st et see e 18
Tuning with the Evanescent-Mode Cavity TUNET..........ccceeviieriieiieniieiieeieeeeeee e 18
4.1 Evanescent-Mode Cavity TUNET ........ccceeviiieiiieeiiieeiee e 18

4.2 Simulated PAE and ACPR Load Pulls of Resonant Cavity Space.................... 19

4.3 2D Position Number Interval Halving PAE Search in Simulation.................... 23

4.4 2D Position Number Gradient Search in Simulation.............ccccoooeiiiniinnenn 24

4.5 Characterization and load pulls in resonant cavity position number space...........

4.6 2D Interval Halving Search in Resonant Cavity Position Number Space......... 30

4.7 2D Gradient Search in resonant cavity position number space ...............c......... 31

4.8 Input Power added in 3D Gradient Search in resonant cavity number space.... 34

4.9 Vas added in 3D Gradient Search in resonant cavity number space ................. 38

v



4.10 Conclusions on Searches in the Resonant Cavity Position Number Space ..... 42

CHAPTER FIVE ..ottt st 44
Investigation of Wideband Low-Noise Amplifier Linearity in Receiver Interference
SCOMATTOS ...ttt ettt b et b et e e bt e bt et e bt e be et e saeebeenees 44

5.1 TIOAUCTION ...ttt ettt 44
5.2 Simulation of Baseband Memory Effects...........ccccovveiiiiiniiiiiiniiiieieeee, 45
5.3 VOILEITA SEIIES ..eouviiiuiiiiiiiiieiie ettt ettt et 49
5.4 Fourier Transforms of Volterra Kernels ............cocooiiiiiiiiininiiecee, 50
5.5 Averaged Volterra Kernels ..........oocoiiiiiiiiiiiiiiieeeeee e 51
5.6 Volterra Model for a Two Tone Input to a 3™ Order Model ...........ccccccoeveee.... 51
5.7 Three Tone Volterra Model ..........oocoiiiiiiiiiiiieeee e 54
5.8 Two Tone Volterra Approximation of Three Tone Model.............cccceueeienee 54
5.9 Proposed Measurement VerifiCation............cceeeeeerueerieeiiienieeieenie e eiee e 57
5.10 Summary of the Volterra Model...........ccceeviiieiiiieieeeceeeeeeeee e 60

CHAPTER SIX ..ottt sttt ettt et et et s e b et e saeenee 61
CONCIUSION ...ttiieeiiiee ettt ettt e ettt e et e e e eta e e et e e eataeesabaeesaseeesssaeesssaeensseeessseesnsaeennseeas 61

BIBLIOGRAPHY ..ottt ettt ettt enseeneensaenseenaens 64



LIST OF FIGURES

Figure 2.1: The Smith Chart ..........ccccoiiiiiiiiiiieeeee e 4
Figure 2.2: PAE and ACPR Contours showing the Pareto Front between the PAE

optimum point and the ACPR minimum point. .......c..cceceeveeveeneeneneenennieneennens 5
Figure 3.1: (a) Schematic of the varactor diode matching network. (b) Implemented

1.3 GHz matching netWork. .........c.ccocueviiieiiieiieiieeieeee e 10

Figure 3.2: Smith Chart coverage of the varactor matching network. ............ccccceneee. 10
Figure 3.3: PAE load pull of the MWT-173 amplifier using the varactor tuner. .......... 11
Figure 3.4: ACPR load pull of the MWT-173 amplifier using the varactor tuner. ........ 11
Figure 3.5: Process for determining the gradient in the bias voltage search. ................ 13
Figure 3.6: Process for determining next candidate: (a) If Candidate 1 is out of

compliance with the ACPR limit, the search trajectory will go towards the
ACPR acceptable region and the bisector. (b) If Candidate 1 is in compliance
with the ACPR limit, the search trajectory will go towards the PAE optimum

ANA the SECLOT. ..iiiiiiiiiiii ettt 14
Figure 3.7: Search started at (22, 22, 22) and ended at (21.11, 16.80, 10.93) with

PAE =26.02% and ACPR =-30.97 dBC. ...ccceeiiiieiiiieieeeeeee e 15
Figure 3.8: PAE = 20% Isosurface with search end points plotted in red. .................... 17
Figure 4.1: Schematic of the evanescent-mode cavity tUner. ..........cccceeeveeeciveercveeennen. 18
Figure 4.2: Simulated characterization of the cavity tuner ............ccoccevveieeeciieenieeennen. 19
Figure 4.3: Simulated PAE load pull in the cavity position number space ................... 21
Figure 4.4: Simulated PAE load pull in the Smith Chart ............cccoeviiiiiiiiniieeeee. 21
Figure 4.5: Simulated ACPR contours in cavity position number space. ...................... 22
Figure 4.6: Illustration of interval halving search. ..........cccccoevvviviiiiiiiiiniieee e, 23

vi



Figure 4.7: Simulated interval halving search with end PAE = 44.93% at
Ny = 3420,75 = 3110, oo 24

Figure 4.8: Simulated PAE load pull in cavity position number space. ..........c.cceceuee. 25

Figure 4.9: Simulated gradient search with end PAE = 43.62% and end ACPR =

-38.00 dBc at ny = 3224,n, = 3492. ACPR limit=-38 dBc. ....cceocverrrnrnen. 26
Figure 4.10: Simulated gradient search with end PAE = 45.88% and end ACPR =

-36.10 dBc at n; = 3389,n, = 3061. ACPR limit=-36dBc. .....cccecuvrreuenen. 26
Figure 4.11: Characterization of the tuner at 3.3GHzZ. ........ccccccceviiniiiiiiiniieieeeee 28
Figure 4.12: Measured PAE load pull of MWT-173 at 3.3GHz. ......ccceecvvviiviniincennne 29
Figure 4.13: Measured ACPR load pull of MWT-173 at 3.3GHz. ....cccccevveiniinnene 29

Figure 4.14: Example search with MWT-173 at Vps=4.5V, Vgs =-1.5V, Pn= 14
dBm. Max PAE =20.78% atny = 7147,n, = 7902 with
22 MEASUTCINEIES. ..eouviiieiiiiiieiieiiete ettt ettt ettt et st saeea e e sbe e eanennee 30

Figure 4.15: PAE load pull with ACPR acceptable region of ACPR < -28 dBc with
MWT-173 FET. Constrained PAE optimum: PAE = 7.22%, ACPR =-28.09
dBc at ny = 7200, 1y = 7500. c..ccoiririiiiieieieeee e 32

Figure 4.16: Sarvin’s Method: Measure five different candidates to choose a good
start candidate for the gradient search. ............ccccooviiiiiniiiiiiineeee, 33

Figure 4.17: Example gradient search with ACPR limit = -28 dBc.
End PAE =7.92%, End ACPR =-28.18 dBc at n; = 7188, n, = 7456 with

25 MEASUIEINENLS. ...viiiieiiieiieeiteeiee et et et et ete e st e e esteeebeesaeeereesaeeeneesineenne 33
Figure 4.18: 3D Gradient search illustration. ...........ccccceeeviiriininiiniiniicnceecseees 35
Figure 4.19: Choosing best starting position for 3D input power search ............c......... 36

Figure 4.20: ACPR = -25 dBc surface (blue) and max constrained PAE = 9.86%
surface (red). Green dot is the point of intersection where the constrained
PAE optimum is located: Maximum constrained PAE: 9.86% at n; =7200,
Ny = TT00. ettt ettt ettt et et b et e neens 37

Figure 4.21: Example of 3D gradient search Skyworks amplifier. End PAE =9.04%

and End ACPR =-25.83 dBc at n; =7175, n, = 7925, P;,, = 3.00 dBm with
ACPR IImit = -25 dBC. .coiiiiiiiiieiiec e 37

vil



Figure 4.22: ACPR =-23 dBc surfaces (blue) and max constrained PAE = 10.94%
SUITACE (T@). c.veeieeeiiieeiie ettt ettt ettt ettt e st e e e 39

Figure 4.23: ACPR =-23 dBc surfaces (blue) and max constrained PAE = 13.07%
SUTTACE (T€A).  evieeiiieeiiie ettt et e et e et e et e e eaae e sbeeesnbeeesaseeennseeens 40

Figure 4.24: Example search converged at n; =7183, n, = 7802, V;5 = 3.00 dBm,
with PAE = 10.94% and ACPR =-23.11 dBc. ACPR limit =-23 dBc. ............ 41

Figure 5.1: ADS schematic of the two tone simulation DC blocks, RF chokes, and
tone spacing as the parameters to SImulate. ...........cccceveervieerieniiienieeieeeeee, 45

Figure 5.2: IMD3 products are higher for higher L, C. The IMD3 terms are
asymmetric in transition range of L and C. .......c..ccccoviiiiiiniininiiicicec 46

Figure 5.3: The inductance of the RF choke appears to be the dominant factor in the
IMD3 PrOAUCES. ..eeeuiiieeiieeeiieecie ettt ettt s e et e e e bee e snbeeeeaseeeneeas 47

Figure 5.4: IMD3 products as a function of tone spacing. ........c..cceceveeveervenenreeneennens 48

Figure 5.5: Constructing the output frequency terms for two sinusoids, v;and v,,
stimulating a third order SYStem. .........ccceeviiiiiiiieiieeieee e 51

Figure 5.6: Zoomed in RF passband of Figure 5.5. Only terms present in the
passband beside the two input tones are the third order terms at u = 2v; — v,

ANA U = 2V = V4t ittt ettt ettt e abeeeeareeen 52

Figure 5.7: Using three tones to extract the full Volterra model for the bandwidth.
Measurements must be made at each combination of V4, V5, V3. ceoveeviveienneen. 53

Figure 5.8: The approximation of p by H,(f,, f,) gets better as f; approaches f,

where f, = @ .............................................................................................. 54
Figure 5.9: Channel where approximation of H,(f3, f>) by H,(f,, f,) is valid. ........... 55
Figure 5.10: (a) Modeling the third order term, f5,4, by H3(f1, f2, —f3).

(b) Modeling the third order term, f5,-q, by Hs(fo, far —f3)+ woveereeeeeeieieeeiene 56
Figure 5.11: Proposed Measurement Setup for Two-Tone Measurement. ..................... 57

viil



LIST OF TABLES

Table 3.1: Compilation of Search Results of Control-Voltage Tuning. .............cccu...... 14
Table 4.1. Compilation of simulated gradient PAE/ACPR search results with ACPR

HMIt = =36 dBC. .eeiiiieii e 27
Table 4.2. Compilation of Interval Halving PAE Searches ..........cccccocevininiininncnnne 31
Table 4.3. Compilation of PAE/ACPR Gradient Searches with ACPR Limit =

S28 ABC. ettt ettt sttt eneen 34
Table 4.4: Compilation of 3D Piv Gradient Searches ...........cccceeviiviiivieniiiiiecieeee, 38
Table 4.5. Compilation of 3D Vgs Gradient Searches ..........ccccoeeveveiievienieiniecieeeee, 41

X



ACKNOWLEDGMENTS

I would like to thank Dr. Charles Baylis for his mentoring and guidance as my
graduate advisor and Dr. Robert Marks for his work and encouragement. I would like to
thank my fellow graduate students, Austin Egbert, Casey Latham, Sarvin Rezayet, and
previous graduate students, Matthew Fellows and Joseph Barkate, for all their input and
comradery. I would especially like to thank my wife, Luci Hays, for her brilliant ideas in
the research as well as being the entertainment chair of our research group. I would like
to acknowledge Keysight Technologies for their donation of ADS, Modelithics for their
donation of simulation model libraries, and Maury Microwave for their donation of SNP
files for our bench equipment. I would like to thank Purdue University for their
collaboration on the evanescent-mode cavity tuner. Finally, I would like to acknowledge
John Clark, Ed Vivieros, and Steve Lardizabal for their helpful collaboration and

guidance of this work.



ATTRIBUTIONS

The work presented in this thesis would not be possible without the ideas and
work of the many coauthors on the papers contributing to this thesis. The contributions
of each of the authors of [2, 3, 32] are described below.

In [2], two methods of tuning the varactor matching network were presented. The
first method described in the paper is an impedance-based search algorithm in the Smith
Chart. This search uses a lookup table between the bias voltages and impedances. This
method was implemented on the bench by Luci Hays, and she is the first author on this
paper. Walden and Rezayat helped take measurements for this method. The second
method is a bias voltage search. Luci Hays proposed the idea of the interval halving
search in the bias voltage space. I implemented this method onto the bench as well as the
gradient search in the bias voltage space. Kappelmann and Egbert helped write code and
take data for this method. Chapter Three contains the details of my contributions to this
work. Baylis, Marks, Fellows, Penn, Viveiros, Hedden, Darwish provided guidance and
advice for the work. Baylis proofread this work and helped author the paper.

In [32], the varactor matching network was first demonstrated for real-time
PAE/ACPR optimization algorithms. The tuner was fabricated by Barlow and
Flachsbart. The bench setup and calibration code was done by Kappelmann. Rezayat
contributed to the code and measurements. I wrote the majority of the MATLAB code to

run the search algorithm and took measurements and was first author on the paper.

X1



Vivieros, Hedden, Penn, Marks, and Baylis provided helpful guidance to the project.
Baylis contributed a large portion of the writing.

In [3], the interval halving algorithm first demonstrated in [2] is now
demonstrated with the evanescent-mode cavity tuner. This tuner was designed and
fabricated by Peroulis, Khater, and Semnani. I wrote the MATLAB code for the search
algorithms and ran all the bench measurements for the interval halving search. Viveiros

and Baylis guided the work. Baylis helped write and proofread the paper.

xii



CHAPTER ONE

Introduction

The increasing demand on the frequency spectrum will require future radar
systems to use the spectrum more efficiently and intelligently. The ever-growing number
of wireless devices makes the need for spectrum sharing a priority for all devices,
especially radar systems. The National Broadband Plan of 2010 requires the release of
500MHz of spectrum for wireless communications by 2020, and a significant part of the
spectrum is expected to be taken from radar applications. These radar systems must
maintain high performance while using a smaller bandwidth to stay within the stricter
spectrum regulations.

One proposed solution to the crowded spectrum is the use of dynamic spectrum
access with cognitive radar [1]. Instead of a fixed bandwidth and center frequency, a
next-generation radar system would be able to detect nearby users in the spectrum and
then reconfigure its circuitry to optimize performance at a frequency and bandwidth that
will not interfere with those other users. This will require a fundamental change in the
design and implementation of the radar’s power amplifier and receiver. First, fast
optimization algorithms will be required to quickly tune the matching network of the
power amplifier to achieve high efficiency while ensuring no interference with
neighboring systems. Second, better modeling techniques for design and simulation of
the wide-band low power amplifiers will improve the linearity of the radar receiver and

allow for higher resolution radar detection.



This thesis presents optimization algorithms implemented in simulation and
measurement on two different output matching networks, as well a new technique to
model wide-band low noise amplifiers using the Volterra Series. Chapter Two gives
background information, which includes defining key terms and reviewing previous work
in these areas. Chapter Three discusses search algorithms implemented with a varactor
diode matching network and was originally published in [2]. Chapter Four shows these
algorithms implemented with an evanescent-mode cavity tuner and published in [3].
Chapter Five explains how the Volterra Series can be used to improve in-band models for
low noise amplifiers (LNAs). Chapter Six concludes the work by noting where this work

contributes to the fields of circuit optimization and LNA design and simulation.



CHAPTER TWO

Background

This chapter discusses the background of the subject matter of this thesis and
shows the state of the art in these topics. First, it is helpful to define terms used in the
following chapters. Next, the concept of matching networks is explained for load pull
and circuit optimization applications. The state-of-the-art of reconfigurable circuitry and

matching networks is described in Section 2.1.3.

2.1 Definition of Key Concepts and Search Parameters
Reconfigurable matching networks can be tuned in real time to optimize several
performance criteria. Two performance criteria which are discussed here in depth are
power-added efficiency (PAE) and adjacent channel power ratio (ACPR). A power
amplifier converts DC power to the RF power of the signal. PAE shows the efficiency of

this power conversion, and it is defined by

P — P,
PAE = —ZERE TIWRE o 100%. (2.1
PDC

A high PAE is an important design criterion, as much of the power lost in a radar
transmitter is due to inefficiency of the power amplifier.

ACPR shows the ratio of power that spreads into the neighboring frequency bands
to the power in the main operating frequency band as shown by (2.2).

ACPR = PRF,adj channels

(2.2)

PRF,main channel



The ACPR of an amplifier is ideally small, since power that is spread into the adjacent
bands will interfere will users in those frequency bands [4], [S]. Power spreading is due
to the nonlinearities in the power amplifier. However, operating a power amplifier
nonlinearly will usually increase the PAE of the device, illustrating a tradeoff between
PAE and ACPR performance. The search algorithms described in this thesis will find the
optimal load impedance to the amplifier which will maximize PAE while staying within
an ACPR constraint.

The Smith Chart is the two-dimensional graphical representation of the
impedance plotted on the complex reflection coefficient plane and normalized to the

characteristic impedance. The Smith Chart represents the relation

Z-1Z,

r=——
7+ Z,

where Z, is the characteristic impedance which is 50() for all references in this thesis.

Figure 2.1: The Smith Chart
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Figure 2.1 shows the Smith Chart. The Smith Chart is a tool to visualize the
impedance and reflection coefficient, I', at the input or output of a device. The horizontal
axis represents the real part of the complex impedance and the vertical axis represents the
imaginary part of the impedance.

Both PAE and ACPR are functions of the load reflection coefficient, [;. Itis
typical to show contour maps of PAE and ACPR on the Smith Chart as seen in Figure 2.2
below. Each point on the contour will give the same value for the related function. The
value of the PAE contours will decrease as the contours move away from the PAE
optimum while the value of the ACPR contours will increase as they move away from the

ACPR minimum.

PAE Contours

ACPR Minimum Ry -~ ?
= / = ACPE Contours

Figure 2.2: PAE and ACPR Contours showing the Pareto Front between the PAE
optimum point and the ACPR minimum point. Reprinted from [41]



The Pareto optimum locus [6,7] is shown as the black trace connecting the ACPR
minimum and the PAE optimum in Figure 2.2. Each point represents the best PAE
possible given a different ACPR limit. The contours differ between devices, but they
also change for the same device at different operating frequencies, bias point, and even
temperature. The purpose of the reconfigurable matching network is to tune to the I,

which provides the best PAE while still meeting an ACPR constraint.

2.2 State of the Art in Reconfigurable Power Amplifiers

This section overviews the literature of past research in the areas of
reconfigurable power amplifiers and circuit optimization. The PAE/ACPR circuit
optimization techniques in this thesis are based upon gradient-based algorithms that have
been demonstrated in previous work. The optimization algorithms shown in Chapters
Three and Four are developed and modified from [} searches with a Maury Microwave
mechanical tuner [7,8,9,10]. Barkate demonstrates adding input power as a third
dimension to create a 3-D power Smith Cube instead of the 2-D Smith Chart [11]. The
gradient-based search algorithm can optimize in this 3-D space to optimize another
parameter while adding a few measurements to the search. Furthermore, Fellows shows
using the bias voltage of the amplifier as the third dimension of a search in the bias
voltage Smith Tube [12].

These circuit optimizations were all performed using a traditional mechanical
load-pull tuner, which is impractical for use in fast tuning for a practical radar system.
The literature shows significant development of fast, reconfigurable tuners for real-time
tuning applications. Tunable matching networks using MEMS switches are presented by

Yazdani [13], Pesel [14], and Silva Cortes [15]. A varactor-based approach is shown by



Nemati [16]. A combination of these two methods, varactor and MEMS, is shown by
Qiao [17]. A genetic algorithm approach is used in matching networks by du Plessis
[18].

This thesis synthesizes the gradient search algorithm developed at Baylor by
previous students with new tuner technology. The gradient search has been implemented
with the Maury mechanical tuner [7], but the tuner is too large and too slow to be
practical for real-time optimization. The two tuners discussed in this work are a varactor
diode tuner and an evanescent-mode cavity tuner. The search is integrated with these
tuners using the fundamental elements of each tuner. This eliminates the need for a tuner
characterization and improves the speed of the search compared to the previous

mechanical Maury tuner.

2.3 State of the Art in Modeling Weakly Nonlinear Systems

This section discusses the literature references related to the work shown in
Chapter Five on Volterra modeling of the memory effects in a weakly non-linear system.
The first IEEE paper which used the Volterra series to represent non-linear systems was
originally published in 1963 [19]. Since that time, the many papers have been written
that utilize the Volterra series to model different non-linear systems for many different
applications [20, 21, 22]. Specifically for LNA modeling applications, Zhao and Yu
show a modified approach to solving circuit equations for the Volterra kernels of an LNA
in [23, 24] respectively. Several techniques published by Silveira [25] and Araujo [26]
have been shown to reduce the size of the Volterra kernels, which allows for faster
computation of simulation results. Boyd and Bjorsell discuss the direct measurement of

the Volterra kernels for a device in [27, 28] respectively. They use three tones to



measure the third-order Volterra kernel, which results in a large number of
measurements.

There are several other methods to model memory effects and linearity of LNAs.
The work by Kumar in [29] employs an artificial neural network to design a linear LNA
for a wide-band transceiver. Nieuwoudt shows numerical design optimization
methodology for the design of a wide-band CMOS LNA [30]. Harmonic balance
simulation shown by Rizzoli [31] is commonly used to simulate LNA circuits.

This work is a comprehensive study of memory effects on the linearity of
wideband LNAs. The thesis builds upon previous work to propose a novel model
extraction method for LNAs which will accurately simulate memory effects in the RF
passband. The memory effects are simulated to understand the underlying causes of
these effects. The Volterra series mathematically describes the memory effects, and a
novel approach to extract a Volterra model for an LNA is proposed. This new technique
for extracting a Volterra model will reduce the complexity of the testbench setup required
to measure the Volterra kernels by reducing the number of tones needed. The proposed
technique will also reduce the number of measurements required for model which will
save time in the model extraction process as well as reduce the size of the behavioral
model for faster simulation time. LNA designers will be able to use this extracted model
in a circuit simulation software, such as ADS, to better simulate and account for memory

effects on the linearity of their LNA device.



CHAPTER THREE
Varactor Diode Matching Network
The work presented in this chapter has been published in: [33] Z. Hays ef al., "Real-time
amplifier optimization algorithm for adaptive radio using a tunable-varactor matching
network," 2017 IEEE Radio and Wireless Symposium (RWS), Phoenix, AZ, 2017, pp.
215-217. And in [2] L. Lamers et al., "Comparison of bias-voltage and reflection-
coefficient based reconfiguration of a tunable-varactor matching network for adaptive
amplifiers," 2017 IEEE 18th Wireless and Microwave Technology Conference
(WAMICON), Cocoa Beach, FL, 2017, pp. 1-5.
Real-time circuitry optimization requires a fast reconfigurable matching network.

This chapter discusses a varactor diode approach to reconfigurable matching networks

and shows results of several optimization algorithms using a varactor diode tuner.

3.1 Varactor Diode Tuner
A varactor diode matching network was designed and fabricated for use in
impedance matching. The capacitance of a varactor diode is dependent on the DC
voltage across diode. By manipulating the capacitance of the diode, the input impedance
of the matching network can be changed. The matching network presented here is a three
element matching network in a tee configuration and is designed to operate at 1.3 GHz
center frequency. Figure 3.1 shows the schematic of the varactor diode matching

network.



41
10 oH

Gz

(a) (b)
Figure 3.1: (a) Schematic of the varactor diode matching network. (b) Implemented 1.3
GHz matching network. Ci, C2, and Cs are the varactor diodes.
Impedance tuning on a Smith Chart can be achieved by tuning the voltages across
the diodes. The Smith Chart coverage of the matching network is shown in Figure 3.2

below.

Figure 3.2: Smith Chart coverage of the varactor matching network.

Each of the points shown in Figure 3.2 is the I, corresponding to a different
voltage combination. The characterization of the tuner demonstrates a large coverage of

the Smith Chart.
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3.2 PAE and ACPR Smith Chart Load Pulls
Load pull measurements are the common technique for determining the optimum
[, for PAE or ACPR performance. A load pull measures the value for a given parameter,
such as PAE, for a large sample of [} and then plots the results as PAE contours in the

Smith Chart. The PAE and ACPR load pull contours are shown in Figures 3.3 and 3.4

respectively.
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Figure 3.4: ACPR load pull of the MWT-173 amplifier using the varactor tuner.
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The load pulls can be interpreted as an exhaustive search for the [, which will
obtain the optimum PAE and ACPR for an amplifier. However, the load pull
measurementstake a long time due to the huge number of measurements required which
is not feasible in a real-time optimization. A fast gradient-based search algorithm has
been shown in [32] to find the PAE optimum with an ACPR constraint in the Smith
Chart. The impedance search in the Smith Chart requires a characterization between [,

and the bias voltages.

3.3 Optimization Algorithm in the Voltage Space
The I}, to voltage characterization look-up adds time to the search for each
measurement, and any perturbation to the tuner can shift the characterization so that the
tuner is not tuning as precisely. To counter this issue, the idea is to directly optimize the
PAE and ACPR in the voltage search space instead of using a characterization to convert
the voltages to reflection coefficients. The varactor diode matching network has three
tuning diodes so the search is a three-dimensional search in the voltage space compared

to the two-dimensional search in the Smith Chart plane.

3.4 Search Algorithm
The search algorithm used in the voltage space is a gradient-based constrained
optimization shown in [7]. The search measures the PAE and ACPR at a candidate and

three neighboring points as shown in Figure 3.5 below.
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Figure 3.5: Process for determining the gradient in the bias voltage search.

The search measures the PAE and ACPR at a candidate point and three
neighboring points. The gradient of the PAE and ACPR can be determined by the values
measured at these four points. The algorithm can determine the optimum PAE direction
for the unit vector (p) and optimum ACPR direction with unit vector (&). The unit vector

bisector (b) bisects p and d@. The vector to the next candidate is given by

v = ab, + bD, (3.1

where the D, and D,, are coefficients calculated by

D. = Ds |[ACPRmeas—ACPRtarget |
@ 2 |ACPRworst—ACPReqrget|

(3.2)

and

Ds |6 -0
Db :_5| meas target|. (33)

2 Otarget

The ACPR¢45 18 the ACPR value at the current candidate. ACPR;qyge¢ 18 the limit set

by the user to constrain the search. ACPR,, ¢ 1s the highest ACPR measured up to the
current point in the search. For a Pareto-optimum solution, the 6;4,.go¢ = 90° where 0 is
defined as the angle between @ and b. The 6,45 is the measured 6 at the current

candidate. Figure 3.6 shows the two cases for choosing the next candidate. The first case
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is when the search is outside the ACPR acceptable region, and the second case is when

the search is inside the ACPR acceptable region.

Candidate 2
.\ an, + b D, 50 Candidate 2
R bD,, . @
an, " A s ol -
w_ *\ : ,l r” pDa +bDb
RS \\ S B b ”,’ -‘-"‘-_', r’jDﬂ
a v p a il
Candidate 1 Candidate 1
(a) (b)

Figure 3.6: Process for determining next candidate: (a) If Candidate 1 is out of
compliance with the ACPR limit, the search trajectory will go towards the ACPR
acceptable region and the bisector. (b) If Candidate 1 is in compliance with the ACPR
limit, the search trajectory will go towards the PAE optimum and the bisector. Reprinted

from [7]
3.5 Results
This gradient search algorithm was implemented in the varactor bias voltage

space on the bench with the varactor matching network and an MWT-173 FET. The

MWT-173 was biased at Vg =4.5V, Vg =-1.5V, and P;y = 14 dBm. The search
algorithm used an ACPR limit of 30.5 dBc. The search algorithm was tested extensively.

Figure 3.7 shows an example search below.
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Figure 3.7: Example search started at (22, 22, 22) and ended at (21.11, 16.80, 10.93)
with PAE =26.02% and ACPR =-30.97 dBc.

The search starts at the point V; = 22V, V, = 22V, V; = 22V. The search
measures a candidate and three neighboring points at each blue ‘x’ in Figure 3.7 above.
The search converges to the red square at V; = 21.11V,V, = 16.80V,V; = 10.93V with
PAE =26.02% and ACPR =-30.97 dBc which is in compliance with the -30.5 dBc
ACPR constraint imposed upon the search. Even though the search starting location is
far from the optimum, the search takes a fairly direct path to the optimum location with a
small number of measurements. The gradient search in the I, Smith chart was
implemented on the bench by Luci Hays. For comparison, the I; search took an average
of 3.5s per measurement while the voltage search only takes 2.5s per measurement. This

time savings is due to the I}, search requiring a table lookup for each measurement.
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Table 1 shows a compilation of optimizations all starting from different locations

in the voltage search space.

Table 3.1: Compilation of Search Results of Control Voltage Tuning. Published in [2].

Start Start Start Final Final Final End End # Avg. time
Vi V, Vs Vi V, Vs PAE ACPR Meas. per meas.
M M M M VM VM () (dBo (sec)

—
—_

514 1.70 13.68 2835 -31.11 16 2.46
552 011 11.34 2799 -31.26 29 2.47
578 298 11.20 27.04 -3136 20 2.52
479 155 12,60 28.55 -31.01 25 2.46
575 1.01 10.74 2793 -3146 25 2.53
457 0.00 15.07 29.63 -30.53 19 2.46
506 0.18 11.66 28.14 -31.06 52 2.50
534 0.64 13.89 2723 -31.11 34 2.48
12.53 14.10 698 2694 -30.53 25 2.49
10 12.65 1473 726 2695 -30.80 29 2.50
12.34 1574 9.01 2646 -30.59 40 2.50
12 12.09 15.62 845 2690 -30.52 33 2.49
13 12.23 16.05 9.76 2698 -30.75 81 2.46
14 12.65 1555 8.63 26.63 -30.98 53 2.47
15 11.52 1468 7.60 26.60 -30.91 25 2.47
16 1236 1530 7.78 2693 -30.54 53 2.47
17 13.54 1569 8.64 2585 -30.84 16 2.47
18 1228 1623 970 26.02 -30.79 41 2.46

O 01O\ L W
O 02O\ L K WIN

—
—

m b b b e e e e

P dAANND PN — o OO B W —
—_
—_

The searches all converge within the ACPR limit and with PAE between 25.85-
29.63%. It is interesting to note, however, that searches 1-8 converged at much different
final voltages than searches 9-18. This is due to the voltage space being multimodal. For
each impedance, there are several combinations of voltages which plot to that same point
on the Smith Chart. Figure 3.8 shows the two PAE modes in the voltage space and where

the searches end up in both modes.
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PAE = 20% lzosurface

Figure 3.8: PAE = 20% Isosurface with search end points plotted in red.

The two surfaces show where the two modes of the voltage space are located.
Both modes in the voltage space plot to the same impedance on the Smith Chart which is
why the end values for PAE and ACPR are extremely close. This multimodality is not a
problem with the search. Both voltage optimum locations have the same impedance, and
the impedance is what determines the PAE and ACPR.

The gradient search algorithm implemented on the varactor diode tuner in the
voltage space demonstrates the ability to quickly converge to a constrained PAE
operating point. The search in the voltage space instead of the Smith Chart eliminates the

need for a characterization and saves look-up time for each measurement in the search.
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CHAPTER FOUR
Tuning with the Evanescent-Mode Cavity Tuner
The work in this chapter has been published as: [3] Z. Hays et al., "Fast amplifier PAE
optimization using resonant frequency interval halving with an evanescent-mode cavity
tuner," 2017 Texas Symposium on Wireless and Microwave Circuits and Systems
(WMCS), Waco, TX, 2017, pp. 1-3. And as [42] Z. Hays et al., "Fast impedance matching
using interval halving of resonator position numbers for a high-power evanescent-mode
cavity tuner," 2018 IEEE Radio and Wireless Symposium (RWS)

Power handling capabilities of tunable matching networks is one of the limitations
in the state of the art, including the varactor matching network. Radar requires very high
transmit power to detect targets at long distances. The varactor network was shown by
Hays [32] to need a power-dependent characterization for Smith Chart tuning, but

varactor diode technology is still limited in its power handling. A new technology needs

to be developed to have a significant jump in high power matching network technology.

4.1 Evanescent-Mode Cavity Tuner
A new high power tuner has been shown in [33] to handle up to 90W of power.
This is a two element evanescent-mode cavity based tuner. The schematic is shown in

Figure 4.1 below.

Figure 4.1: Schematic of the evanescent-mode cavity tuner. Shown in [33].
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The tuning is performed by changing the voltages of each piezoelectric disks.
This changes the height of the cavity, which changes the capacitance of the cavity. By
adjusting the capacitance of each cavity, the tuner can cover a large portion of the Smith
Chart. The tuner was designed, simulated, and implemented for a center frequency of
3.3GHz. Simulation and measurement of the interval halving and gradient searches will

be shown in the following sections.

4.2 Simulated PAE and ACPR Load Pulls of Resonant Cavity Space
The characterization of the tuner’s cavity position numbers to impedances is a
time-consuming process. Each combination of cavity position numbers is selected and
the impedance measured on a VNA (Vector Network Analyzer). Depending on the
density of the characterization, the characterization can have hundreds to several

thousand points.

Figure 4.2: Simulated characterization of the cavity tuner
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The tuner has also been shown to be vulnerable to physical perturbations. Slight
movement or vibrations can cause the tuner’s characterization to shift. This means the
characterization must be retaken constantly to have an accurate mapping of cavity
position numbers to reflection coefficients.

A solution to this problem is to tune the cavity position numbers directly in load
pulls and searches instead of mapping them to reflection coefficients first. This
completely eliminates the need for characterizations, which saves time and is much more
reliable. The tuner was simulated in Advanced Design Studio (ADS) with symbolically
defined blocks as the tunable position numbers. The tuner model was provided by
collaborators at Purdue University.

This simulation model was based upon a simple cylindrical waveguide model for
the resonant cavity. A symbolically defined block calculated the resonant frequency of
the cavity using the radius and height of the cylinder. The ADS algorithm would change
the height of the each cavity to adjust the resonant frequency. The change in resonant
frequency would result in a change in reflection coefficient and would tune around the
Smith Chart.

Using the ADS model for the tuner, PAE and ACPR load-pull simulations were
performed in the resonant cavity position number space. The simulated PAE load pulls
in the resonant cavity positions number and Smith Chart are shown in Figure 4.3 and

Figure 4.4.
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Figure 4.3: Simulated PAE load pull in the cavity position number space
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Figure 4.4: Simulated PAE load pull in the Smith Chart
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In the cavity position number space, there are two optimum locations. For most
optimization algorithms, this would be a problem as the search could get stuck in the
local optimum instead of the global optimum. However, both optimums in the cavity
position number space plot to the same reflection coefficient in the Smith Chart. It does
not matter which optimum the search finds in the cavity position number space since
these are the identical reflection coefficient, and the reflection coefficient is what is
determining the PAE and ACPR of the device. The load pull for the ACPR is shown for

the cavity position number space as well in Figure 4.5.

ACPR (dBc)
-35

-36

n;

-40

-41

3100 3200 3300 3400 3500

ny

Figure 4.5: Simulated ACPR contours in cavity position number space.

The ACPR contours are also multimodal, but are not quite as symmetrical as the
PAE contours. For a stricter ACPR limit, the search may be confined to one of the two

PAE optimums.
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4.3 2D Position Number Interval Halving PAE Search in Simulation
The simulated tuner was used to implement a simple interval halving PAE search
in the cavity position number search space to verify that simulation was working
correctly and that the PAE contours in this search space are sufficiently convex for search
algorithms to converge consistently.
The interval halving algorithm is a simple search method used to find the max

PAE of a device. Figure 4.6 shows the 1D illustration of how the search works.

(a) fnext when PAE(fC + fn) e PAE(fC)
fetfa

o @- & O
fmin jlrc fnext fmax

(b) frexe When PAE(f. + f) > PAE(f) (a)

fe + fn

o S @S- O
f min f next f c f max

Figure 4.6: Illustration of interval halving search.

The search measures the PAE at a candidate and neighbor slightly above. If the
neighbor has better PAE, then the search steps as shown in 4.6 (a) and the new interval is
between f, and f,4,. If the neighbor has worse PAE, then the search steps as shown in
4.6(b) and the new interval is between f,,;, and f,. This process is repeated iteratively
between n, and n, until the interval falls under a certain threshold.

The interval halving search was implemented in MATLAB and ADS. An

example search is shown below in Figure 4.7.
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Figure 4.7: Simulated interval halving search with end PAE = 44.93% at n; =
3420,n, = 3110.

The search shows convergence to the top left PAE optimum as shown in the PAE
load pull. The success of the simple interval halving algorithm in simulation was a step
toward implementing a more advanced search algorithm to find the optimum PAE with

an ACPR constraint.

4.4 Two-Dimensional Position Number Gradient Search in Simulation
A gradient search algorithm was implemented in simulation to find the optimum
PAE within an ACPR constraint. A gradient-based approach allows for a more direct
path to the optimum than the interval-halving method, and an ACPR constraint can be

added to ensure no interference with other users in the neighboring frequency bands. The
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gradient search implemented is described more fully in Chapter Three. The PAE load
pull is shown again for reference in Figure 4.8 as well as two example searches in Figures

4.9 and 4.10.
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Figure 4.8: Simulated PAE load pull in cavity position number space.
The searches in Figure 4.9 and Figure 4.10 show the algorithm converge to
whichever PAE optimum is closest to the starting point. Again, these two optima in the

cavity position number space plot to the same impedance so it does not affect the result

which optimum the search finds.
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Figure 4.9: Simulated gradient search with end PAE = 43.62% and end ACPR = -38.00
dBc at n; = 3224,n, = 3492. ACPR limit =-38 dBc.
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Figure 4.10: Simulated gradient search with end PAE = 45.88% and end ACPR =-36.10
dBc at n; = 3389,n, = 3061. ACPR limit=-36 dBc.
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Table 4.1 shows a compilation of eight simulated gradient searches with starting

locations spread around the search space.

Table 4.1. Compilation of simulated gradient PAE/ACPR search results with
ACPR limit =-36 dBc.

Search Startn, Start2 Endn; Endn, PAE% ACPR #
# (dBc) Meas.
1 3110 3110 3210 3460 44.39 -36.21 14
2 3510 3510 3200 3480 45.32 -36.09 14
3 3110 3510 3200 3480 45.32 -36.09 14
4 3510 3110 3390 3050 45.94 -36.16 15
5 3110 3310 3390 3050 45.88 -36.10 15
6 3510 3310 3390 3050 45.93 -36.16 17
7 3310 3110 3390 3050 45.93 -36.16 17
8 3310 3510 3390 3050 45.93 -36.16 17

The first three searches ended up in the top left PAE optimum while the last five
searches ended up in the bottom right PAE optimum. All eight searches achieved
excellent PAE while staying under the ACPR limit of -36 dBc. The simulation results for
the interval halving and gradient searches were able to converge consistently. The next

step was to implement the searches on the bench in measurement.

4.5 Characterization and load pulls in resonant cavity position number space
The evanescent-mode cavity tuner was placed in the measurement test bench to
test how measurements would compare to the simulation results. The characterization of

the tuner in measurement is shown below in Figure 4.11.
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Figure 4.11: Characterization of the tuner at 3.3GHz.

The characterization shows a similar coverage as the simulated characterization
which was shown previously, however the small circle where the tuner cannot reach is
shifted around the Smith Chart. This is due to transmission lines not included in the ADS
tuner model and is not significant. The coverage of the Smith chart can be rotated by
simply adding more transmission line. The PAE and ACPR load pulls in the resonant
cavity position number search space are shown for the tuner in the following figures.
Figure 4.12 shows the PAE load pull contours. Figure 4.13 shows the ACPR load pull

contours.
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Figure 4.12: Measured PAE load pull of MWT-173 at 3.3GHz.

ACPR (dBc)

0058

0008

tu

005L

000L

6400 6800 7200

6000

5600

ny

Figure 4.13: Measured ACPR load pull of MWT-173 at 3.3GHz.
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The load pulls show that there is only one optimum PAE location as opposed to
the two seen in simulation. This is due to the fact that the simulation ADS model is a
very simple model. It leaves out parasitic effects and assumes ideal components for each
of the two elements. The interval halving algorithm was implemented on the bench to
determine how the tuner would perform in measurement.

4.6 Two-Dimensional Interval Halving Search in Resonant Cavity Position Number
Space

The PAE interval halving algorithm implemented was the same algorithm as
shown in simulation. The search was run multiple times to verify repeatability. The
results are shown in the following example and table. Figure 4.14 shows the typical

search pattern.
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Figure 4.14: Example search with MWT-173 at Vps=4.5V, Vgs =-1.5V, Pw= 14 dBm.
Max PAE =20.78% at ny = 7147,n, = 7902 with 22 measurements.
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The search shows a quick convergence to the PAE optimum as shown by the load

pull. Table 4.2 shows a compilation of search results below.

Table 4.2. Compilation of Interval Halving PAE Searches

Trial # End ny End n, End PAE (%) # Meas.
1 7161 7948 21.11 22
2 7159 7948 21.04 22
3 7147 7878 20.43 22
4 7147 7902 20.78 22

Each of the searches converges to similar position numbers and PAE with a
reasonable number of measurements. Since the interval halving was shown to be

successful on the bench, the next step was to implement the gradient search on the bench.

4.7 Two-Dimensional Gradient Search in Resonant Cavity Position Number Space
The cavity position number gradient search was implemented in measurement

with the evanescent-mode cavity tuner. The gradient-based approach, previously
described in detail in Chapter Three, takes a more direct path to the PAE optimum, and
also allows for an ACPR constraint to be added to the optimization process. The gradient
search requires a neighboring point to be taken in each dimension while the interval
halving only takes one neighboring point per candidate. Despite this, the gradient search
will usually converge with a smaller number of measurements than the interval halving
search since the gradient search takes a more direct to the optimum point. The PAE load

pull with the ACPR constrained region is shown below in Figure 4.15.
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Figure 4.15: PAE load pull with ACPR acceptable region of ACPR < -28 dBc with
MWT-173 FET. Constrained PAE optimum: PAE =7.22%, ACPR =-28.09 dBc at
ny = 7200, n, = 7500.

In practice, it was shown by my colleague, Sarvin Rezayat, that the gradient
search has trouble converging from starting points far away from the optimum location.
This is because the PAE contours are not convex as they are in the Smith Chart. As such,
one of the challenges to doing the search in the resonant cavity position number space is
to begin the search at a point where the gradient vectors will lead the search to the correct
optimum. Sarvin demonstrated that by measuring five different candidates around the
search space, the best point could be chosen as a good starting candidate for the gradient
search. This technique, known as Sarvin’s method, adds five extra measurements at the
beginning of the search, but averages fewer measurements per search and converges

more consistently due to starting near the optimum location.
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nq
Figure 4.16: Sarvin’s Method: Measure five different candidates to choose a good start
candidate for the gradient search. First shown in [43].
The gradient search was implemented with Sarvin’s method and the results are
shown in an example search below in Figure 4.17. Table 4.3 shows a compilation of

several different searches.
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Figure 4.17: Example gradient search with ACPR limit = -28 dBc. End PAE = 7.92%,
End ACPR =-28.18 dBc at n; = 7188, n, = 7456 with 25 measurements.
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This example shows the search starting from the bottom right candidate of the
five starting candidates which was near the optimum location. The following table shows

a compilation of searches.

Table 4.3. Compilation of PAE/ACPR Gradient Searches with ACPR Limit = -28 dBc.

Search#  Start Start Start Start End End End End Total

ny n, PAE ACPR n, n, PAE ACPR #
Meas.

1 7100 7333 386 -25.02 7179 7445 7.63 -28.24 13

2 7100 7333 3.82 -26.23 7476 7454 7.86 -28.08 16

3 7100 7333 375  -26.24 7176 7440 7.70  -28.15 25

4 7100 7333 375  -26.19 7171 7419 7.37 -28.19 25

5 7100 7333 3.69 -26.28 7177 7408 7.35 -28.23 25

6 7100 7333 370  -26.31 7173 7433 7.51 -28.08 25

7 7100 7333 3.68 -26.18 7187 7452 7.87 -28.21 22

8 7100 7333 3.67 -26.13 7188 7451 7.87 -28.23 28

9 7100 7333 3.65 -26.13 7188 7456 7.92 -28.18 25

10 7100 7333 380 -26.14 7189 7450 791 -28.35 22
Average 374 -26.08 71804 7440.8 7.70 -28.19 22.6
Standard 6.9 16.16 0.22 0.08 4.65

Deviation

The table shows that the gradient search converges at an average of 22.6
measurements while the interval halving search took a very similar 22 measurements per
search. The gradient search is also able to constrain the ACPR of the DUT which allows
for useful optimizations.

4.8 Input Power Added in a Three-Dimensional Gradient Search in Resonant Cavity
Number Space

The next step after the 2D gradient search in resonant cavity position number

space was to add another dimension in the search space for a more finely tuned

optimization result. The input power to the DUT is added to the two-dimensional cavity
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position number (n4, n,) plane to make a three dimensional search space. This is

visualized in the following figure.

Nearest Neighbor P;,,

/ nq
Candidate

Figure 4.18: 3D Gradient search illustration. Candidate with 3 neighbors.

The addition of another dimension to the search requires another neighbor to be
measured for each candidate. This increases the number of measurements per search, but
allows for simultaneous optimization of the load reflection coefficient and input power.

The best starting position of the gradient search also had to be found for the 3D
search. Sarvin’s Method is implemented in the position number plane at the lowest input
power level. Since there is low input power, the candidates will meet the ACPR limit.
Once Sarvin’s method determines the best candidate in the position number plane, the
input power is increased incrementally until the candidate reaches the ACPR limit. The
gradient search then begins at this point, which is typically near to the optimum in all
three dimensions. This three-dimensional, modified Sarvin’s method is illustrated Figure

4.19 below.
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Figure 4.19: Choosing best starting position for 3D input power search

Figure 4.19 shows the search choosing the top right point in the (nq, n,) plane,
and stepping up to start the gradient search at the red point.

Load pulls were run at different P,y values to generate a 3D visualization of the
search space. Figure 4.20 shows the search space with the ACPR limit surface and the
optimum constrained PAE surface. Below the blue ACPR surface contains the
acceptable ACPR region. The red PAE surface is the max constrained PAE surface that
intersects the blue ACPR limit surface at the one green point. This green point is the
constrained maximum PAE point. The gradient search should converge to near this green
point and achieve a constrained PAE near the 9.86% PAE that the load pull found as the

optimum.
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Figure 4.20: ACPR = -25 dBc surface (blue) and max constrained PAE = 9.86% surface
(red). Green dot is the point of intersection where the constrained PAE optimum is
located: Maximum constrained PAE: 9.86% at n; =7200, n, = 7700.

Figure 4.21: Example of 3D gradient search Skyworks amplifier. End PAE = 9.04% and
End ACPR =-25.83 dBc at n; =7175, n, = 7925, P;;, = 3.00 dBm with ACPR limit =
-25 dBec.
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Figure 4.21 shows the search choosing the top right of the five starting locations
in the (n4, n,) plane, stepping upward in P;y,and beginning the search very near the
optimum so that few additional measurements were required to finely tune the end point.

Table 4.4 shows a compilation of search results.

Table 4.4: Compilation of 3D Piv Gradient Searches

Search Startn,; Startn, StartP;, Endn; Endn, EndP;, EndPAE End ACPR # Meas

# (dBm) (@Bm) (%) (dBc)
1 6950 7550 0 7184 7866  2.25 9.46 -26.53 28
2 6950 7550 0 7184 7921 2.46 9.70 -25.35 32
3 6950 7550 0 7192 7793 3.01 9.73 -25.55 19
4 6950 7550 0 7195 7737 2.83 9.31 -26.26 32
5 6950 7550 0 7192 7824 2.94 9.78 2522 19
AVG - - - 7189 7828 2.70 9.60 -25.78 26

The searches all converge below the ACPR limit of -26 dBc and achieve PAE
values close to the 9.86% as found by the exhaustive load pull. This indicates the search
consistently performs well.

4.9 Three-Dimensional Gradient Search in Resonant Cavity Number Space with Gate
Voltage as the Third Dimension

Many different parameters can be used as the third dimension for the cavity
position optimization in place of input power. The gate voltage of the DUT was also
used as the z-axis dimension of the search. Instead of Py, the V5 of the amplifier
became the third dimension of the search.

For Py, it is often reasonable to start with the five candidates in the (n4, n,) plane

at the lowest P;y value because this keeps the beginning of the search within the ACPR
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acceptable region. For Vg, however, there is no way to know where the ACPR
acceptable region is located. When there is no a priori knowledge of the search space for
a gradient search, it is typically a good choice to start in the middle of the search space.
So for the V¢ cavity position cube, the search starts with five points in the (n4,n,) plane
at the center Vg value.

Similar to the P;y search, load pulls were run at varying levels of V¢ to create a
visualization of the three-dimensional search space. The results are shown in Figure 4.22

and Figure 4.23.

8500

6600 n

Figure 4.22: ACPR =-23 dBc surfaces (blue) and max constrained PAE = 13.07%
surface (red).
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Figure 4.23: ACPR = -23 dBc surfaces (blue) and max constrained PAE = 13.07%
surface (red).

The output signal is in the ACPR acceptable region for -2.5V < V5 <-1.5V when
the amplifier is at a Class AB bias point. The PAE max constrained surface is located
above that where the amplifier is at a Class A bias, and intersects the ACPR limit at the
green dot in Figure 4.23. Typically, a Class B or Class AB will perform more
nonlinearly and therefore more efficiently than a Class A bias. However, Figure 4.23
shows that the MWT-173 device is pushed into nonlinear operation at large values for
Vis. The likely reason for this behavior is that the input power to the device is held
constant for all the three-dimensional load pull. As Vs is lowered, the PAE drops
significantly. A Class B bias requires a larger input power than a Class A bias to push

the device into compression and reach higher PAE. Figure 4.23 shows that for a Class A
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bias, the input power is sufficient to cause nonlinear behavior, but for the Class AB bias,
the input power is not large enough to cause significant nonlinearity. The ACPR is out of
compliance at a Class B bias because of signal clipping where Vs is below -2.5V. As
Vs increases, the gain of the amplifier increases. This lowers the ACPR so that between
Vs =-2.5V and V5 = -1.5V, the device is in ACPR compliance. It is likely that when
Vs > -1.5V, then the amplifier is pushed more into compression. The resulting
intermodulation terms cause the ACPR to go out of compliance.

The three-dimensional search algorithm was run multiple times to ensure

repeatability. An example search is shown below in Figure 4.24.

T jﬁtar‘t
%
3. L 4End
>
2 1
=
0 -
8000 7400
7500 7000 7200
7000 6600 6800
ny nq

Figure 4.24: Example search converged at n; =7183, n, = 7802, Vs = 3.00 dBm, with
PAE =10.94% and ACPR =-23.11 dBc. ACPR limit =-23 dBc.

A compilation of searches is shown in Table 4.5. Searches 1 through 5 were
performed with starting = -1V, searches 6-10 were taken with starting Vg = -2V, and

searches 11 through 15 were performed with starting V;5 = -3V. All the searches
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achieved fairly good PAE while staying within the ACPR constraint. The maximum
constrained PAE found by the exhaustive load pulls was 13.07%. Only three of the
fifteen searches were able to achieve a constrained PAE above 13%. This indicates that
while the search consistently gets close to the optimum in (nq, n,, Vis), the search
struggles to find the precise optimum. It can be noted that the best PAE values had a
slightly higher end value for n,. Also, starting the search at Vg =-2 V results a smaller
number of measurements and more consistent PAE convergence. This shows that

starting in the middle of the search space works best for the gradient search.

Table 4.5. Compilation of 3D V¢ Gradient Searches

Search  Start Start Start Start Start End End End End End Total
# n, n, Vis PAE ACPR n n, Vis PAE ACPR Meas.
(V) (%)  (dBO) (V) (%) (Bo

1 6950 7550 -1 1.14 -21.11 7186 8277 -1.87 995  -25.05 39
2 6950 7550 -1 1.24 -21.29 7106 7899 -1.73 1036 -23.04 56
3 6950 7550 -1 0.66 -21.52 7074 8090 -1.87 13.09 -23.03 31
4 6950 7550 -1 -0.37  -22.07 7126 7996 -1.84 1342 -23.04 56
5 6950 7550 -1 -026  -21.62 7128 7948 -1.80 1236 -23.04 68

6 6950 7550 -2 -5.83  -29.24 7164 7851 -1.79 11.79 -23.03 28
7 6950 7550 -2 -5.76  -29.29 7157 7878 -1.79 12.25 -23.00 36
8 6950 7550 -2 -5.65  -29.19 7165 7834 -1.78 11.53 -23.03 28
9 6950 7550 -2 -5.71 -29.29 7166 7859 -1.80 1222  -23.03 32
10 6950 7550 -2 -5.68  -29.24 7163 7853 -1.78 11.89 -23.06 20

11 6950 7550 -3 -43.95 -1936 7183 7802 -1.74 1094 -23.11 48
12 6950 7550 -3 -4548  -1894 7086 8041 -1.86 12.85 -23.06 32
13 6950 7550 -3 -4425  -19.09 7110 8045 -1.86 13.57 -23.09 40
14 6950 7550 -3 -45.50  -1894 7160 7869 -1.77 1198 -23.07 56
15 6950 7550 -3 -53.67  -19.08 7191 7732 -1.81 10.30 -23.28 36

4.10 Conclusions on Searches in the Resonant Cavity Position Number Space
In both simulation and measurement, the interval halving and gradient search
optimizations were able to tune quickly to the point of optimum PAE in the resonant

cavity position number space. The gradient search is able to include an ACPR constraint
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as well as include more dimensions to the optimization such as P,y and V¢ to further
improve the performance of the device under test. Searching in the cavity position space
eliminates the need for time-consuming characterizations and can self-correct any drift in
tuner behavior. The gradient search algorithm has been shown to tune the fundamental
elements of the evanescent-mode cavity tuner to enable fast, high-power, tuning

capabilities for a radar system.
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CHAPTER FIVE
Investigation of Wideband Low-Noise Amplifier Linearity in Receiver Interference
Scenarios
This chapter details a study to investigate and model nonlinearities in a

broadband, weakly non-linear low-noise amplifier (LNA). There has been a noticed
discrepancy between simulation and measurement, specifically with respect to
nonlinearities at the third order intermodulation distortion (IMD3) frequencies due to up-
conversion of baseband memory effects [34]. Once these nonlinearities had been
identified, a solution and test plan were developed to give designers a method to better
model an LNA and be able to produce a simulation tool that will more closely match
measurements. The Volterra series has been used for modeling the memory effects of
non-linear systems [35], [36], but this approach simplifies the measurements required to
extract a valid model for the RF passband. The proposed approach is to use the Volterra
Series to be able to accurately model these nonlinearities so that designers can see how to

mitigate the nonlinear effects.

5.1 Introduction
An LNA has baseband memory effects which are up-converted to the RF signal
and introduce asymmetry in the IMD3 terms. When the LNA is weakly nonlinear, these
memory effects can often be modeled accurately by using a third-order Volterra series.
This Volterra model can describe the memory effects and impact on the IMD3 terms with

good accuracy in many cases. Since the LNA is only being operated in a weakly non-
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linear state, the LNA can be sufficiently modeled with a third order series. In a two-tone
test, only these third-order IMD frequencies are in the radio-frequency (RF) operating
bandwidth, as second order terms result only at baseband and at the second harmonic
frequencies. This means that the third-order frequencies are the frequencies which will
cause the bandwidth near the RF signal to expand through distortion. The third-order
Volterra kernels can be measured for a given a bandwidth to model the non-linearity and

create a simulation tool in ADS.

5.2 Simulation of Baseband Memory Effects

The baseband memory effects of an LNA are visible in ADS two-tone
simulations. It has been shown by Remley [37] that asymmetry in the third order
intermodulation distortion terms (IMD3) stems from baseband memory effects that are
up-converted into the RF band. The asymmetry is present because the gain modulation
occurs at the envelope frequency of the two tones instead of the two excitation tones.
These IMD3 terms can be seen in two tone simulations in ADS to be a function of the
tone spacing and the DC bias circuit of the DUT. Simulations in ADS were run to
examine the effects of tone spacing and DC bias circuitry on the IMD3 tones. If the tones
became asymmetrical in magnitude, then the baseband memory effects would be shown
to be present. The ADS schematic used in a Harmonic Balance simulation is shown

below and was based on the ADS design guide example for a two-tone test.
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The inductance and capacitance of the RF chokes and DC blocks were varied in
simulation to see the IMD3 tones responded. Dr. Charles Baylis performed these

simulations, and the results are shown in Figure 5.2 and Figure 5.3 below.

L=1pH, C=1pF: L=10uH, C=10 uF:
. 25 25
20 20
sl
o [ 3 B [ 3
s I-PFEEEI.DMHZ freq=850.0MHz E [WEEE:]_:]MHZ req=850. 0MHz
o Bpegtum zoomed=2329 [Spectrum_zoomgd=-1 371 E: Speqtrum_zoomed=-5/903 Spectrum_zoomep=-9.801
[ N 5
E 0 E o
E 7] md m3 E 57 md ma
& 107 & 104
157 15
ESCIlllaljlllluljllllqulIllcIlllaljllllmllllcljllllcljllIICLIIIIOJ 'znmlllIoljlllIOLIIIIOLIIIlmllIloljlllIcllllqulllloljlllloljllllc
e & o © » &8 & 38 3 3 8 5 5 55 5 2 38 38 8 3
3888888535288 3 888 8E83:2: 8B
freq, MHz freq, MHz
L =100 uH, C = 100 pF: L=1H,C=1F:
. & L 25
20 P 2
40
o i8] m3 K m3
E [freg=350.0MHz . freq=850 0MHz = fr@FSSD.DMHz req=A50.0NHz
o |Spagtum_ zoomed=-5.01( Spectum_zoomgd=-12.03 2 |Spedtrum_zoomed=5.735 Spectrum_zoomeld=5.745
MR N10 ma m3
5 0 md 5 57
G 5 I
] @ g
2 104 m3 .
w -10 o
154 5
-20 LR R N R LR R RR R RN R R R B o s e e L B R R R AR LR
o o o =] o =2} =2} c c c =] =] =] =] =] (=] =] =] =] (=] =] =]
In In In L L o o o o o (9 B P P o P (4] (%3] o o o o
w w w w w = = = = = = w w w w0 w = = = = = =
w W W W W o o o o o o w o W W W oD o o o o o
=l o [=2] w w = [=] — — s L) =l (=] =] w (=] = = — — ra ra
o (=] o L= @ [=] o = @ = @ o = o = o = o = o = o
freq, MHz freq, MHz

Figure 5.2: IMD3 products are higher for higher L, C. The IMD3 terms are asymmetric
in transition range of L and C.

The IMD3 products are clearly seen to be a function of L and C in Figure 5.2 at
the marker 3 and marker 4. They become asymmetric at L = 100uH and C = 100uF.
Further simulation demonstrated that the asymmetry is mostly due to the inductance.

Figure 5.3 shows the dependence of the IMD3 terms on the inductance of the RF chokes.
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Figure 5.3: The inductance of the RF choke appears to be the dominant factor in the
IMD3 products.

In Figure 5.3, the DC block capacitors were held constant and the inductance of
the RF chokes were varied. For low L, the envelope frequency is passed by the inductors
to the DC supply (AC ground). For high L, the envelope frequency is blocked resulting
in higher IMD?3 products.

The tone spacing was also varied in ADS simulation to determine its effect on the
IMD3 tones. The difference frequency of the two tones is a baseband frequency which
will change based upon the tone spacing. The same ADS schematic was used as shown

above in Figure 5.1, and the results are shown below.
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Figure 5.4: IMD?3 products as a function of tone spacing.

In Figure 5.4, the higher inductance value in (a) has symmetry in the upper and

lower IMD3 products. In case (b), there is significant asymmetry in the IMD3 products.

This is a result of the frequency-dependence of the bias network. The upper and lower

IMD3 terms are further apart for larger tone spacing and therefore the asymmetry is more

pronounced.

5.3 Volterra Series

The Volterra Series is a powerful tool which can enable better modeling of

memory effects in a system. The Volterra Series combines ideas from the Taylor Series

and Linear Time Invariant (LTI) systems. The Volterra Series can be seen as a
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generalization of the Taylor Series that provides memory effects [38]. The Taylor Series

for a function y is

oo

y(t) = aua(t)

n=0

= ag + o z(t) + aa?(t) + agz®(t) + - - -

(5.1)

To see the similarity, the Volterra Series for a function is shown as

y(t) = ho(t) + [ x(t — 71 )ha(m)dm

1
+/ ] x(t — m)a(t — m)ha(m, To)dridr
1 /T
+ / f f x(t — T ]'J'{|f - T—z}.]"[f - 73”.";3(71. Ta, ?'3}(!]'11‘!72“?]"3 o+
7Ty T2 /T3 (52)

The functions h, (t,) are Volterra kernels. If the system is passive, hy(t) = 0. An
amplifier is a passive system as there is no output when there is no input. Note that the
functions h,,(t) are n dimensional functions. Volterra kernels are similar to the impulse
response, h(t), of an LTI system. Each kernel represents the contribution to the output of
its order. The h4(t;) is the first order response, h,(t;, t,) is the second order response,
and so on. For our weakly non-linear amplifier, we are assuming a third order system.
This means we only need to characterize our amplifier up to h;(tq, t,, t3) to completely

characterize the device.

5.4 Fourier Transforms of Volterra Kernels
A common technique when dealing with a Volterra series is to take the Fourier
transform of the Volterra kernels to convert the Volterra kernels from the time domain to

the frequency domain [39]. The Fourier transform is described by
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b= [t
to tn

e i2m(utitustottuntn g o oLt (5.3)

The frequency domain representation of the Volterra kernels allows a more intuitive
understanding of the Volterra kernels as H; (v) corresponds to the amplitude at the

frequency u = v.

5.5 Averaged Volterra Kernels
The idea of averaged Volterra kernels must be addressed to understand the
measurement technique proposed later in this work. The idea of an averaged kernel can
be seen in an example of a second order term. The second order terms of a Volterra
model are shown as

f,.'g[f] :hg(.’—].}.f—T;)ﬁ—hg{f—jl t—1 }+/h[f—l) f—j )+h)(|"—j) t—1 ) (54)

The two middle terms can be combined to get an averaged kernel where

h(ty, t2) = %(h(ﬁiz) + N(ta, fl))
(5.5)

The averaged kernel is symmetric and so (5.4) can be rewritten as
ya(t) = ho(t = Ty, t = Th) + 2h(t = Tyt — To) + ho(t — To, t = Th). (5.6
The nth order kernel, h,,(t;, t, ts, ..., t,) Will have n! distinct permutations. Therefore

the nth order averaged kernel, & ,,(t;, t, t3, ..., t,) = %hn(tl, ty, tg, ., ty).

5.6 Volterra Model for a Two Tone Input to a 3" Order Model
For a two tone input to a third order system, Figure 5.5 shows the output spectrum

as described by the Volterra kernels.
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N

Hz(zlﬂﬁ) H3(21;V11V1)
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2vy +vy; vy + 2v;

Figure 5.5: Constructing the output frequency terms for two sinusoids, v;and v,
stimulating a third order system.

For a two tone input, a third order system will have 12 tones on the output. If
these tones are all measured for a range of two tone inputs, the full Volterra kernel can be
extracted to make a model of the system. The size of the Volterra kernels for even a
small range of two tone inputs will quickly grow too large to be manageable and
measureable. However, the above figure shows that in a third order system, there are no
second order terms in the RF passband. The only terms present in the RF passband are
from the H;(vy, vy, —v,) and Hz(v,, vy, —V;) terms in the Volterra kernel. This is
illustrated in Figure 5.6, which shows frequencies near the passband for a two-tone input.

Only odd order terms will be present in the passband of the RF band.
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Figure 5.6: Zoomed in RF passband of Figure 5.5. Only terms present in the passband
beside the two input tones are the third order terms at u = 2v; — v, and u = 2v, — v,.
These averaged Volterra kernels components Hs (vy, vy, —V,) and H; (v, v,, —V;)
occur at the IMD3 frequencies as simulated in ADS shown in Figures 5.2, 5.3, and 5.4.
By measuring the averaged third-order Volterra kernels of a system from a multi-tone
input, the RF passband of the system can be modelled to understand the linearity in the
passband. By ignoring the entire second-order kernel and the third order terms which
will occur outside the passband, the size of the Volterra model will be significantly
reduced. This size reduction will allow for easier model extraction and for faster

simulation of the model.
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5.7 Three-Tone Volterra Model

For an nth order Volterra kernel, H;(v4, V5, ..., —V5), it has been shown that n
number sinusoids must be input to fully measure the Volterra kernel. To extract a
complete model for a third order system, three sinusoids must be swept through all
combinations of frequencies in the model’s bandwidth to extract each contribution of
each Volterra term. For a large characterized model bandwidth, the size of the third order
Volterra kernel will be extremely large, even when only considering the in-band terms.
The process to completely characterize a third order system for a given bandwidth is

shown in the following figure.

\
x(f)
N
______
ViV V3 > f
x(f]
R
V1 V2 V3 g f
Model bw

Figure 5.7: Using three tones to extract the full Volterra model for the bandwidth.
Measurements must be made at each combination of vy, v,, v5.

5.8 Two-Tone Volterra Approximation of Three-Tone Model
Sweeping three tones through every combination of frequencies in a bandwidth

will require a very large number of measurements. Also, most RF measurement
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equipment is capable of producing two tones for standard bench measurements, such as a
third-order intercept test. The ability to approximate a third order system by sweeping
two tones instead of three tones will allow for fewer measurements and a simpler
measurement setup.

A two tone approximation of three tones can be more easily visualized by
approximating two tones with one tone as seen in Figure 5.8.

(a) f,=f, ®) ot

‘ f, f;

Figure 5.8: The approximation of p by H,(f,, f,) gets better as f; approaches f, where
f, = (fitf2)
a 2 .

Figure 5.8 shows a point in two-dimensions, H, (f;, f>), can be approximated by
the average, H,(f;, f;) which falls upon the f; = f, line. The closer the two tones are in
frequency, the better the approximation will be by the one average tone as seen in Figure
5.8(b). If a maximum error limit is set for how far away a point can be from the f; = f,
line, then a two-dimensional channel along that line can be modeled by the one-

dimensional line going through the search space. This idea is illustrated in Figure 5.9.
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fi=1,

fy

Figure 5.9: Channel where approximation of H,(f;, f5) by H,(f,, f2) is valid.

Figure 5.9 shows that the Volterra kernel, H,(f,, f,), is still a second order effect,
but it can be measured by using only the one average tone. The approximation is valid
for a small 2D rectangle around the f; = f, line in the 2D space.

This same principle can be applied to a two-tone approximation of a three-tone
measurement. A third order effect, H;(f, f>, —f3), can be approximated by
H;(fy, far—f3). For a two-tone approximation of three tones, the first two tones, f; and
f2, can be approximated by f,. The second tone will be at f;. Similar to the one-tone
approximation show in Figure 5.9, the two-tone approximation will be valid for a small
rectangular volume around the f; = f, plane in the 3D space. A third order effect due to
a combination of three tones in the passband can be approximated with a combination of

two tones. Figure 5.10 shows an example.
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Figure 5.10: (a) Modeling the third order term, f5,4, by H3(f1, f2, —f3).
(b) Modeling the third order term, f5,.4, by Hs(fy, fu, —f3)-

are in the RF passband, the distance between them is relatively small.

5.9 Proposed Measurement Verification
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The third order effect is seen in both (a) and (b) at the frequency, f5,4. If f; and

f> are close, the error introduced by the approximation will be small. Since f;, f,, and f,

The next step of this research is to verify this proposed method of using two tones
to approximate the third order Volterra kernel on a measurement test bench with an LNA.
The outline of the planned measurement setup is straightforward. The planned setup will

use a Keysight Technologies PNA-X, two comb generators, a splitter, a computer with



MATLAB to automate the measurements, six SMA cables, two bias tees, and a MWT-
173 FET as the device to test. The test will use a center frequency of 1.3GHz and will
characterize a bandwidth of 200KHz as a starting point. The two tones can be swept
through at a spacing of 10KHz. MATLAB can be used to automate the sweeping of the
two tones and the data acquisition for integration into a device model. Figure 5.11 shows

the proposed measurement setup.

non@saann 8

l==:|l==1;l£g:ﬂlﬂ 10 MHz =

Input (Port 1)

Calibration Reference Plane

Figure 5.11: Proposed Measurement Setup for Two-Tone Measurement.

Figure 5.11 shows that PNA-X connected to the device and synced with the signal
generator. The one comb generator will provide the calibration and the other comb

generator will provide the reference phase for the IMD3 terms.
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To calibrate the PNA to measure at the correct reference plane, both the
magnitude and phase must be considered. The magnitude calibration can be done using
the standard SOLT calibration technique. Measuring the phase of a third order term is
just as important as the magnitude for a Volterra characterization. However, for a two
tone input to a system, f; and f,, there is no input at a third order term frequency such as
2f, — f, to allow for a reference phase to be determined at the output at the third order
frequency. The comb generator must be used to generate a constant reference phase at
the frequencies 2f; — f, and 2f, — f; to allow meaningful phase information to be
obtained from the output of the device. This technique has been demonstrated in [40] to
obtain a valid phase calibration.

Once the PNA is calibrated to the device’s output plane, MATLAB can begin
iteratively measuring the magnitude and phase of the output of the device at each
combination of the two tones throughout the bandwidth to be characterized. At each
frequency combination, (f, f3), the value for 3H;(vy, vy, —Vv,) and 3H;(v,,v,, —v;) can
be determined. The results can be formed into a matrix of for all values of
H;(vy, vy, —V,). A Volterra device model can be created from this matrix. The model
would be able to simulate the output of the device in the RF passband by looking up the
best values of H;(v,, V4, —V3) for any third order term, H;(v;, v, —v3). The model
could then be tested by comparing the model’s output predictions for a given input and
the output of the device on the bench for that same given input. Figure 5.11 illustrates

the proposed test setup.
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5.10 Summary of the Volterra Model

The two-tone Volterra characterization of a third order system can be made into a
model which can accurately simulate baseband memory effects. Baseband memory
degrades the linearity of the RF passband of LNAs. Better modeling and simulation can
help improve the design of LNAs to remove the baseband memory effects and achieve
higher linearity. The Volterra series is an excellent tool for modeling memory effects.
The approximation of the third order kernel with two tones greatly reduces the size of the
Volterra model and the number of measurements required to extract the model. The
proposed measurements would verify that the Volterra model was able to successfully

simulate these memory effects and give confidence in using the model for LNA design.
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CHAPTER SIX

Conclusions

This thesis has detailed two areas of innovation for next-generation radar systems.
First, reconfiguration of tunable circuitry for radar transmitter applications was
demonstrated with two different circuit types. Secondly, a method for extraction of a
Volterra model from a two tone measurement has been discussed, which is expected to
allow more accurate simulation of the in-band nonlinearity products of low-noise
amplifiers (LNAs) in weakly nonlinear mode.

For the circuitry optimizations, the strengths and weaknesses of each tuner were
determined through experimentation, and the optimization algorithms were developed to
compliment the strengths and mitigate the weaknesses of each device. A search
algorithm was demonstrated using direct tuning of varactor bias voltages in a varactor
matching network. Despite the multimodality of the contours in the varactor bias-voltage
space, the gradient search was still able to find the constrained PAE/ACPR optimum
operating point. Direct tuning using the cavity position numbers of a high-power
evanescent-mode cavity tuner was also demonstrated. This eliminates the need for a
time-consuming and unreliable characterization before the optimization as well as table
lookups during the optimization, saving time in each measurement. This tuner can
handle the higher RF power levels, while still being quickly reconfigurable.

The method for extracting a third-order Volterra model for a weakly nonlinear

device will help designers improve the linearity of radar receivers. The two-tone
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approximation for the three-tone measurement reduces the complexity of the
measurement setup as well as saving a significant number of measurements to extract a
valid Volterra characterization of the third-order terms. Baseband memory effects, which
are up-converted to the RF bandwidth of the signal, will be more accurately simulated
with this model, and designers can use these simulations to mitigate the effects to the
LNA.

In ongoing and future work, the circuit optimizations will switch from using
ACPR to a spectral mask to measure the spectral compliance of the transmitted signal. A
spectral mask is the metric used by the FCC to determine if a device is in spectral
compliance. Both metrics give similar results for keeping the transmitted signal from
interfering with neighboring channels. A spectral mask determines the maximum power
the device can transmit at any frequency while the ACPR only looks at only specific side
bands defined by the user. These algorithms will also be implemented into a real radar
system to determine how the optimization techniques perform with an actual radar system
on the bench. The Volterra model for third-order systems needs to be verified in
measurement using the steps outlined in this thesis. The extraction of the third-order
Volterra kernel and simulation of a device will need to be compared to measurement
results of a device to determine whether the memory effects are properly modeled by the
Volterra series behavior model.

The optimization techniques for the radar transmitter and the modeling technique
presented for a receiver improve on the current state of radar system design.
Reconfigurable circuitry will allow for the cognitive radar systems to operate efficiently,

and the accurate modeling of memory effects of LNAs ensures higher effectiveness of
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radar receivers. The search algorithms and the new Volterra modeling method can

contribute to the success of future radar systems.
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