
ABSTRACT 

Influence of Hydraulic Fracturing on Overlying Aquifers in the Presence 
of Abandoned and Converted Oil and Gas Wells: Numerical, Spatial, 

Uncertainty, and Geochemical Investigations 

Joshua W. Brownlow, Ph.D. 

Committee Chairman: Joe C. Yelderman, Jr., Ph.D. 

The association between hydrocarbon-rich reservoirs and organic-rich source 

rocks means unconventional oil and gas plays usually occur in mature sedimentary basins 

– where large-scale conventional development has already taken place. Abandoned wells

in proximity to hydraulic fracturing could be affected by increased fluid pressures and 

corresponding newly generated fractures that directly connect (frac hit) to an abandoned 

well or to existing fractures intersecting an abandoned well. If contaminants migrate to a 

pathway hydraulically connected to an abandoned well, upward leakage may occur. This 

study evaluated potential risks associated with hydraulic fracturing near abandoned oil 

and gas wells, with attention to abandoned oil and gas wells converted into water wells. 

Potential risks of hydraulic fracturing on abandoned oil and gas wells were evaluated 

with four investigations: (1) development of a numerical model to assess magnitude of 

upward leakage along a leaky abandoned well in proximity of hydraulic fracturing, 

(2) characterization of abandoned and converted oil and gas wells and probability of their 



 

intersection with stimulated areas surrounding horizontal wells, (3) interrogation of 

model uncertainty and evaluation of data crucial for future investigations, and 

(4) preliminary assessment of an organic geochemical fingerprint to identify potential 

groundwater quality impacts. Collectively, investigations suggest there is potential for 

abandoned oil and gas wells near hydraulic fracturing to represent a risk to groundwater 

quality if certain spatial and hydraulic conditions exist. Overall, the results of this study 

underscore a critical need to evaluate historical oil and gas activities in areas with modern 

unconventional oil and gas activities, and improve historical and future data contained in 

public records.
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CHAPTER ONE
 

Introduction 
 
 

A major concern of unconventional oil and gas development is the potential risk 

to groundwater resources. Researchers have recognized a variety of potential risks to 

groundwater associated with unconventional development (Vengosh et al. 2014). One 

controversial risk is potential contamination of overlying (shallower) aquifers due to 

hydraulic-fracturing operations. Hydraulic fracturing could pose a risk to groundwater if 

hydraulic-fracturing fluids or formation fluids (e.g., oil, gas, brine) migrate upward into 

shallower aquifers. Migration of contaminants may occur through natural geological 

features acting as preferential pathways such as faults or fractures, potentially enhanced 

by pressures associated with the hydraulic-fracturing process, or through anthropogenic 

pathways such as producing or abandoned wells (Vengosh et al. 2014; Reagan et al. 

2015).  

Unforced upward flow of fluids through natural features from low-permeability 

shale targets to an overlying aquifer is considered unlikely, or predicted to occur over 

especially long timescales, due to constraints on basin hydrogeology (Flewelling and 

Sharma 2014). In most cases, upward flow is limited by thick sequences of low-

permeability interburden that separate the shale from overlying aquifers, small vertical 

hydraulic gradients, and high densities of deep fluids (Kreitler 1989; Flewelling and 

Sharma 2014). However, previous studies have documented natural migration of deep 

brines into overlying aquifers (Warner et al. 2012; Llewellyn 2014). Although hydraulic 

fracturing has the potential to interact with natural features, it is diminished by physical 



2 

constraints of the hydraulic-fracturing process. These constraints include limits on 

fracture-aperture growth, fracture and pressure propagation, and the stimulation of 

relatively small volumes of rock compared to overburden thickness (Flewelling et al. 

2013; Flewelling and Sharma 2014). Gassiat et al. (2013) found that the migration of 

fluids through faults can occur over long timescales under certain hydrologic conditions, 

although they questioned whether faults could be continuous permeable features from 

shale to aquifer.  

Compared with natural geological pathways, abandoned wells may facilitate 

upward migration of contaminants over shorter timescales. Abandoned wells are 

particularly numerous and spatially dense in mature sedimentary basins. Abandoned 

wells may represent large, vertically-continuous, and highly-permeable pathways through 

layered, low-permeability strata. Hydraulic characteristics of wells are affected by 

various factors, the most significant of which may be the history of oil and gas activity in 

the sedimentary basin. 

Although hydraulic fracturing has the potential to interact with abandoned oil and 

gas wells, assessing the risk of upward leakage following a frac hit is a complex task due 

to variable field practices, regulatory requirements, materials, and subsurface conditions; 

often unique to each well (Nordbotten et al. 2005). Because these issues have evolved 

over time, the risk of leakage depends on the age and abandonment technique associated 

with a particular well. The risk for potential leakage is highest in mature sedimentary 

basins where historical oil and gas exploration and production have resulted in a high 

spatial density of abandoned wells (Gasda et al. 2004; Nordbotten et al. 2005). Because 

geographic areas of oil and gas activity often overlap, abandoned oil and gas wells can be 
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in close horizontal and vertical proximity to modern hydraulic-fracturing operations. 

Continued hydraulic fracturing in mature basins could result in increased numbers of frac 

hits on abandoned oil and gas wells over time as the spatial density of both horizontal and 

abandoned wells increases. 

This study evaluated potential risks associated with hydraulic fracturing near 

abandoned oil and gas wells, with attention to abandoned oil and gas wells converted into 

water wells. Potential risks of hydraulic fracturing on abandoned oil and gas wells were 

evaluated with four investigations: (1) development of a numerical model to assess 

magnitude of upward leakage along a leaky abandoned well in proximity of hydraulic 

fracturing, (2) characterization of abandoned and converted oil and gas wells and 

probability of their intersection with stimulated areas surrounding horizontal wells, (3) 

interrogation of model uncertainty and evaluation of data crucial for future investigations, 

and (4) preliminary assessment of an organic geochemical fingerprint to identify potential 

groundwater quality impacts. J.W. Brownlow designed, performed the calculations and 

analysis, and wrote each investigation with input and feedback from J.C. Yelderman, Jr. 

and S.C. James. Each study is briefly reviewed below. 

The first investigation used numerical modeling to investigate potential effects of 

hydraulic fracturing on upward flow through a leaky abandoned oil and gas wells 

converted into water wells (converted wells). Converted wells are usually registered with 

regulatory agencies, and can be completed on abandoned oil and gas wells with total 

vertical depths at or near modern shale plays. Conversion of abandoned oil and gas wells 

into water wells creates a situation of concern because converted wells are 

simultaneously screened in both the deep reservoir and the overlying shallower aquifer. 
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The objective of the investigation is to understand the potential for hydraulic-fracturing 

operations to influence upward leakage through a converted well subject to overpressured 

(10.5 MPa/km) conditions. Several factors were considered, such as proximity to 

hydraulic fracturing, flowback and production, and leaky-well abandonment methods. 

The numerical model in this study is based on the Eagle Ford Shale play in south Texas. 

To model realistic scenarios, industry data specific to the play and historical records from 

nearby converted wells were incorporated. 

The second investigation used historical data and spatial modeling to characterize 

potential risk for frac hits on abandoned and converted oil and gas wells. The potential 

for frac hits was characterized by investigating the probability that abandoned or 

converted oil and gas wells intersect an assumed stimulated reservoir size surrounding 

hydraulically fractured horizontal wells. The intersection of an abandoned oil and gas 

well with the assumed stimulated reservoir does not mean that the abandoned well has 

definitely experienced a frac hit, but does indicate the potential. Public and industry data 

for wells were collected, classified, and integrated using a Geographic Information 

System (GIS). Well data were analyzed for spatial location and reservoir information to 

develop spatial distributions in three-dimensions. Sensitivity analyses for the number and 

locations of potential frac hits were conducted by varying the assumed horizontal extent 

of the stimulated reservoir area (SRA) assigned to horizontal wells. A simple statistical 

analysis estimated the potential number and locations of abandoned and converted oil and 

gas wells that intersect the assumed SRA of horizontal wells. The investigation focused 

on the Eagle Ford Shale play in south Texas because it is exemplary of a mature 
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sedimentary basin with data available for both abandoned and converted oil and gas 

wells. 

The third investigation comprised a series of uncertainty analyses conducted on 

the original model of upward flow through an abandoned oil and gas well in the 

stimulated reservoir of hydraulically fractured shale. The model focused on leaky 

abandoned oil and gas wells converted in water wells (converted wells) in the Eagle Ford 

Shale study area, and is described in Brownlow et al. (2016a). The analysis is structured 

as follows: first, a sensitivity analysis of the uncalibrated model is performed. Second, the 

model was calibrated with a limited dataset of observations calculated from 

measurements contained in well records. Finally, predictive uncertainty of the model is 

interrogated using linear and nonlinear analyses. The software used for these analyses is 

part of the publically available PEST suite which is extensively documented (Doherty 

2016). The study provides an exploratory evaluation of major contributing factors to 

model uncertainty in leakage and assessment of data needed towards the development of 

more complex models that evaluate leakage. 

The fourth investigation is described in Appendix E. The investigation details a 

preliminary assessment of organic substances in Eagle Ford Shale crude oil and produced 

water. Organic compositions of crude oil and produced water are a central component in 

forensic investigations of potential oil and gas impacts to water quality. Column 

chromatography was used to separate the total lipid extract (TLE) from crude oil and 

produced water samples into saturate, aromatic and polar fractions. Fractions were 

analyzed using gas chromatography/mass spectrometry (GC/MS). Individual organic 

compounds were identified according to their mass spectral features, and a number of 
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diagnostic biomarker ratios were determined including: maximum carbon chain length 

(Cmax), average chain length (ACL), carbon preference index (CPI), odd-even preference 

(OEP), and pristane/phytane (Pr/Ph). The results of the investigation represent an 

important first step towards developing a geochemical fingerprint that could be used for 

identification, correlation or differentiation of potential groundwater impacts from 

hydraulic fracturing in the Eagle Ford Shale play. 
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CHAPTER TWO
 

Influence of Hydraulic Fracturing on Overlying Aquifers in the Presence of Leaky 
Abandoned Wells 

 
 

This chapter was published as Brownlow, J.W., S.C. James, and J.C. Yelderman, Jr. 
2016. Influence of hydraulic fracturing on overlying aquifers in the presence of leaky 

abandoned wells. Groundwater. dx.doi.org/10.1111/gwat.12431 
 
 

Abstract 

The association between hydrocarbon-rich reservoirs and organic-rich source 

rocks means unconventional oil and gas plays usually occur in mature sedimentary basins 

– where large-scale conventional development has already taken place. Abandoned wells 

in proximity to hydraulic fracturing could be affected by increased fluid pressures and 

corresponding newly generated fractures that directly connect (frac hit) to an abandoned 

well or to existing fractures intersecting an abandoned well. If contaminants migrate to a 

pathway hydraulically connected to an abandoned well, upward leakage may occur. 

Potential effects of hydraulic fracturing on upward flow through a particular type of leaky 

abandoned well – abandoned oil and gas wells converted into water wells were 

investigated using numerical modeling. Several factors that affect flow to leaky wells 

were considered including; proximity of a leaky well to hydraulic fracturing, flowback, 

production, and leaky-well abandonment methods. The numerical model used historical 

records and available industry data for the Eagle Ford Shale play in south Texas. 

Numerical simulations indicate upward contaminant migration could occur through leaky 

converted wells if certain spatial and hydraulic conditions exist. Upward flow through 

leaky converted wells increased with proximity to hydraulic fracturing, but decreased 
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when flowback and production occurred. Volumetric flow rates ranged between 0 and 

0.086 m3/d for hydraulic-fracturing scenarios. Potential groundwater impacts should be 

paired with plausible transport mechanisms, and upward flow through leaky abandoned 

wells could be unrelated to hydraulic fracturing. The results also underscore the need to 

evaluate historical activities. 

 

Introduction 

A major concern of unconventional oil and gas development is the potential risk 

to groundwater resources. Researchers have recognized a variety of potential risks to 

groundwater associated with unconventional development (Vengosh et al. 2014). One 

controversial risk is potential contamination of overlying (shallower) aquifers due to 

hydraulic-fracturing operations. Hydraulic fracturing could pose a risk to groundwater if 

hydraulic-fracturing fluids or formation fluids (e.g., oil, gas, brine) migrate upward into 

shallower aquifers. Migration of contaminants may occur through natural geological 

features acting as preferential pathways such as faults or fractures, potentially enhanced 

by pressures associated with the hydraulic-fracturing process, or through anthropogenic 

pathways such as producing or abandoned wells (Vengosh et al. 2014; Reagan et al. 

2015). Conclusive evidence of impacts directly related to hydraulic fracturing is not 

currently available, but correct interpretations will require pairing impacts with 

physically plausible mechanisms of flow and transport. 

Unforced upward flow of fluids through natural features from low-permeability 

shale targets to an overlying aquifer is considered unlikely, or predicted to occur over 

especially long timescales, due to constraints on basin hydrogeology (Flewelling and 
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Sharma 2014). In most cases, upward flow is limited by thick sequences of low-

permeability interburden that separate the shale from overlying aquifers, small vertical 

hydraulic gradients, and high densities of deep fluids (Kreitler 1989; Flewelling and 

Sharma 2014). However, previous studies have documented natural migration of deep 

brines into overlying aquifers (Warner et al. 2012; Llewellyn 2014). Although hydraulic 

fracturing has the potential to interact with natural features, it is diminished by physical 

constraints of the hydraulic-fracturing process. These constraints include limits on 

fracture-aperture growth, fracture and pressure propagation, and the stimulation of 

relatively small volumes of rock compared to overburden thickness (Flewelling et al. 

2013; Flewelling and Sharma 2014). Gassiat et al. (2013) found that the migration of 

fluids through faults can occur over long timescales under certain hydrologic conditions, 

although they questioned whether faults could be continuous permeable features from 

shale to aquifer. Myers (2012) considered a broad set of conditions with hydraulic 

fracturing occurring near a natural fault, and suggested that hydraulic fracturing could 

result in upward flow and transport of contaminants through a natural fault into overlying 

aquifers in six years or less in the most aggressive scenario. 

Compared to natural geological pathways, leaky wells are more likely to act as 

continuous pathways, potentially facilitating upward migration of fluids over shorter 

timescales. Leaky wells can have a significant effect on groundwater flow and transport 

within a system (Avci 1994) and can function as conduits for rapid vertical contaminant 

transport through otherwise low-permeability strata (Lacombe et al. 1995). Studies 

involving deep geologic storage of CO2 indicate that leaky abandoned wells can facilitate 

upward leakage of contaminants (Nordbotten et al. 2008). However, questions regarding 
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the role of leaky wells in the context of hydraulic fracturing have not been thoroughly 

explored, and relatively little work has been conducted to quantitatively estimate 

potential leakage. Previous hydraulic fracturing models have considered upward flow and 

transport along leaky wells plausible, but did not simulate this effect, and instead focused 

on natural geologic features (Myers 2012; Gassiat et al. 2013; Kissinger et al. 2013). 

Recent modeling by Reagan et al. (2015) considered leaky wells, but focused on upward 

leakage of methane through degraded (low-permeability) cement plugs under hydrostatic 

conditions. 

This study applies numerical modeling to investigate potential effects of hydraulic 

fracturing on upward flow through a particular type of leaky well – abandoned oil and 

gas wells converted into water wells (converted wells). Converted wells are usually 

registered with regulatory agencies, and can be completed on abandoned oil and gas wells 

with total vertical depths at or near modern shale plays. Conversion of abandoned oil and 

gas wells into water wells creates a situation of concern because converted wells are 

simultaneously screened in both the deep reservoir and the overlying shallower aquifer. 

The objective of this study is to understand the potential for hydraulic-fracturing 

operations to influence upward leakage through a converted well subject to overpressured 

(10.5 MPa/km) conditions. The probability of hydraulic fracturing interacting with an 

abandoned well depends on the depth of the horizontal well, growth of hydraulic 

fractures, and depth and location of the abandoned well (Montague and Pinder 2015). 

Several factors were considered, such as proximity to hydraulic fracturing, flowback and 

production, and leaky-well abandonment methods. The numerical model in this study is 

based on the Eagle Ford Shale play in south Texas (Figure 2.1). To model realistic 
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scenarios, industry data specific to the play and historical records from nearby converted 

wells were incorporated. 

 

Figure 2.1. Overlapping geographic areas of two major oil and gas plays in south Texas.  
 

Several potential limitations of this study must be emphasized. First, the system 

was modeled as a single-phase, isothermal fluid, in a fully saturated reservoir although 

these effects were accounted for indirectly using depth-dependent and multiphase 

relationships for hydraulic conductivities. Second, the numerical model does not account 

for media deformation due to hydraulic-fracturing. Finally, hydraulic fracturing is 

represented by a uniform transient change of shale permeability. Consequently, results 

are considered to be conservative (high) with respect to the potential magnitude of flow 

through leaky wells. 
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Problem Background 

Conventional oil and gas plays extract fluid hydrocarbons from reservoirs sourced 

by organic-rich rocks. In contrast, unconventional shale plays extract hydrocarbons 

directly from the organic-rich source rocks. The co-location of reservoirs and source 

rocks means unconventional oil and gas plays usually occur in mature sedimentary basins 

where large-scale conventional development has already taken place. However, there are 

also examples of unconventional development in areas with little or no historical oil and 

gas activity (e.g., northeast Pennsylvania). In Texas, more than 1.1 million oil and gas 

wells have been drilled in sedimentary basins since the first commercial oil well was 

completed in 1866, the majority (>75%) of which have been abandoned (IPAA 2013). 

Development of mature basins resulted in spatially dense numbers of abandoned wells 

that represent potential pathways for upward fluid migration (Gasda et al. 2004). Both 

adjacent conventional reservoirs, and in some cases their associated organic-rich shales, 

have been drilled prior to modern unconventional production. Because geographic areas 

of oil and gas activity often overlap, abandoned wells can be in close proximity to 

modern hydraulic-fracturing operations (see Figure 2.2 for a schematic). The history of 

oil and gas activities in each sedimentary basin is a crucial part of evaluating abandoned 

wells as potential flow pathways. 

Leaky abandoned wells near hydraulic-fracturing operations could be affected by 

the generated fractures and increased fluid pressures. Hydraulically generated fractures 

could directly connect to the abandoned well or propagate into natural fractures 

intersecting an abandoned well. Pressures associated with hydraulic fracturing could 

mobilize gas- or liquid-phase contaminants toward an abandoned well. If contaminant 
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paths are hydraulically connected to an abandoned well, upward leakage may occur 

through the abandoned well. 

 

Figure 2.2. Schematic cross-section (not to scale) of spatial relationships between a horizontal well and 
improperly abandoned wells in unconventional plays: (1) horizontal well intersecting hydraulically 
generated fractures (SRV); (2) abandoned well in the upper reservoir backfilled with drilling mud and 
converted into a water well; (3) abandoned well in shale backfilled with drilling mud and converted into a 
water well; and (4) an abandoned open well in the lower reservoir converted into a water well. 
 

Example: Eagle Ford Shale 

The Eagle Ford Shale is composed of mixed siliciclastic and carbonate units 

deposited during the Late Cretaceous, bound disconformably above by the Austin Chalk 

Group, and disconformably below by the Buda Formation or Woodbine Group (Martin et 

al. 2011). Conventional Eagle Ford Shale wells have been drilled since the 1920s (Stapp 

1977; Martin et al. 2011). Modern unconventional wells were first drilled in late 2008, 

and the play has since expanded to include 52,000 km2 spanning 26 Texas counties (RRC 
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2016a). By 2015, the total number of wells drilled was approximately 11,460 (RRC 

2016a).  

The Eagle Ford Shale is a low-permeability (10−21 to 10−18 m2) reservoir that 

requires a combination of laterally extensive horizontal wells and hydraulic fracturing to 

produce oil and gas economically (Martin et al. 2011). Horizontal wells commonly 

exceed 1,500 m in length. Hydraulic-fracturing treatments are unique to each well: 

mechanical processes, fluid characteristics, and chemical additives are specifically 

engineered for local reservoir characteristics. Typical Eagle Ford Shale hydraulic-

fracturing treatments deliver 11,000 to 19,000 m3 of fluid in 14 to 20 fracture stages 75 to 

130 m long (Martin et al. 2011). Because hydraulic-fracturing treatments are site-specific, 

fractures vary by stage in orientation, aperture, length, and height. Available 

microseismic data show fracture half-lengths typically vary between 100 and 300 m from 

the horizontal well (Bazan et al. 2010; Basu et al. 2012; Suliman et al. 2013). Vertically, 

fractures extend throughout the shale thickness (40 to 120 m) (Fisher 2014). Out-of-

formation fracturing does occur (Suliman et al. 2013), but the mechanical stratigraphies 

of the Eagle Ford Shale (relatively plastic) and adjacent carbonate units (relatively 

competent) constrain vertical growth of hydraulic fractures within the target shale more 

than other shale plays, like the Marcellus and Haynesville (Curry et al. 2010; Fisher and 

Warpinski 2011; Basu et al. 2012; Fisher 2014).  

The Austin Chalk overlies the Eagle Ford Shale and has produced oil and gas 

since the discovery of the Giddings and Pearsall Fields in the 1930s (Haymond 1991). 

Matrix permeability is low (10−17 to 10−15 m2), but the brittle lithology and dense fracture 

network support a long history of oil and gas production (Haymond 1991). Early 
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exploration strategies involved conventional drilling of vertical boreholes. However, the 

majority of these wells were unsuccessful (dry) wells and did not intersect the dense, but 

spatially isolated, fracture network (Scott 1977). Development of a key completion 

strategy during the 1970s – hydraulic fracturing – significantly increased well 

productivity in the play (Haymond 1991). 

Hydraulic fracturing with vertical Austin Chalk wells notably increased the 

probability of intersecting existing fracture networks near the wellbore. These hydraulic-

fracturing treatments were significantly smaller (total injection volume of 800 m3) than 

modern hydraulic-fracturing operations (Martin et al. 2011). Operators recognized that 

production could be further increased by drilling deeper wells that penetrated the 

underlying Eagle Ford Shale or Buda Formation, and hydraulically fracturing longer 

intervals (Scott 1977; Martin et al. 2011). Initial production from the combination of 

these practices was impressive, and by 1991 over 7,000 vertical wells had been drilled 

throughout the Austin Chalk play (EIA 1993). Uneconomical long-term production 

eventually halted major oil and gas activity in the Austin Chalk play (Haymond 1991; 

EIA 1993). 

In the exploration process, unsuccessful wells are abandoned almost immediately, 

while producing wells are abandoned after reservoir depletion. Well abandonment 

practices in Texas, regulated by the Railroad Commission (RRC), require unsuccessful 

wells to be properly abandoned with multiple zones of cement plugs in the wellbore 

(RRC 2000). After abandonment procedures are completed, the abandoned well can be 

converted into a water well. The application to condition an abandoned oil and gas well 

for groundwater production requires registration with the RRC (see RRC Form P-13). 
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Conversion involves scouring and perforation of the well casing in an aquifer zone (RRC 

2015a). Harris (1965) noted that a number of deep oil and gas wells had been converted 

to water wells for livestock and domestic supplies. Discussions with local groundwater 

districts suggest that several hundred to several thousand converted wells may exist 

across the Eagle Ford Shale play. Many Austin Chalk wells were properly abandoned, 

although evidence from field observations and well records indicate variability in 

abandonment practices (RRC 2015a). One well abandonment practice was the backfilling 

of wells with drilling mud prior to conversion. The abandonment of oil and gas wells 

using mud-laden fluid was considered an acceptable practice until at least 1967 in Texas 

(Nicot 2009). This abandonment procedure could have consequences in the modern era 

of hydraulic fracturing (Figure 2.2).  

 

Modeling Approach 

We considered a three-dimensional conceptualization of a layered sedimentary 

model comprised of sixteen layers with five distinct hydrostratigraphic units from the oil 

and gas reservoirs to the overlying aquifer: (1) confined aquifer, (2) interburden, 

(3) upper reservoir (i.e., Austin Chalk), (4) shale (i.e., Eagle Ford Shale), and (5) lower 

reservoir (i.e., Buda Formation) (Figures 2.2 and 2.3). Each hydrostratigraphic unit is 

homogenous and vertically anisotropic. Anisotropic flow is considered because 

horizontal permeability often exceeds vertical permeability by more than two orders of 

magnitude in sedimentary basins (Neuzil 1994). Therefore, fluids injected during 

hydraulic fracturing would exhibit a greater tendency to move laterally than vertically 

(Saiers and Barth 2012). No-flow boundary conditions are imposed at the base of the 
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model and top of the confined aquifer model because upward flow through the lower 

reservoir and infiltration through the confined aquifer are assumed negligible. Constant-

head boundary conditions are applied with a vertical gradient (0.165) along the sides of 

the model. Horizontal gradients across sedimentary basins range from 0.05 to 0.005 

(Magara 1978), and flow across the model is simulated by applying a uniform horizontal 

gradient of 0.02. The model domain is longer (3,000 m) than it is thick (1,830 m) or wide 

(1,500 m) (Figure 2.3). The width and length of the model domain were selected to 

eliminate vertical and lateral boundary effects on the solution in the well regions. The 

lateral grid spacing was a uniform 5 m, and the vertical discretization varied by layer. 

Grid refinement studies were conducted to confirm the horizontal and vertical 

discretization appropriate for the solution. Numerical simulations were conducted using 

the MODFLOW-2005 code (Harbaugh 2005). 

 

Figure 2.3. (a) Diagram of the model domain with a nonpumping multinode well, and (b) model vertical 
discretization. 

 

Depth-dependent relationships were applied to certain properties (temperature, 

pressure, and salinity) to estimate in-situ reservoir pore fluid (density and dynamic 
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viscosity), which are used when calculating hydrogeologic parameters (storativity, 

hydraulic conductivity, and hydraulic head) (Table 2.1). Derivations of model parameters 

are available in Appendix B.1.  

 

 

The horizontal well is represented by a 1,500-m MODFLOW-2005 WELL 

boundary, centered vertically and laterally in the shale. Hydraulic fracturing is 

implemented as an instantaneous and uniform increase in horizontal permeability (7 × 

10−19 to 4 × 10−16 m2) and a decrease in vertical anisotropy (1000 to 10) in the stimulated 

reservoir volume (SRV) surrounding the horizontal well, followed by injection of 11,356 

m3 at formation temperature over 20 hours (a typical injection rate in Eagle Ford 

horizontals, see [Bazan et al. 2010; Martin et al. 2011]). The size of the hydraulically 

fractured network, the SRV, is established using pressure-diffusion equations (Shapiro 

and Dinske, 2009a; 2009b). The calculated SRV encompassed an area of 420,000 m2 and 

height of 60 m (thickness of the shale). Detailed calculations of the extent and 

permeability of the SRV due to hydraulic fracturing are presented in Appendix B.2. 

 

1Hydrostratigraphy
1

1Layer no.
1

1Layer thickness
(m)

Horizontal K †

(m/s)

1 K  anisotropy
(H:V)

1Specific storage
(1/m)

Confined aquifer 1, 2, 3 40, 40, 40 1.0 × 10−5 10   1 × 10−6

Interburden 4, 5, 6, 7, 8 150, 300, 600, 300, 150  8.7 × 10−14 100 1 × 10−5

Upper reservoir 9, 10, 11 40, 40, 40  2.0 × 10−12 100 1 × 10−6

Shale‡ 12, 13, 14 20, 20, 20 1.4 × 10−13 1000 5 × 10−5

Lower reservoir 15, 16 15, 15 2.1 × 10−12 100 1 × 10−6

SRV - - 8.2 × 10−11 10 5 × 10−5

Summary of Input Parameters for the Model
Table 2.1

†Values for interburden and reservoirs reduced to account for effects of partial saturation
‡Unfractured shale
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Saiers and Barth (2012) suggested hydraulic fracturing in stages may influence 

model results, therefore single- and multi-stage injections are tested. In single-stage, a 

single instantaneous permeability increase is followed by injection. The multi-stage 

modeling comprised twenty sequential permeability increases and injections (75 m each) 

along the length of the horizontal well.  Because hydraulic-fracture growth is not 

simulated, increasing permeability in multiple stages is not expected to result in 

significant head differences compared to a single stage of increased permeability. 

Flewelling and Sharma (2014) suggested that flowback and production affect flow 

within a hydraulically fractured shale. Flowback is simulated with a head-controlled flux 

(MODFLOW-2005 DRAIN) boundary at the horizontal well, which activates after 

injection stops. The DRAIN boundary was specified to remove 8% of the injected fluid 

(910 m3) at surface elevation over seven days based on operator flowback data (Boschee 

2014; RRC 2015a). Production of the horizontal well occurs after flowback, and is 

simulated by pumping 16 m3/d (100 bbls/d) for two years followed by 3.2 m3/d (20 

bbls/d) for thirteen years, based on type-production curves for the Eagle Ford Shale 

(Alotaibi et al. 2015).  

The converted well is simulated as a vertical well using the Multi-Node Well 2 

(MODFLOW-2005 MNW2) Package (Konikow et al. 2009). The MNW2 Package was 

selected to simulate the converted well because it is capable of resolving complex 

intraborehole flow in multi-zone wells (Konikow and Hornberger 2006). The radius of 

the converted well is 0.07 m for accurate representation of production well-casings (5 ½” 

diameter). Simulations differed by varying the interval of the well screen, spatial 

proximity of the well to the hydraulic-fracturing injection location, and leaky-well 
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abandonment practices. Modeled scenarios are presented in Table 2.2. If the converted 

well is an abandoned production well, earlier hydraulic fracturing treatments could have 

resulted in a localized increase of permeability at the base of the converted well, or may 

suggest that the converted well is now intersected by a productive zone of fractures. For 

the converted well in this model, these potential effects were not considered. Abandoned 

wells are not considered in well-spacing requirements in Texas, and converted wells are 

considered to be abandoned wells. Lateral distances of 30 and 90 m from horizontal to 

vertical wells were selected as reasonable distances to consider. Two abandonment 

practices were considered: an open converted well and a mud-filled converted well. Open 

converted wells are abandoned oil and gas wells converted into water wells that are not 

plugged, and were studied because cases of open (unplugged) abandoned wells have been 

documented (e.g., RRC 2000). Open converted wells were simulated as nonpumping 

vertical wells, screened in the confined aquifer and a reservoir layer. Mud-filled 

converted wells were selected based on well records (RRC 2015a) and because 

abandonment with mud-laden fluid was historically an acceptable practice. Drilling muds 

used to backfill the simulated converted well have a fluid density of 1,140 kg/m3, 

resulting in larger hydraulic heads at the base of the mud-filled converted well compared 

to the open converted well. Mud-filled converted wells were simulated as pumping wells, 

but drawdown was limited by the increased head at the base of the mud column. For both 

leaky-well scenarios, any barriers (e.g., packer) to flow in the wellbore are assumed to 

have failed. 
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Results and Discussion 

Pre-injection, initial heads were established using the MODFLOW-2005 Link-

AMG solver (Mehl and Hill 2001), and the model iteratively converged to a steady-state 

head distribution with 0% discrepancy. The layered structure of the model and horizontal 

gradient influence head distributions in the domain, consistent with flow regimes 

observed in young sedimentary basins such as the Western Gulf Basin (Magara 1978; 

Kreitler 1989; Harrison and Summa 1991). Flow in the confined aquifer is parallel to the 

direction of bedding. These initial steady-state heads in the interburden and reservoir 

layers have both vertical and horizontal flow components. Vertical fluid velocities 

through the interburden (5 × 10−5 cm/yr) are near the minimum range of simulated values 

for the region (Harrison and Summa 1991). Flows in the reservoirs were primarily 

horizontal, although there are vertical components. The majority of fluid discharged 

through the constant head boundary at the downgradient side of each layer. These initial 

model heads are appropriate for Eagle Ford Shale pressure data (Cander 2012). 

Horizontal and vertical flow between layers are presented in Table B.5. Transient model 

runs used initial conditions generated from this steady-state model. 

Hydraulic fracturing† Description Volume Time
Injection Injection at horizontal well (WELL) in layer 13 (+) 11,356 m3 20 hours
Flowback Injection, followed by flowback (DRAIN) (−) 910 m3 7 days

Production Injection, flowback, followed by production (WELL) (−) 16 m3/d; (−) 3.2 m3/d 2 years; 13 years

Leaky well‡ Perforated Zone Well Screen
Open well Nonpumping well (MNW2) Upper reservoir (Austin Chalk) Layers 3 and 11
Open well Nonpumping well (MNW2) Shale (Eagle Ford Shale) Layers 3 and 13
Mud-filled well Head-limited (2500 m) pumping well (MNW2) Upper reservoir (Austin Chalk) Layer 11
Mud-filled well Head-limited (2510 m) pumping well (MNW2) Shale (Eagle Ford Shale) Layer 13

Explanation of Scenarios
Table 2.2

† Instantaneous change in K h and K v:K h to form SRV occurs prior to injection
‡ Leaky well simulations in shale conducted with and without hydraulic fracturing scenarios
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Injection 

Spatial distributions of heads show the effects of hydraulic fracturing occur 

primarily within the SRV within the model timeframe (Figure 2.4). Head changes 

propagate slowly from the horizontal well and small changes (0.1 m) were observed 

inside the boundary of the SRV and unfractured shale 15 years after injection. Peak heads 

and propagation are influenced by the volume and rate of injection, and lower volumes 

and slower rates of injection decrease peak heads resulting in slower propagation times 

after injection. Although this model excludes nonlinear pressure diffusion associated with 

fluid-rock interactions, analyses that consider such coupling show sharp pressure 

diffusion fronts with little pressure propagation beyond the hydraulically stimulated 

fractures (Shapiro and Dinske 2009a, 2009b). 

Figure 2.5 plots observed heads at different distances from hydraulic fracturing in 

the SRV. Three curves illustrate head differences for each hydraulic fracturing scenario 

(i.e., injection, injection with flowback, and injection with flowback and production). 

Single-stage and multi-stage injection were compared by observing differences in 

modeled head at the horizontal well (Figures 2.5a and 2.5b). Head differences were minor 

between single- and multi-stage injections (< 1%), so single-stage injections were used 

for all subsequent model runs. Similarity between the two approaches is attributed to the 

method used to simulate hydraulic fracturing, low permeability of the shale, and 

relatively short timescale (hours) over which injection occurs. Shales with higher virgin 

permeability, or slower rates of hydraulic fracturing may require a multi-stage model for 

accurate simulation.  
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 Figure 2.4. Spatiotemporal snapshots of simulated hydraulic heads near the horizontal well after seven 
days, one year, and 15 years under three hydraulic fracturing scenarios: (1) injection, (2) injection with 
flowback, and (3) injection with flowback and production. Hypothetical wells at 30 and 90 m from the 
horizontal well are shown for discussion purposes. 

 

Maximum head changes were observed at time ~0 (the end of injection) (Figure 

2.5a), and increased by 1,500 m at the horizontal well. Simulated heads resulting from 

hydraulic fracturing agree with pressures reported by Eagle Ford operators (typically 15 

MPa above virgin reservoir pressure) and with previous studies (e.g., Shapiro and Dinske 

2009a, 2009b). Maximum heads relaxed exponentially upon cessation of injection. 

Fifteen years after injection, simulated heads at the horizontal well were 54 m larger 
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(~2%) than initial heads. Head changes propagated laterally 30 m after 32 days, and 

peaked by 50 m seven years after injection (Figure 2.5c). Head changes propagated 

laterally 90 m after three years, and peaked at 4 m 15 years after injection (Figure 2.5d). 

Head changes observed in adjacent layers are shown in Figure B.3. 

 
Figure 2.5. Simulated head changes (layer 13) for each hydraulic-fracturing scenario (i.e., injection, 
injection with flowback, injection with flowback and production): (a) Δh at the horizontal well when 
simulating single-stage hydraulic fracturing, (b) Δh at the horizontal well when simulating multi-stage 
hydraulic fracturing, (c) Δh at a lateral distance of 30 m from the horizontal well, and (d) Δh at a lateral 
distance of 90 m from the horizontal well. 
 

Injection with Flowback 

The addition of a seven-day flowback period reduced heads at the horizontal well, 

but flowback volumes were small compared to injection volumes and trends in heads 

were similar to injection without flowback. Approximately 910 m3 (8% of the injected 

volume) of fluid were withdrawn during the flowback period at an average rate of 130 

m3/d. Eagle Ford well data (RRC 2015a) show that initial flowback rates (including 

hydrocarbons) vary between 100 and 200 m3/d. At the end of the flowback period, heads 

decreased by 118 m at the horizontal well, compared to the injection-only simulation. 
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Flowback volumes in the Eagle Ford Shale are small (<15%) compared to other plays 

such as 15 to 40% for the Marcellus Shale (Boschee 2014). Larger flowback volumes 

would result in larger reductions in head after injection.  

 

Injection with Flowback and Production 

Simulation of production, after flowback, decreased heads at the horizontal well 

to nominal values after one year, and by an additional 200 m after 15 years (Figure 2.5). 

The effect of decreasing the production rate (16 to 3.2 m3/d) after two years is evident 

(Figure 2.5a). The rate of head propagation from hydraulic fracturing is decreased by 

production (Figures 2.5c and 2.5d). Production reversed the hydraulic gradient, toward 

the horizontal well. Flow toward the well occurs within 30 m at five years, which grows 

to 140 m after 15 years. These observations are consistent with other Eagle Ford reservoir 

simulations. Honarpour et al. (2012) noted pressure changes less than 30 m from 

hydraulic fractures after five years of pumping.  

 

Hydraulic Fracturing and Model Results 

Fractures are quickly generated in the shale to form the SRV during hydraulic 

fracturing. Porosity versus depth relationships indicate that matrix porosity in shale is low 

(1 to 10%) and any flow outside of fractures, even within the SRV, would occur over 

long timescales. The porosity of the proppant pack is higher (~35%) due to the presence 

of sand-sized proppant, and fluids used during hydraulic fracturing would likely remain 

near or within the fractures. In contrast to fluid propagation, head propagation occurs 

over shorter timescales and greater distances, potentially mobilizing in-situ reservoir 
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fluids (e.g., oil, gas, brine). But, changes in permeability are bounded by the horizontal 

and vertical extent of the SRV and potential contaminants would be unlikely to migrate 

rapidly outside of this area.  

Characteristics of hydraulically generated fractures correspond to changing stress 

fields and vary according to the brittleness and plasticity of lithofacies. Plastic shales 

(e.g., Eagle Ford Shale) tend to generate simple, linear fractures compared to more brittle 

shales (e.g., Barnett Shale), which produce highly complex fracture networks 

(Mayerhofer et al. 2010). Hydraulic-fracture permeability can range as high as 8 × 10−11 

m2 (Bazan et al. 2010; Chaudhary et al. 2011) and the enhanced matrix permeability (i.e., 

SRV permeability) varies orders magnitude (2 × 10−19 to 8 × 10−14 m2) depending on the 

geometry of the fracture network (Bazan et al. 2010; Chaudhary et al. 2011; Honarpour et 

al. 2012; Suliman et al. 2013). This model represents the fracture network with a 585-fold 

increase in matrix permeability and decreased anisotropy (Kh:Kv) from 1000 to 10. 

Resulting heads are similar to pressures reported by operators and previous studies (e.g., 

Shapiro and Dinske 2009a, 2009b; RRC 2015a). Heads decreased with distance from the 

horizontal well and the majority of the flow was lateral, rather than vertical, in contrast to 

the results from Myers (2012). Lateral flow could represent a greater risk for upward 

leakage through abandoned wells because the lateral area of influence is larger than the 

vertical. Although the SRV is not completely fractured, a “frac hit” – a direct connection 

of a hydraulic fracture to a nearby well during hydraulic fracturing – could initiate 

upward leakage. Frac hits are not uncommon between two producing horizontal wells, 

and are predicted to increase as infill drilling proceeds (Lawal et al. 2013). Abandoned 

vertical wells that were previously hydraulically fractured may be more prone to frac hits 
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due to the increased density of fractures (either stimulated or natural) near the perforated 

interval. 

 

Leaky Well without Hydraulic Fracturing 

Leaky well simulations without nearby hydraulic fracturing were conducted to 

quantify leakage in unfractured shale and a conventional reservoir. Head differences 

between the reservoirs and the confined aquifer indicated that fluids should flow from the 

reservoirs through the lower screen into the leaky converted well and discharge through 

the upper screen into the confined aquifer and this scenario was modeled. The natural 

vertical hydraulic gradient between reservoirs and the confined aquifer ranged from 0.19 

to 0.17.  

Simulations of leaky wells screened in all reservoirs showed that volumetric flow 

rates (flow) decreased steadily over time, and larger volumes flowed through open 

converted wells than through mud-filled converted wells (Figure 2.6a). Cumulative 

volumes into the leaky well screened in the Austin Chalk ranged from 1.4 to 10 m3 after 

15 years, depending on abandonment scenario. Flow through the leaky well in the Austin 

Chalk averaged 2.4 × 10−3 m3/d for open converted wells, and 3.3 × 10−4 m3/d for mud-

filled converted wells. Cumulative volumes into the leaky well screened in unfractured 

Eagle Ford Shale ranged from 0.08 to 0.8 m3 after 15 years (Figure 2.6a). Flow through 

the leaky well in the Eagle Ford Shale averaged 1.4 × 10−4 m3/d for open converted wells, 

and 1.4 × 10−5 m3/d for mud-filled converted wells. Flow through leaky wells without 

hydraulic fracturing are shown in Figure B.4.  
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Differences in flow are primarily related to reservoir permeability, screen interval, 

and vertical hydraulic gradient. Intrinsic permeability of the Eagle Ford Shale is 14-fold 

lower than the Austin Chalk. Differences in hydraulic head, driven by overpressured 

reservoir conditions, create a vertical hydraulic gradient that drives upward flow through 

the converted well. Overpressured reservoirs are generally associated with low-

permeability sediments, such as shale, while higher-permeability conventional reservoirs 

(i.e., Austin Chalk) are less likely to be overpressured.  

Abandoned producing wells are completed (i.e., cased) and perforated into the 

target reservoir (RRC 2000), providing a direct pathway for upward flow. However, 

abandoned production wells may have been affected by previous hydrocarbon 

production, which decreased reservoir pressure, potentially changing the magnitude and 

direction of the vertical hydraulic gradient. Sustained upward flow along abandoned 

producing wells could exist if the reservoir was originally overpressured and minimal 

production occurred (e.g., uneconomical quantities of hydrocarbons produced). Original 

reservoir pressures are more likely to be preserved in abandoned unsuccessful (dry) wells 

which could provide a pathway for upward flow. However, unsuccessful wells are not 

completed (i.e., cased) and not perforated in the target reservoir.  
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Figure 2.6. The 15-year total volume discharged through a leaky well into the shallow aquifer: (a) without 
hydraulic fracturing for an open or mud-filled leaky well screened in the upper reservoir (Austin Chalk) or 
shale (Eagle Ford Shale), and with hydraulic-fracturing scenarios (i.e., injection, injection with flowback, 
and injection with flowback and production) for (b) open and (c) mud-filled leaky wells at lateral distances 
of 30 and 90 m from the horizontal well. 
 

Leaky Well with Hydraulic Fracturing 

We performed simulations of hydraulic fracturing near leaky wells screened in the 

shale, where the largest head changes and highest density of fractures exist. If hydraulic 

fractures extend into nearby conventional reservoirs, leaky wells could be impacted but 

overall reservoir permeability would change little, and results would be similar to the 
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leaky-well scenarios without hydraulic fracturing. Leaky wells screened in unfractured 

shale (e.g., outside the SRV) would also exhibit flow similar to scenarios without 

hydraulic fracturing because virgin shale permeability limits propagation of heads 

generated during hydraulic fracturing. 

Figure 2.7 shows flow through a leaky well at different distances from hydraulic 

fracturing in the SRV. Three curves illustrate flow differences for each hydraulic-

fracturing scenario (i.e., injection, injection with flowback, and injection with flowback 

and production). Hydraulic fracturing resulted in an initial increase of upward flow 

through all leaky wells by orders of magnitude (more than a factor of 500) compared to 

scenarios without hydraulic fracturing. Flow through the open converted well at 30 m 

steadily decreased from 8.6 × 10−2 to 4.2 × 10−2 m3/d after fifteen years for injection and 

flowback scenarios (Figure 2.7a). Simulated production after flowback reduced flow 

through the open converted well to 2.7 × 10−2 m3/d after 15 years. Cumulative volumes 

through the open converted well at 30 m totaled between 251 and 198 m3 after 15 years 

(Figure 2.6b). Flow through the open converted well at 90 m decreased from 8.6 × 10−2 to 

3.7 × 10−2 m3/d after 15 years for injection and flowback scenarios (Figure 2.7b). The 

addition of production reduced flow through the open converted well at 90 m to 

3.6 × 10−2 m3/d after 15 years. The open converted well at 90 m showed less variation 

between hydraulic-fracturing scenarios than the open converted well at 30 m, and 

cumulative volumes were between 217 and 218 m3 after 15 years (Figure 2.6b). The 

similarity between hydraulic-fracturing scenarios for the 90-m well is due to the longer 

times required for the effects of production to be significant. 
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Simulations of mud-filled converted wells showed increased sensitivity to head 

changes, but overall less flow than open converted wells (Figures 2.7c and 2.7d). Flow 

through the mud-filled converted well at 30 m initially decreased exponentially (up to 

0.5 yr) after the change in shale properties, then increased rapidly due to elevated heads 

from hydraulic fracturing (Figure 2.7c). Flow through the mud-filled converted well at 30 

m ranged between 4.9 × 10−3 to 1.2 × 10−2 m3/d for injection and flowback scenarios. 

Including production showed a significant influence on upward flow through the 30-m 

mud-filled converted well, and leakage essentially ceased after seven years. Cumulative 

volumes through the mud-filled converted well at 30 m were between 11 and 56 m3 after 

15 years (Figure 2.6c). Reagan et al. (2015) found that upward flow due to hydraulic 

fracturing stopped upon production. Flows through the leaky well in this model are 

within the range of upward flows in the shale reservoir reported by Reagan et al. (2015). 

Flow through the mud-filled converted well at 90 m first decreased for 6.5 years, then 

slowly increased during injection and flowback scenarios (Figure 2.7d). Flow through the 

mud-filled converted well at 90 m increased from a minimum of 3.9 × 10−3 m3/d at 6.5 

years, to 4.3 × 10−3 m3/d after 15 years for injection and flowback scenarios. Including 

production steadily decreased flow through the mud-filled converted well at 90 m to 

3.5 × 10−3 m3/d after 15 years. There was little variation between hydraulic-fracturing 

scenarios for the mud-filled converted well at 90 m, and cumulative volumes were 

between 22 and 23 m3 after 15 years (Figure 2.6c).  

Leaky wells in the shale were influenced by hydraulic fracturing if located within 

the SRV. Outside of the SRV, the low-permeability of unfractured shale limited upward 

flow. Because permeability increased uniformly throughout the SRV, volumetric flow 
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rates potentially represent upper limits if a hydraulic fracture does not intersect the leaky 

well.  Leaky abandoned wells that were backfilled with mud transmitted less fluid to the 

overlying aquifer compared to those left open because the larger head at the base of the 

mud-filled well decreased the vertical gradient.  

 

Figure 2.7. Simulated upward flow through a leaky well located within the SRV for each hydraulic-
fracturing scenario (i.e., injection, injection with flowback, and injection with flowback and production): 
open leaky well at lateral distances of (a) 30 m and (b) 90 m from the horizontal well, and a mud-filled 
leaky well at lateral distances of (c) 30 m and (d) 90 m from the horizontal well. 
 

Leaky wells connected to the SRV pose the largest risk because of increased flow 

related to the hydraulic-fracturing process. Although chemical detection of leakage may 

be difficult due to low volumetric flow rates, long-term cumulative volumes are a 

potential concern. Upward flow through leaky wells can also occur naturally, unrelated to 

hydraulic fracturing.  

Flows into leaky wells do not conclusively demonstrate that contaminants from 

the fractured shale reservoir can migrate into the overlying aquifer because hydraulic 

characteristics of the well may limit migration. Contaminants would have to diffuse 
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through or displace the thick column of native borehole fluid. Gas-phase contaminants 

could diffuse through borehole materials in leaky wells at higher rates due to greater 

density differences. Mud-filled converted wells inhibit upward contaminant migration 

from the reservoir because the thick column of mud extends from the reservoir to the 

base of the overlying aquifer. Moreover, displacement of muds into the confined aquifer 

could temporarily plug pore spaces outside the well screen in the confined aquifer, 

decreasing potential flow into the aquifer. If an unsealed leaky well is located close to a 

horizontal well, hydraulic-fracturing pressures (10 to 15 MPa) are large enough to “blow 

out” borehole fluids through the top of the leaky well. Upward flow through a leaky well 

could be enhanced after a blow out if seals were disrupted, or decreased if borehole muds 

clogged pore space in the aquifer.  

 

Conclusions 

Leaky wells near hydraulic fracturing could facilitate upward migration of fluids over 

shorter timescales compared to natural geological pathways. Each sedimentary basin is 

unique, and evaluation of leaky wells as potential pathways for contaminants requires 

critical review of historical oil and gas activities. Certain abandoned wells, such as leaky 

converted wells, represent potential conduits for upward flow to aquifers because they are 

open to both a deep formation and an overlying aquifer. However, upward flow to an 

overlying aquifer due to hydraulic fracturing of shale requires a unique series of 

circumstances. Simulations of hydraulic fracturing and leaky wells revealed the 

following:  
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• Upward flow through leaky wells is influenced by both fluid pressures and 

corresponding generation of fractures from hydraulic fracturing. Frac hits 

represent a plausible mechanism for initiating upward leakage through leaky 

abandoned wells.  

• Leaky abandoned wells located close to horizontal wells can experience large 

upward flows, but flowback and production in the horizontal well reduce or 

completely inhibit upward leakage. Leaky abandoned wells located far from 

horizontal wells exhibit smaller upward flows, but may experience greater 

cumulative leakage if the effects of production do not reach the leaky well. 

• Natural upward flow, unrelated to hydraulic-fracturing operations, could occur 

through leaky wells either inside or outside of the SRV. 

• Several factors are critical in controlling upward flow through leaky wells near 

horizontal wells including: (1) permeability and virgin pressure of the shale, 

(2) production at the horizontal well, and (3) abandonment method for the leaky 

well. 

In summary, this paper examines a newly considered potential mechanism for upward 

flow to shallow aquifers overlying unconventional shale plays. The methods and results 

of this study are applicable to other unconventional shale plays where similar leaky 

abandoned wells exist. 
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CHAPTER THREE
 

Spatial Risk Analysis of Hydraulic Fracturing near Abandoned and Converted Oil and 
Gas Wells 

 
 

This chapter was published as Brownlow, J.W., J.C. Yelderman, Jr., and S.C. James. 
2016. Spatial risk analysis of hydraulic fracturing near abandoned and converted oil and 

gas wells. Groundwater. dx.doi.org/10.1111/gwat.12471 
 
 

Abstract 

Interaction between hydraulically generated fractures and existing wells (frac hits) 

could represent a potential risk to groundwater. In particular, frac hits on abandoned oil 

and gas wells could lead to upward leakage into overlying aquifers, provided migration 

pathways are present along the abandoned well. However, potential risk to groundwater 

is relatively unknown because few studies have investigated the probability of frac hits 

on abandoned wells. In this study, actual numbers of frac hits were not determined. 

Rather, the probability for abandoned wells to intersect hypothetical stimulated reservoir 

sizes of horizontal wells was investigated. Well data were compiled and analyzed for 

location and reservoir information, and sensitivity analyses were conducted by varying 

assumed sizes of stimulated reservoirs. This study used public and industry data for the 

Eagle Ford Shale play in south Texas, with specific attention paid to abandoned oil and 

gas wells converted into water wells (converted wells). In counties with Eagle Ford Shale 

activity, well-data analysis identified 55,720 abandoned wells with a median age of 1983, 

and 2,400 converted wells with a median age of 1954. The most aggressive scenario 

resulted in 823 abandoned wells and 184 converted wells intersecting the largest assumed 

stimulated reservoir size. Analysis showed abandoned wells have the potential to be 
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intersected by multiple stimulated reservoirs, and risks for intersection would increase if 

currently permitted horizontal wells in the Eagle Ford Shale are actually completed. 

Results underscore the need to evaluate historical oil and gas activities in areas with 

modern unconventional oil and gas activities. 

 

Introduction 

Hydraulic fracturing of shale has generated concern regarding risks to 

groundwater. Natural and anthropogenic features have been suggested as potential 

transport pathways from shale to overlying (shallower) aquifers (Vengosh et al. 2014). 

Compared to natural features, anthropogenic features such as abandoned oil and gas wells 

are more likely to act as continuous pathways to overlying aquifers and could facilitate 

upward migration of fluids over shorter timescales (Dusseault and Jackson 2014). 

Numerical models have considered the potential for abandoned wells to act as leakage 

pathways to shallower aquifers (Reagan et al. 2015; Brownlow et al. 2016). However, 

risks of potential groundwater impacts are not well understood because few studies have 

investigated the probability for such an event. 

Hydraulic fracturing could pose a risk to groundwater if hydraulic-fracturing 

fluids or formation fluids (e.g., oil, gas, brine) migrate upward into shallower aquifers. 

One concern over hydraulic fracturing is the potential for a “frac hit” on abandoned oil 

and gas wells (Figure 3.1). Frac hits occur when hydraulically generated fractures 

intersect an existing well or a pathway intersecting an existing well.  Following a frac hit 

on an abandoned well, upward leakage to an overlying aquifer may or may not occur 

depending on the hydraulic characteristics of the abandoned well. Fluid migration to 
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overlying aquifers requires the presence of both a driving force and a pathway along the 

abandoned well (Flewelling and Sharma 2014). Frac hits are not uncommon between two 

producing horizontal wells, and are predicted to increase as infill drilling proceeds 

(Lawal et al. 2013). Increased abundance or density of pre-existing discontinuities (e.g., 

fractures) that intersect abandoned wells could increase the probability of a frac hit, and 

may be natural or the result of previous hydraulic-fracturing treatments. If upward 

leakage along an abandoned well does occur after a frac hit, leakage may be reduced or 

stop over time due to production from the horizontal well (Reagan et al. 2015; Brownlow 

et al. 2016). However, fracture width decreases as a function of fracture length during 

hydraulic fracturing, and can result in poorly producing fractures further away. This 

effect is commonly referred to as fracture decay (Tran et al. 2013) and could diminish the 

potential beneficial effect of production following a frac hit on an abandoned well.  

 

Figure 3.1. Schematic of frac hits on abandoned wells. 
 

Although hydraulic fracturing has the potential to interact with abandoned oil and 

gas wells, assessing the risk of upward leakage following a frac hit is a complex task due 

to variable field practices, regulatory requirements, materials, and subsurface conditions; 

often unique to each well (Nordbotten et al. 2005). Because these issues have evolved 

over time, the risk of leakage depends on the age and abandonment technique associated 

with a particular well. The risk for potential leakage is highest in mature sedimentary 
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basins where historical oil and gas exploration and production have resulted in a high 

spatial density of abandoned wells (Gasda et al. 2004; Nordbotten et al. 2005). For 

example, in mature basins considered for geologic carbon storage, abandoned wells are 

thought to represent the single largest risk for CO2 leakage (Gasda et al. 2004; 

Nordbotten et al. 2004; Nordbotten et al. 2005). Because geographic areas of oil and gas 

activity often overlap, abandoned oil and gas wells can be in close horizontal and vertical 

proximity to modern hydraulic-fracturing operations. Continued hydraulic fracturing in 

mature basins could result in increased numbers of frac hits on abandoned oil and gas 

wells over time as the spatial density of both horizontal and abandoned wells increases. 

The probability of hydraulic fracturing interacting with an abandoned oil and gas 

well depends upon well location as well as the depth of the horizontal well, length of 

hydraulic fractures, depth of the abandoned well, and presence of pre-existing 

discontinuities (e.g., faults) (Montague and Pinder 2015). Thus, practical assessment of 

frac hits on abandoned wells, and potential upward leakage along an abandoned well after 

a frac hit, requires assessment of spatial and hydraulic information for both horizontal 

and abandoned wells. Proper assessment of spatial information requires a high-quality 

database and appropriate measures to quantify spatial distributions and patterns (Gasda et 

al. 2004). Hydraulic information can be unique to each well, and proper assessment 

requires extensive analysis of multiple factors such as the age, materials, and practices 

associated with a particular well (Gasda et al. 2004). Evaluation of spatial and hydraulic 

characteristics for certain abandoned oil and gas wells, such as those converted into water 

wells (converted wells) is cause for increased concern because converted wells can be 
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perforated in both the hydrocarbon reservoir and the overlying aquifer (Brownlow et al. 

2016).  

This study used historical data and spatial modeling to characterize potential risk 

for frac hits on abandoned and converted oil and gas wells. The potential for frac hits was 

characterized by investigating the probability that abandoned or converted oil and gas 

wells intersect an assumed stimulated reservoir size surrounding hydraulically fractured 

horizontal wells. The intersection of an abandoned oil and gas well with the assumed 

stimulated reservoir does not mean that the abandoned well has definitely experienced a 

frac hit, but does indicate the potential. Public and industry data for wells were collected, 

classified, and integrated using a Geographic Information System (GIS). Well data were 

analyzed for spatial location and reservoir information to develop spatial distributions in 

three-dimensions. Sensitivity analyses for the number and locations of potential frac hits 

were conducted by varying the assumed horizontal extent of the stimulated reservoir area 

(SRA) assigned to horizontal wells. A simple statistical analysis estimated the potential 

number and locations of abandoned and converted oil and gas wells that intersect the 

assumed SRA of horizontal wells. The study focused on the unconventional Eagle Ford 

Shale play in south Texas because it is exemplary of a mature sedimentary basin with 

data available for both abandoned and converted oil and gas wells.  

 

Problem Background 

Historical practices are important to consider when evaluating frac hits on 

abandoned oil and gas wells from hydraulic fracturing of shale. Historical oil and gas 

exploration practices may have resulted in abandoned wells completed in shale or 
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reservoirs adjacent to shale, within proximity to modern hydraulically generated fractures 

(Figure 3.2). Historical oil and gas exploration practices may also have resulted in 

abandoned wells completed in zones with natural discontinuities (e.g., fractures), which 

may increase susceptibility to frac hits. Similarly, historical oil and gas well-completion 

practices such as hydraulic fracturing may also result in increased susceptibility to frac 

hits. 

 

Figure 3.2. Abandoned and producing oil and gas wells across 26 Texas Counties with existing and 
permitted Eagle Ford Shale horizontal wells. 
 

Following a frac hit, potential upward leakage along abandoned oil and gas wells 

is governed by the hydraulic characteristics of the abandoned well. Arguably, the most 

important control on hydraulic characteristics of abandoned oil and gas wells are 

plugging operations. Modern regulatory requirements for plugging abandoned oil and gas 
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wells are strict and typically require multiple plugs of recirculated cement (e.g., RRC 

2000). Hydraulic characteristics of wells abandoned prior to modern regulations can vary 

broadly. Prior to current requirements, plugging materials sometimes consisted of brush, 

wood, paper sacks, or any other material that could be pushed into a well (Ide et al. 2006; 

Arthur and Hochheiser 2011). Historically, the most common material used to plug 

abandoned wells in the United States is drilling mud, whose weight and gel strength 

inhibit upward flow of reservoir fluids (Arthur and Hochheiser 2011). Other practices, 

such as conversion of abandoned oil and gas wells into water wells, are cause for 

increased concern regarding potential leakage to overlying aquifers. In the modern era of 

hydraulic fracturing, the abandonment technique can be a critical component when 

evaluating potential for upward leakage to an overlying aquifer potentially associated 

with frac hits. 

 

Example: Eagle Ford Shale Play 

The first modern unconventional Eagle Ford Shale (EFS) well was drilled in 2008 

and the play has since expanded to include 52,000 km2 across 26 Texas counties. 

Stratigraphically, the EFS is bound disconformably above by the Austin Chalk Group, 

and disconformably below by the Buda Formation or Woodbine Group. Economic 

production from the EFS requires a combination of laterally extensive (>1,500 m) 

horizontal wells and (15 to 20) multi-stage hydraulic fracturing runs (Martin et al. 2011). 

By 2015, approximately 11,460 EFS oil and gas wells had been completed (RRC 2016a). 

The potential number of EFS horizontal wells has been estimated from 20,000 to 100,000 

in a fully mature play (Brownlow 2010; Nicot et al. 2011). 
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Since at least the 1920s, conventional wells have been drilled into the EFS and 

adjacent reservoirs (Stapp 1977). The overlying Austin Chalk reservoir is historically a 

prolific oil and gas play and has been drilled since the 1930s. Production from the Austin 

Chalk play has primarily occurred in 19 Texas counties, most of which overlap 

geographically with the modern EFS play (Scott 1977; Stapp 1977). Early exploration 

strategies (1930s to mid-1970s) involved targeting fracture-rich zones with vertical 

boreholes (Scott 1977; Stapp 1977). In the late-1970s, completion of vertical Austin 

Chalk wells with hydraulic fracturing significantly increased productivity, and by 1991 

over 7,000 vertical wells had been drilled into the Austin Chalk (EIA 1993). Historical 

records suggest that vertical Austin Chalk wells were typically drilled to the base of the 

formation, and some were drilled deeper into the underlying EFS and Buda Formation. 

Similarly, advancements in logging-while-drilling systems combined with horizontal 

drilling in the 1980s allowed operators to connect multiple fracture systems with a single 

wellbore, resulting in drainage of larger areas and higher production rates 

(Shelkholeslami et al. 1991). By 1991, more horizontal wells (~5,000) had been drilled in 

the Austin Chalk than the rest of the world combined (Shelkholeslami et al. 1991). 

Economical long-term production has been a challenge for Austin Chalk production, and 

many thousands of wells have been abandoned over the years (Haymond 1991; EIA 

1993). 

 

Regulatory Environment 

Oil and gas activity in Texas is regulated by the Texas Railroad Commission 

(RRC) according to “field” rules. Oil and gas fields consist of single or multiple 
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reservoirs related to the same individual geological condition (EIA 2016). Oil and gas 

fields may be subject to field-specific rules (e.g., well density, well-well spacing) that 

vary depending on reservoir pressure and production characteristics. 

The RRC approves proposed oil and gas wells if they pass an administrative 

review of whether they meet applicable oil and gas field rules. Well-well regulatory 

spacing requirements typically only consider active wells completed in the same oil and 

gas reservoir as the proposed well. Abandoned wells completed in the same reservoir as a 

proposed well, or active wells completed in different reservoirs, are generally not 

considered from a regulatory perspective. These rules were not designed to consider 

potential frac hits on abandoned oil and gas wells or on wells completed in a deep 

hydrocarbon reservoir that have been converted into a water well. Hydraulic fracturing is 

allowed to take place in close areal and vertical proximity to abandoned wells, even with 

similar completion depths or depths greater than the shale reservoir. In addition, leakage 

factors such as age, abandonment technique, or conversion of an abandoned well into a 

water well are not considered. Historical and regulatory well-abandonment practices 

should be considered when evaluating the potential for leakage in the context of modern 

hydraulic-fracturing operations. 

 

Methods 

 

Data Collection 

Available records for existing and permitted wells within the EFS play (26 

counties) were collected from the RRC Digital Map Data and API Well Database (RRC 
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2015b). The 26 counties selected for this study include: Atascosa, Bastrop, Bee, Brazos, 

Burleson, DeWitt, Dimmit, Fayette, Frio, Gonzales, Grimes, Karnes, La Salle, Lavaca, 

Lee, Leon, Live Oak, Madison, Maverick, McMullen, Milam, Robertson, Walker, Webb, 

and Zavala. Digital Map Data include information for over 1.1 million wells across 

Texas, such as surface location, location reliability, and well type (e.g., oil, gas). The API 

Well Database provides additional information such as field (reservoir), depth, and 

plugging date. Data for converted wells were collected from online RRC databases (RRC 

2016b, 2016c), the Texas Water Development Board (TWDB) online well database 

(TWDB 2016), and from local groundwater conservation districts (GCDs). Identification 

of converted wells in the RRC database required review of online records to determine if 

relevant forms (Form P-13: Application to Condition an Abandoned Well for Fresh 

Water Production) were electronically filed. The absence of an electronically filed P-13 

form does not necessarily indicate that a conversion was not performed.  

The following information was compiled from databases for each well depending 

upon availability: API well number, surface coordinates, bottom-hole coordinates, well 

type, field, depth, completion date, and plugging date. Unfortunately, information is often 

sparse and in many cases only surface location is documented (Nicot 2009). Wells with 

missing information were reviewed individually by cross-referencing API well numbers 

in available online records in an attempt to fill in missing information (RRC 2016b, 

2016c). Wells with multiple sources of information were joined into a master record.  
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Data Classification 

The review of individual well records indicated that well-depth data were sparse 

and unreliable. For example, some well depths were recorded significantly shallower than 

the listed depth of the reservoir produced by the well. Field data were more reliable and 

used as a proxy for well depth. Each field refers to a specific reservoir(s), located at the 

completion depth for the well. Reservoirs were determined for each abandoned well 

using field names from the Energy Information Administration oil and gas field master 

list (EIA 2016) and RRC records (RRC 2015b, RRC 2016b, 2016c). Reservoirs for 

converted wells were estimated by history matching with nearby abandoned oil and gas 

wells. When multiple field names existed for a well, multiple reservoirs were listed. 

Six well groups were defined using well-type information: (1) existing EFS wells, 

(2) permitted EFS wells, (3) abandoned wells, (4) deep abandoned wells, (5) converted 

wells, and (6) deep converted wells. The abandoned well group consisted of dry wells, 

plugged oil, gas, and oil/gas wells. Other well types (e.g., shut-in, injection, storage, 

observation) were excluded from the abandoned well group unless records indicated that 

the well was plugged. The deep abandoned well group is a subset of the abandoned well 

group and consisted of abandoned wells with reservoirs listed as Austin Chalk or deeper. 

The converted well group consisted of oil and gas wells converted into water wells. The 

deep converted well group is a subset of the converted well group and consisted of 

converted wells interpreted to penetrate the Austin Chalk or deeper reservoirs. 
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GIS Analysis 

A GIS managed, manipulated, and analyzed all data for each well group. Well 

surface and bottom-hole locations were entered into the GIS as points. Vertical wells are 

assumed straight. Horizontal and directional wells were mapped as lines connecting 

surface and bottom-hole locations. 

 

Stimulated Reservoir Area 

The horizontal extent of the fracture network generated during hydraulic 

fracturing in two-dimensions is defined as the SRA, which is approximated using an 

analytical solution for pore pressure diffusion in a homogenous anisotropic poroelastic 

medium (Shapiro et al. 1997; Yu and Aguilera 2012). The pressure-propagation distance 

is assumed to represent the hypothetical maximum horizontal extent of hydraulically 

generated fractures. In practice, hydraulic fractures rarely exceed and are often shorter 

than calculated pressure-propagation distances (Yu and Aguilera 2012). The analytical 

estimate of the symmetric hydraulic-fracture half-length in the horizontal is (Yu and 

Aguilera 2012): 
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where ΔPtrg [MPa] is the minimum pressure difference required to trigger microseismic 

events, ΔPinj [MPa] is the overall pressure difference induced by fluid injection, ηx [m2/s] 

is the x-component of hydraulic diffusivity, and t [s] is injection time. Both ΔPinj and ηx 

are estimated from hydraulic-fracturing pressures and microseismic data for the EFS 

(Bazan et al. 2010; Basu et al. 2012; Suliman et al. 2013; RRC 2016c). Estimation of 
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ΔPtrg requires detailed geomechanical analyses, but previous studies suggest a range of 

between 3 and 50 kPa (Ferreira et al. 1995; Shapiro et al. 1997). Here, we assume 

ΔPtrg = 0.03 MPa, ΔPinj = 15 MPa, ηx = 1.3 m2/s, and t = 4 h, which yields Lf = 600 m, an 

acceptable value for the upper limit of the horizontal extent of a hydraulic fracture or 

microseismic event based on previous studies (Bazan et al. 2010; Mayerhofer et al. 2010; 

Zimmer 2011; Basu et al. 2012; Yu and Aguilera 2012; Suliman et al. 2013).  

 

Potential Frac-hit Density 

If the reservoir is known, the intersection between a vertical well and a stimulated 

reservoir can be estimated with a two-dimensional approach. This approach was 

implemented in GIS by defining a rectangular area around each horizontal well to 

represent the SRA (Figure 3.3). Sensitivity analyses were conducted by varying Lf from 

30 to 600 m in 30-m increments around horizontal wells. Potentially affected wells are 

defined as the number of abandoned or converted wells that intersect an SRA. Potential 

frac hits are defined as the number of SRAs that intersect abandoned or converted wells. 

Potential frac-hit density was computed using a kernel density estimation method. In this 

method, a circular area defined by a kernel function is placed over each potentially 

affected well resulting in a smooth and continuous density surface. A grid of 1-km2 cells 

is overlain onto the study area and the density in each cell is estimated by summing the 

overlapping density surface from each potentially affected well. With xj being a location 

vector over the study area and x1...xn the location vectors of the n sampling points, the 

density estimation in xj is (Silverman 1986): 
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where K is the kernel function, h is a smoothing parameter commonly referred to as the 

bandwidth, Wi is the weight, and dij = xj – xi is the distance between point xj and the event 

ni. Here, we assume h = 10 km. Abandoned wells could be affected by multiple 

hydraulic-fracturing events, depending on whether the well intersects multiple SRAs, or 

if more than one stage in an SRA interacts with the well. Therefore, each observation is 

weighted (Wi) by the number of SRAs that intersect an abandoned well. This weighting 

approach assumes only one hydraulic-fracturing stage from each SRA can interact with 

an abandoned well. The kernel function was specified as the quartic function (Silverman 

1986): 
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where t = dij /h. The value at each grid point j a distance dij from the event ni is the sum of 

the individual kernel functions, K(xi), of the point belonging to bandwidth h (Produit et 

al. 2010). 
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Figure 3.3. Conceptual model showing (a) potentially affected wells and potential frac hits (intersection) 
and (b) example application of methodology using well data for EFS horizontal wells and deep abandoned 
wells. 
 

Results and Discussion 

 

Eagle Ford Shale Horizontal Wells 

The preceding analysis identified 12,145 existing EFS horizontal wells (Table 

3.1). Completion-year data were available for all EFS horizontals, and ranged from 1978 

to 2015, with a median completion year of 2013. Completion years prior to 2008 (i.e., the 

EFS discovery year) are recompletions of older wells. Nine of the 26 counties account for 

the largest proportion (92%) and greatest spatial density of EFS horizontals: Atascosa, 
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DeWitt, Dimmit, Gonzales, Karnes, La Salle, Live Oak, McMullen, and Webb (Figure 

3.4a). The EFS wellbores are preferentially oriented in a NW-SE direction, the optimal 

direction for lateral propagation of hydraulic fractures due to the regional stress regime of 

the sedimentary basin (Heidbach et al. 2008).  The average surface-expression length of 

EFS wellbores is 1,770 m, but this does not necessarily represent the length of the 

hydraulically fractured interval in the shale.  

There are 6,707 EFS horizontal wells permitted but not yet drilled, and some of 

these may never be drilled. Some of these EFS horizontal wells are located in areas 

without existing EFS activity, such as the northeastern portion of the play (Figure 3.4b). 

The nine counties with significant existing EFS activity account for 86% of permitted 

EFS horizontal wells. The average surface-expression length of permitted EFS horizontal 

wells is 1,900 m. Drilling trends for EFS horizontal wells have been toward increasing 

lateral lengths and hydraulic fracturing stages. County-level well data are available in 

Appendix C.1. 

Well group Well count Reservoir(s)
undetermined

Missing
plug date

Missing
comp.  date

Range Median Range Median
EFS horizontals‡ 12,145     - -        - - -            1978-2015 2013
Abandoned 55,720     28,253            21,754   1908 - 2014 1993 34,205       1902-2014 1983
Deep abandoned 10,081     - 279        1950 - 2014 1994 1,096         1944-2014 1983
Converted 2,400       21 2,392     1983 - 2013 1996 623            1923-2014 1954
Deep converted 1,109       - 1,109     - - 379            1930-2014 1953

‡Existing EFS horizontal wells only. There are 6,707 permitted EFS horizontal wells.

Table 3.1

†Well databases accessed April 1, 2015.

Comp. year

Well Data Summary for Active EFS Area†

Plug year



52 

Abandoned Wells 

Well-data interrogation assigned 55,720 wells to the abandoned well group (Table 

3.1). Within the 26-county area (70,000 km2), well density was ~0.8 abandoned 

wells/km2. The abandoned well group comprised 50.2% dry wells, 49.5% abandoned 

production wells, and 0.3% other. The majority (61%) of abandoned wells listed no 

completion year. Abandoned wells with completion-year data ranged in dates from 1902 

to 2014, with a median completion year of 1983. Abandoned wells are both abundant and 

spatially dense across all counties with EFS activity (Figure 3.4c). About 50% of 

abandoned wells across the study area are located in the nine counties with significant 

existing EFS activity.  

In the context of unconventional activity, the lack of information for abandoned 

wells, especially older abandoned wells, complicates potential leakage assessments. The 

total number of abandoned wells, and deep abandoned wells, is an underestimate. 

Further, this analysis does not consider temporarily abandoned (“shut-in”) oil and gas 

wells. The relatively recent median completion year is biased by missing data for older 

abandoned wells. For example, just seven wells are recorded with completion dates prior 

to 1935. In a survey of oil and gas wells in the Gulf Coast region of Texas, Nicot (2009) 

found few records for wells drilled before the 1930s and noted that hundreds to thousands 

of wells could have been drilled without being recorded, although they are probably 

shallow (< 600 m).  
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Figure 3.4. Maps of (a) existing horizontal wells, (b) permitted horizontal wells, (c) abandoned wells, (d) 
deep abandoned wells, (e) converted wells, and (f) deep converted wells. 

The scarcity of records and information for abandoned oil and gas wells is not 

unique to the Eagle Ford Shale play. For example, the number of abandoned wells in 

Pennsylvania is estimated to range from 300,000 to 500,000 based on oil and gas 
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production data, yet the Pennsylvania Department of Environmental Protection only has 

records for ~12,000 abandoned wells (Kang et al. 2014). The number of abandoned oil 

and gas wells across the United States is uncertain, but estimates range from at least 2.3 

million up to 3.0 million (Brandt et al. 2014; Townsend-Small et al. 2016).  

The hydraulic characteristics of abandoned wells are also difficult to assess due to 

lack of information. Older abandoned wells pose a greater risk for leakage because well 

construction and abandonment materials are subject to degradation and have improved 

over time (Ide et al. 2006). Leakage potential for older wells also varies depending on 

whether the abandoned well was successful. Unsuccessful wells, which do not have 

production casing, can experience borehole closure over time from natural processes that 

reduce or inhibit leakage. However, the majority (>90%) of deep abandoned wells in this 

study are production wells, which are likely to have production casing present. Natural 

borehole closure may be inhibited by the presence of production casing, although 

corrosion of well materials over time can spur the borehole-closure process. 

Abandonment requirements in Texas have increasingly focused on aquifer 

protection, and current rules require multiple zones (plugs) of recirculated cement in the 

wellbore (RRC 2000). The first specific plugging rules in Texas were promulgated in 

1934, which required the producing formation to be plugged with recirculated cement, 

although plugging with mud-laden fluid remained common practice until at least 1967 

(Nicot 2009). Some studies suggest 1967 as the demarcation after which abandoned wells 

were properly plugged (Johnston and Knape 1986; Warner et al. 1996; Warner et al. 

1997). However even after 1967, there is evidence of improperly abandoned wells based 

on missing, incomplete, or inaccurate plugging reports (Warner et al. 1996; Warner et al. 
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1997; Warner 2001). Although 1967 has been suggested as a demarcation regarding 

plugging quality, using plugging dates to interpret hydraulic characteristics in this study 

is difficult because ~39% of abandoned wells have no plugging date and only 0.005% 

with records have a plugging date prior to 1967. 

Converted Wells 

Converted wells exist across all counties with EFS activity (Figure 3.4e). There 

are 2,400 converted wells in counties with EFS activity (Table 3.1). Most (74%) 

converted well records include the completion year, which ranged from 1923 to 2014, 

with a median of 1954. The majority (55%) of converted wells are located in the nine 

counties with the greatest density of EFS horizontal wells. Fewer converted wells exist in 

counties without GCDs, even though there may be more abandoned wells. Webb County, 

which does not have a GCD and has the most abandoned oil and gas wells (7,538), has 62 

converted wells. Comparatively, La Salle County has a GCD and 1,481 abandoned oil 

and gas wells, but the most converted wells (264). The reason for these differences is not 

immediately clear, but may be related to factors like improved record keeping with the 

presence of a GCD or agricultural water demand. 

There are an estimated 1,109 deep converted wells that were originally drilled to 

the Austin Chalk or a deeper reservoir. Deep converted wells show a NE-SW spatial 

trend across the central portion of the EFS play (Figure 3.4f) and 39% are located in 

counties with significant existing EFS activity (Figures 3.4a, 3.4f). 

Converted wells tend to have earlier completion dates compared to abandoned 

wells, most likely an artifact of missing age data and records for abandoned wells. 
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Discussions with GCD staff suggest that the converted wells in this study may represent 

only a small fraction of the actual number of converted wells because the median age 

(1954) of converted wells predates the incorporation of most GCDs. The median age of 

converted wells also predates improved plugging requirements (~1967), and 99% are 

missing plugging data, which suggests that the majority of converted wells may be 

improperly abandoned according to current plugging standards. Harris (1965) noted a 

number of abandoned oil and gas wells had been converted into water wells, with no 

information on plugging practices. Older converted wells abandoned with drilling mud 

may represent increased risk for leakage because the gel strength can decrease over time 

due to dehydration (Johnston and Knape 1986). All converted wells with well-type 

information were abandoned production wells, but the majority (97%) of converted wells 

are missing this information. 

Potential Frac-hits 

After analysis, reservoirs were unable to be determined for 51% of abandoned and 

1% of converted wells. Abandoned and converted wells could be affected by hydraulic 

fracturing if the borehole extends near or through the EFS, but insufficient data preclude 

a comprehensive analysis. Therefore, potential frac-hit results are based on the deep 

abandoned and deep converted well groups. County-level results are available in Table 

C.2. 
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Abandoned Wells 

Potential frac hits on deep abandoned wells occur in almost every county with 

existing EFS activity (Figure 3.5a). The areas with the highest density of potential frac 

hits are the southwest, central, and northeast portions of the play (Figure 3.5a). Figure 3.6 

plots the cumulative number of potentially affected wells and potential frac hits versus 

hydraulic-fracture half-length. The number of potentially affected wells is less than the 

number of potential frac hits, which suggests that abandoned wells are at risk for multiple 

frac hits. Differences between numbers of potential frac hits and affected wells are 

minimal at shorter hydraulic-fracture half lengths (<100 m), but become significant with 

increased hydraulic-fracture half-lengths (Figure 3.6a). At a 30-m hydraulic-fracture half-

length, there are 127 potential frac hits and 112 potentially affected abandoned wells 

(Table 3.2). Thus, if all hydraulic fractures extend to at least 30 m there is a 1.3% 

probability that a deep abandoned well will intersect an SRA, and 1.1% of deep 

abandoned wells could be affected. At a 600-m hydraulic-fracture half-length, there are 

1,527 potential frac hits and 823 potentially affected wells (Table 3.2). If hydraulic 

fractures extend to 600 m, there is a 15.1% probability that a deep abandoned well will 

intersect an SRA, and 8.2% of deep abandoned wells could be affected. Similarly, the 

probability that the SRA of one of the 12,145 EFS horizontal wells will intersect an 

abandoned well increases from 1.0 to 12.6% with the increased hydraulic-fracture half-

length. 
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Including permitted EFS horizontal wells in the analysis reveals additional risk 

regions (Figure 3.5b). Potential frac-hit density increased in the southwestern and central 

portions of the play and additional counties are affected in the northeastern portion of the 

play (Figure 3.5b). Including permitted wells showed that as the hydraulic-fracture half-

length increases from 30 to 600 m, the probability that an abandoned well will intersect 

an SRA increases from 2.0 to 31.5%, and the number of potentially affected wells 

increases from 1.8 to 13.6% (Figure 3.6b, Table 3.2). Thus, the probability that one of the 

18,852 permitted or existing EFS horizontal wells will have its SRA intersect an 

abandoned well increased from 1.1 to 16.8% with the increased hydraulic-fracture half-

length. The potential for frac hits increased at a greater rate with inclusion of permitted 

EFS horizontals (Figure 3.6b) than for existing EFS horizontals only (Figure 3.6a). This 

increased rate of potential frac hits is primarily due to infill drilling. Most drilling 

locations for permitted horizontal wells are located near existing horizontal wells and 

nearby abandoned wells already intersected by existing SRAs are multiply affected by 

these additional SRAs.  

Fracture 
half-length (m)

No. frac hits % group No. wells % group No. frac hits % group No. wells % group
30 127                 1.3% 112         1.1% 23 2.1% 20 1.8%
600 1,527              15.1% 823         8.2% 425 38.3% 184 16.6%
30-P‡ 205                 2.0% 185         1.8% 40 3.6% 33 3.0%

600-P‡ 3,175              31.5% 1,366      13.6% 725 65.4% 238 21.5%

‡Analysis includes both existing and permitted EFS horizontal wells.

†Well databases accessed April 1, 2015.

Deep abandoned well group (n = 10,081)

Table 3.2
Select Data for Well Groups that Intersect EFS Horizontal Well SRAs†

Deep converted well group (n  = 1,109)
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Figure 3.5. Heat map of potential frac-hit (intersection) density where the horizontal extent of the 
hydraulic-fracture half-length is 600 m for (a) abandoned wells and existing horizontal wells, (b) 
abandoned wells and existing/permitted horizontal wells, (c) converted wells and existing horizontal wells, 
(d) converted wells and existing/permitted horizontal wells. Only abandoned and converted wells that 
penetrate the Austin Chalk or deeper reservoirs are included in this analysis. 

The intersection of an abandoned well with the SRA certainly does not mean that 

the abandoned well has experienced a frac hit, but does indicate the potential. Potential 

interaction between hydraulically generated fractures and abandoned wells is governed 

by several factors. The extent of hydraulic fractures is controlled by the stratigraphy and 

in situ stress states of the media. Microseismic data indicate that the horizontal extent of 

hydraulic-fracture half-lengths in the EFS commonly range from 100 to 300 m and 

microseismic events have been documented greater than 600 m (Bazan et al. 2010; Basu 

et al. 2012; Inamdar et al. 2010; Suliman et al. 2013). Microseismic data are typically 

used to characterize hydraulic-fracturing treatments, but do not necessarily indicate the 
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presence of a hydraulic fracture. Microseismic events can also represent reactivation of 

faults or fractures, or ductile rock failure.  

There is potential for frac hits on abandoned oil and gas wells in shale plays 

across the United States. In the United States, hydraulic fracturing of shale primarily 

occurs in nine sedimentary basins (Flewelling and Sharma 2014). Oil and gas activity has 

occurred in most of these sedimentary basins since the 1950s, and many were drilled 

even earlier (late-1800s). Upward leakage along an abandoned oil and gas well following 

a frac hit requires a pathway and a failure of the abandoned well. Data for well barriers 

and failure rates of abandoned oil and gas wells in the United States show significant 

variability (~1.9 to 75%) and are often poorly documented (Davies et al. 2014). 

If upward leakage does occur after a frac hit, it is limited by several factors 

(Flewelling and Sharma 2014). The low permeability of shale (1 to 1,000 nD) essentially 

precludes matrix flow. Low water saturation and high capillary forces in shale also limit 

fluid flow outside of hydraulic fractures, and the majority of hydraulic-fracturing fluids 

remain imbibed in the shale near hydraulic fractures (Engelder 2012; Engelder et al. 

2014). Nonlinear pressure diffusion associated with fluid-rock interactions shows sharp 

pressure-diffusion fronts with little pressure propagation beyond hydraulically stimulated 

fractures (Shapiro and Dinske 2009a, 2009b). Upward leakage may also be reduced or 

even cease over time due to production of the horizontal well (Reagan et al. 2015; 

Brownlow et al. 2016), although these effects may not occur depending on the extent of 

fracture decay. 
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Converted Wells 

Potential frac hits on converted wells occur in almost every county with existing 

EFS activity (Figure 3.5c).  The largest density of potential frac hits is located in the 

southwestern portion of the play (Figure 3.5c). For a 30-m hydraulic-fracture half-length 

there are 23 potential frac hits and 20 potentially affected deep converted wells (Figure 

3.6c, Table 3.2). At a 600-m hydraulic-fracture half-length, there are 425 potential frac 

hits and 184 potentially affected deep converted wells (Figure 3.6c, Table 3.2). Increasing 

the hydraulic-fracture half-length from 30 to 600 m increases the probability that a deep 

converted well will intersect an SRA from 2.1 to 38.3%, and the number of potentially 

affected deep converted wells increases from 1.8 to 16.6%. The probability that one of 

the 12,145 EFS horizontal wells will have an SRA that intersects a converted well varies 

from 0.2 to 3.5% with the hydraulic-fracture half-length. 

Adding permitted EFS horizontal wells to the analysis reveals additional areas of 

risk and potential frac-hit density increased in the southwestern and northeastern portions 

of the play (Figure 3.5d). Increasing the hydraulic-fracture half-length from 30 to 600 m 

increases the probability that a deep converted well will intersect an SRA from 3.6 to 

65.4%, and the number of potentially affected deep converted wells increases from 3.0 to 

21.4% (Figure 3.6d, Table 3.2). Thus, the probability that one of the 18,852 permitted or 

existing EFS horizontal wells will have an SRA that intersects a converted well varies 

from 0.2 to 3.8% depending on hydraulic-fracture half-length. Similar to the cases with 

deep abandoned wells, the potential for frac hits increased at a greater rate with inclusion 

of permitted EFS horizontals (Figure 3.6d) than for existing EFS horizontals (Figure 

3.6c) only. 
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Figure 3.6. Number of potentially affected wells that intersect an SRA and number of potential frac hits 
(intersection) as a function of the horizontal extent of hydraulic-fracture half-length for (a) abandoned wells 
and existing horizontal wells, (b) abandoned wells and existing/permitted horizontal wells, (c) converted 
wells and existing horizontal wells, (d) converted wells and existing/permitted horizontal wells. Only 
abandoned and converted wells that penetrate the Austin Chalk or deeper reservoirs are included in this 
analysis. 

 

Montague and Pinder (2015) found that the average probability of an encounter 

between hydraulic fracturing and abandoned wells in the Marcellus Shale region of New 

York to be about 0.025%. Frac hits documented from 2009 – 2012 in Alberta identified 

20 incidents, resulting in an average probability of 0.4% (Kim 2012). In this study, the 

probability of an actual encounter was not determined, rather the probability that 

hydraulic fracturing would occur near an abandoned or converted well was estimated 

using an SRA method and existing and permitted well locations. If permitted and existing 

horizontal wells are considered, the average probabilities that the SRA of a horizontal 

well will intersect an existing well range from 1.1 to 16.8% for deep abandoned wells and 

0.2 to 3.8% for deep converted wells. The spatial characteristics of these abandoned and 
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converted wells are known, and could be used to prioritize investigations of hydraulic 

characteristics such as field permeability tests (Gasda et al. 2013) or water-quality 

monitoring. Converted wells, if intersected by a horizontal well SRA, could represent 

additional risk to overlying aquifers and additional care may be required when selecting 

drilling locations for horizontal wells near them.  

Conclusions 

Abandoned and converted wells can intersect the SRA of a hydraulically fractured 

horizontal well. Such an intersection does not conclusively demonstrate that a frac hit has 

or will occur, however the potential for a frac hit exists. Similarly, a frac hit on an 

abandoned well does not necessarily imply that leakage to an overlying aquifer will 

occur, but the potential is there, too. Continued drilling and abandonment of oil and gas 

wells increases the likelihood of frac hits. The highest density for potential frac hits is not 

necessarily in areas with the greatest horizontal well density, it primarily depends upon 

the depth of abandoned wells. Each abandoned well is unique, and assessment of leakage 

potential requires critical review of historical oil and gas activities. An investigation of 

abandoned and converted wells near hydraulically fractured horizontal wells in the EFS 

revealed the following:  

• The median completion year for converted wells is 1954, which suggests these

wells have a higher risk for upward leakage than abandoned wells due to poorer

plugging techniques in the past.

• Potential frac hits can occur in any county with Eagle Ford Shale activity.

Depending on hydraulic-fracture half-length, up to 823 abandoned and 184
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converted wells could intersect the stimulated reservoir of existing Eagle Ford 

Shale horizontal wells.  

• Abandoned and converted wells have the potential to be multiply affected by

hydraulic fracturing, and the risk of an encounter increases as permitted horizontal

wells are drilled.

• Current TWDB and RRC records are insufficient to effectively protect

groundwater resources. To mitigate concerns, well data need to be enhanced and

reviewed. With respect to certain converted wells, regulatory well-spacing

requirements should be reconsidered.

In summary, this paper examines the potential for abandoned and converted wells to 

be within frac-hit range (intersect the SRAs) of existing and permitted horizontal wells. 

The methods developed for this study are applicable to other unconventional shale plays 

with abandoned and converted wells. 
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CHAPTER FOUR

Uncertainty Analysis: Influence of Hydraulic Fracturing on Overlying Aquifers in the 
Presence of Leaky Abandoned Wells 

This chapter was submitted as Brownlow, J.W., S.C. James, and J.C. Yelderman, Jr. 
2016. Uncertainty analysis: influence of hydraulic fracturing on overlying aquifers in the 

presence of leaky abandoned wells. 

Abstract 

The usefulness of a model uncertainty analysis can be reduced if the calibration 

dataset does not appropriately inform parameter estimates and model predictions. Model 

simplicity can improve its usefulness in cases where observations are unavailable, but 

further insight may be gleaned by developing a calibration dataset to explore and 

minimize uncertainty. This study applies a series of techniques to investigate uncertainty 

in a simple numerical model of upward flow (leakage) through an abandoned oil and gas 

well converted into a water well in hydraulically fractured shale. Model calibration was 

achieved by developing a limited calibration dataset from well-specific measurements at 

a horizontal well in the Eagle Ford Shale play. Uncertainty in the calibrated model was 

interrogated using sensitivity, linear, and nonlinear analyses available in the PEST suite. 

Sensitivity analysis suggests that flowback after hydraulic fracturing could be crucial in 

reducing leakage. Linear analyses indicate horizontal-well production rates and long-term 

reservoir pressures are valuable measurements to collect when evaluating potential 

leakage. Nonlinear analyses emphasize the range in predictive uncertainty of potential 

leakage. The results underscore the need to evaluate and include additional types of well 

data in public records, such as flowback and co-produced water volumes. Overall, the 
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results of this study illustrate the utility of uncertainty analysis with a limited calibration 

dataset applied to a simple model.  

 

Introduction 

Uncertainty analysis of models is a fundamental step in the modeling process, 

especially if model predictions are to be considered in decision making (Jakeman and 

Letcher 2003; Pappenberger and Beven 2006). Uncertainty in a model prediction is 

related to uncertainty in model input data, model parameter values, and model structure 

(Refsgaard et al. 2006). In complex models, uncertainty analyses can be computationally 

demanding and limited by the availability of a sufficiently large and relevant calibration 

dataset. In contrast to complex models, uncertainty analyses of simple models are 

computationally frugal and can benefit from a relatively smaller calibration dataset. 

Neither a simple nor complex model can guarantee predictive accuracy due to the 

intrinsic heuristic nature of a model (Konikow and Bredehoeft 1992). However, certain 

efforts can be made to explore and minimize predictive uncertainty. 

Improvement of a model is an iterative process, of which simplicity is a 

cornerstone during early model construction. Model complexity is measured by the 

number of model parameters used to define system properties among other aspects (Hill 

2006). Simple models have few parameters defined based on hydrogeologic knowledge 

or hypotheses, and model solutions tend to be dominated by model structure (Hill and 

Tiedeman 2007; Foglia et al. 2013; La Vigna et al. 2016). In addition, models with few 

parameters risk bias during calibration to achieve optimal model-measurement fit, 

although such bias may still achieve a tangible reduction in model predictive uncertainty 
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(Moore and Doherty 2005). The tradeoffs between simplicity and complexity approaches 

in modeling have been the subject of numerous debates and research (e.g., Gómez-

Hernández 2006; Hill 2006; Hunt et al. 2007; Engelhardt et al. 2014; Hill et al. 2016). 

Regardless of the level of model complexity, a useful model can be defined as one that 

(James et al. 2009): 

1. Provides predictions.

2. Reports predictions within quantified uncertainty bounds.

3. Mathematically reduces uncertainty bounds to their minimum.

The additional value from a model gained during quantification and reduction of 

uncertainty bounds is often provided by incorporation of appropriate parameter-

estimation and uncertainty analysis software, and a range of methods and codes have 

been developed for such purposes (Poeter and Hill 1999; Hill and Tiedeman 2007; 

Adams et al. 2014; Doherty 2016; Vrugt 2016). Ultimately, the objective of most 

uncertainty analysis exercises is interrogation and reduction of model predictive 

uncertainty. In concert with this objective, additional value from a model can be gleaned 

such as valuation of different types of data to collect based on their ability to constrain 

predictive uncertainty (Dausman et al. 2010).  

Ideally, observations of system behavior are available to build a calibration 

dataset that can be used to quantify and constrain uncertainty bounds of model 

parameters through the calibration process. Invariably the availability, quantity, and 

quality of observations varies depending upon the model and system considered. In 

models where observations are not available (i.e., an “uncalibrated model”), model 

predictive uncertainty encompasses the probability range of model parameters, and level 
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of uncertainty in model structure (Gallagher and Doherty 2006). Thus, uncertainty in 

uncalibrated models is often difficult to determine because incorrect estimates of 

parameter uncertainty influence estimates of uncertainty in model structure (Refsgaard et 

al. 2006). That is not to say that an uncalibrated model is not useful; it may provide 

reasonable predictions or be used as an interpretive model of system processes (e.g., 

Myers 2012).  

If at least a few observations become available, parameter uncertainty bounds 

may be reduced dependent upon parameter sensitivity to the calibration dataset (Moore 

and Doherty 2005). However, the value of a particular observation in the calibration 

dataset toward reducing parameter uncertainty bounds is somewhat tenuous with respect 

to the level of trustworthiness and associated noise with that observation. Similarly, the 

propensity of an observation to reduce uncertainty in a model prediction coincides with 

the noise and ability of that observation to constrain parameters that affect the prediction. 

Therefore, calibration datasets with fewer observations than model parameters often 

prompt acquisition of additional types and numbers of observations in an effort to further 

constrain uncertainty (Hunt et al. 2006; Sun et al. 2012; Delsman et al. 2016). In the case 

that observations are not available, a limited calibration dataset can be developed using 

indirect measurements to spur the uncertainty analysis component for model 

improvement. 

In this study a series of uncertainty analyses are conducted on a simple model of 

upward flow through an abandoned oil and gas well in the stimulated reservoir of 

hydraulically fractured shale (Figure 4.1a). The model focused on leaky abandoned oil 

and gas wells converted into water wells (converted wells) in the Eagle Ford Shale study 
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area, and is described by Brownlow et al. (2016a). The analysis is structured as follows: 

first, a sensitivity analysis of the uncalibrated model is performed. Second, the model was 

calibrated with a limited dataset of observations calculated from measurements from well 

records. Finally, predictive uncertainty of the model is quantified using linear and 

nonlinear analyses. The software used for these analyses is part of the publically available 

PEST suite, which is extensively documented (Doherty 2016). The study provides an 

exploratory evaluation of major contributing factors to model uncertainty in leakage and 

assessment of data needed for development of more complex models that evaluate 

leakage.  

Figure 4.1. (a) Conceptual model of a leaky well in the SRV of a horizontal well, and (b) model vertical 
discretization used by Brownlow et al. (2016a). 

The Model 

A full description of the model is available (Brownlow et al. 2016a), and a brief 

summary of aspects pertinent to the current analysis is presented. The study area 

encompassed the Eagle Ford Shale play in south Texas. The stratigraphy of the model is 

based on well records for the liquid-producing region of the Eagle Ford Shale play (RRC 

2016a). The conceptual model consists of a three-dimensional layered sedimentary basin 
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comprising sixteen layers with five distinct hydrostratigraphic units from the oil and gas 

reservoirs to the overlying aquifer: (1) confined aquifer, (2) interburden, (3) upper 

reservoir, (4) shale, and (5) lower reservoir (Figure 4.1b). Each hydrostratigraphic unit is 

homogenous and vertically anisotropic. 

The model domain is constructed as a rectangular prism with dimensions 3,000 m 

long by 1,500 m wide by 1,830 m thick. Horizontal discretization was 5 × 5 m2 and the 

vertical discretization varied by layer. Constant-head boundary conditions are applied as 

a gradient along the sides of the model, and no-flow boundary conditions are imposed at 

the base and top of the domain. Flow across the model is simulated by applying a 

uniform horizontal gradient of 0.02. The MODFLOW-2005 (Harbaugh 2005) code was 

used to build the flow model. Steady-state flow conditions are assumed for calibration 

purposes, and were established using the MODFLOW-2005 Link-AMG solver (Mehl and 

Hill 2001). 

Hydraulic fracturing is implemented using a 1,500-m MODFLOW-2005 WELL 

boundary centered vertically and laterally in the shale, and a stimulated reservoir volume 

(SRV) approach. For the SRV approach, injection at the horizontal well coincides with an 

instantaneous and uniform increase in horizontal permeability and decrease in vertical 

anisotropy within a defined volume surrounding the well. The size of the SRV is 

established using pressure-diffusion equations and measurements from typical hydraulic-

fracturing treatments for horizontal wells in the Eagle Ford shale. The calculated SRV 

used in the model comprised an area of 420,000 m2 and height of 60 m (thickness of the 

shale) centered on the horizontal well. After injection ceases, a period of flowback is 

simulated at the horizontal well with a head-controlled flux (MODFLOW-2005 DRAIN) 
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boundary, which removes a specified fluid volume at surface elevation. Following 

flowback, production of the horizontal well is simulated with a period of high-rate 

pumping followed by a period of low-rate pumping. 

The leaky converted well is simulated using the Multi-Node Well 2 

(MODFLOW-2005 MNW2) Package (Konikow et al. 2009) as a vertical well that 

extends from the shale to the overlying confined aquifer. Two types of borehole 

conditions for leaky converted wells were considered: (1) open, and (2) mud-filled. Open 

converted wells were simulated as nonpumping vertical wells, screened in the confined 

aquifer layer and a reservoir layer. Mud-filled converted wells were simulated as 

pumping wells in the shale with drawdown limited by a computed head at the base of the 

mud-filled borehole. 

The original model considered a variety of hydraulic-fracturing and leaky well 

scenarios, such as cases of injection-only and injection with flowback only. Here, only 

one scenario is simulated: injection with flowback and production at the horizontal well 

and a leaky mud-filled converted well offset 30 m from the injection location. It is 

assumed that any barriers (e.g., packer) to flow present in the wellbore have failed when 

the simulation begins. 

Methods 

Parameters 

There are eighteen hydraulic-property model parameters for hydraulic 

conductivity, vertical anisotropy, and storativity. Model parameters with precalibration 
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values and uncertainties are listed in Table 4.1. Hydraulic-property constancy is assumed 

for the five hydrostratigraphic units and SRV. Precalibration values were derived in the 

original model using common analytical solutions from depth-dependent pore-fluid 

relationships and literature values for the study area. References for all precalibration 

parameter values and uncertainty bounds are provided in Appendix D.1.  

There are eight hydraulic fracturing model parameters: (1) injection rate, (2) 

injection time, (3) flowback rate, (4) flowback time, (5) early-stage production rate, (6) 

early-stage production time, (7) late-stage production rate, and (8) late-stage production 

time. Precalibration parameter values were established using literature values, and most 

parameter uncertainty bounds were defined from available well records (RRC 2016c). 

For example, well records indicate the well was hydraulically fractured in twenty stages. 

Typical lengths of time for each stage range from 20 min to 2 hours (Martin et al. 2011), 

and time of injection was allowed to vary from 0.28 to 1.67 d. Time of flowback was 

established by taking the difference between recorded dates of hydraulic fracturing and 

initial production of the well. Flowback rate is dependent on conductivity of DRAIN 

boundaries, and was allowed to vary one order of magnitude from the precalibration 

value. Well records show that production at the horizontal well significantly declined 

after 450 days. Therefore, the time of early-stage production was set to 450 d. The 

average oil production rate over the first 450 days plus a possible range in water 

production (0 to 30%) was used as the early-stage production rate. Similarly, the rate for 

late-stage production is based on the average oil production rate over the remaining 2,200 

days plus a possible range in produced water production (0 to 30%).  
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Twelve hydraulic and six well parameters were deemed adjustable for linear 

analyses. The number of adjustable parameters was decreased from eighteen to four for 

the nonlinear analyses as listed in Table 4.1. 

 

Observations 

A total of six observations, one hard and five soft, were used in the calibration 

dataset (Table 4.2). Soft observations rely on transformation of measurements available 

Parameter Description Adjustable1 Unit Precalibrated
value

hk_aq Aquifer hydraulic conductivity - m/d 8.6 × 10−1

hk_int Interburden hydraulic conductivity - m/d 7.7 × 10−9

hk_ac Austin Chalk hydraulic conductivity S/L m/d 1.7 × 10−7

hk_ef Eagle Ford hydraulic conductivity S/L m/d 1.2 × 10−8

hk_bd Buda hydraulic conductivity S/L m/d 1.8 × 10−7

hk_srv SRV hydraulic conductivity S/L/N m/d 7.1 × 10−6

vani_aq Aquifer anisotropy - - 10
vani_int Interburden anisotropy - - 100
vani_ac Austin Chalk anisotropy S/L - 100
vani_ef Eagle Ford anisotropy S/L - 1000
vani_bd Buda anisotropy S/L - 100
vani_srv SRV anisotropy S/L - 10
ss_aq Aquifer specific storage - 1/m 2.6 × 10−6

ss_int Interburden specific storage - 1/m 1.0 × 10−5

ss_ac Austin Chalk specific storage S/L 1/m 1.2 × 10−6

ss_ef Eagle Ford specific storage S/L 1/m 5.0 × 10−5

ss_bd Buda specific storage S/L 1/m 1.1 × 10−6

ss_srv SRV specific storage S/L/N 1/m 5.0 × 10−5

r_inj Injection rate S/L m3/d 45.43
t_inj Period of injection S/L d 0.833
r_fb Flowback rate S/L m2/d 2.9 × 10−4

t_fb Period of flowback S/L d 7
r_prd1 Early-stage production rate S/L/N m3/d −0.053
t_prd1 Period of early-stage production - d 450
r_prd2 Late-stage production rate S/L/N m3/d −0.0106
t_prd2 Period of late-stage production - d 5049
h_mud Hydraulic head at base of mud column S m 2510

Table 4.1
Description of Parameters used in Uncertainty Analysis

1S/L/N = parameter adjustable during sensitivitiy, linear and nonlinear analyses, respectively
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in most well records. The five soft observations included total volume of flowback, and 

hydraulic head at the horizontal well upon ceasing: (1) injection, (2) flowback, (3) early-

stage production, and (4) late-stage production. Hard observations are those directly 

transferrable from well records to the model. In this case, the total volume injected during 

hydraulic fracturing (~14,000 m3) is used. Appendix D.2 provides a detailed summary of 

measurements from the well records used as input values for generating the calibration 

dataset. The methodology to generate the soft observations from measurements in well 

records is described below.  

The total fluid volume removed during flowback is the sum of water and oil 

removed after injection but prior to production. Hydrocarbon volumes produced prior to 

injection are typically reported in well records, but water volumes are not. Here, the 

sum_fb observation is the volume of oil removed at the horizontal well prior to 

production (300 m3), plus an acceptable volume of water (15% of injected fluid volume, 

see [Boschee 2014]). 

The formation of fracture openings requires pressures following injection to 

exceed the minimum in-situ horizontal stress of the shale. In the absence of tectonic 

stress, the minimum horizontal stress is approximated as (Eaton 1969):  

Observation Value Unit Description
h_inj 3600 m Hydraulic head at horizontal well after injection ceases
h_fb 3430 m Hydraulic head at horizontal well after flowback ceases
h_prd1 2400 m Hydraulic head at horizontal well after early-stage production ceases
h_prd2 525 m Hydraulic head at horizontal well after late-stage production ceases
sum_inj 14000 m3 Total fluid volume injected during hydraulic fracturing
sum_fb 2300 m3 Total fluid volume removed during flowback

Table 4.2
Description of Observations used in Uncertainty Analysis
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hmin v p p( )+
1

P Pνσ σ α α
ν

= −
−

,  (Eq. 4.1) 

where ν is Poisson’s ratio, σv is the overburden stress [m], α is Biot’s constant, and Pp is 

the reservoir fluid pressure [m]. Typical ranges used for Poisson’s ratio in Eagle Ford 

Shale are between 0.25 and 0.27 (Mullen et al. 2010; Manchanda et al. 2012; Roussel et 

al. 2012) and a value of 0.26 was used here. Biot’s constant is assumed to have a value of 

1. Overburden stress is approximated using a pressure gradient of 22.6 MPa/km and a

depth of 2,350 m. Reservoir fluid pressure (2,535 m) was calculated using a pressure 

gradient of 10.5 MPa/km based on well location and pressure gradient maps (Cander 

2012; Burke et al. 2013). Collectively, these values yield an estimated minimum 

horizontal stress of 34.6 MPa. 

Net pressure required to maintain the fracture opening above the minimum 

horizontal stress can be approximated using the analytical solution for a semi-infinite 

fracture (Sneddon 1946): 

net 2
f4(1 )

wEP
hν

=
−

, (Eq. 4.2) 

where w is the maximum width of the hydraulic fracture [m], E is Young’s modulus 

[GPa], and hf is the half-height of the hydraulic fracture [m]. Typical values used for 

Young’s modulus in Eagle Ford Shale are between 10 to 30 GPa (Mullen et al. 2010; 

Manchanda et al. 2012; Roussel et al. 2012). Here, the following values are used: 

w = 0.075 m, E = 10 GPa, ν = 0.26, and hf = 30, which yields Pnet = 0.70 MPa. The 

calculated value is appropriate based on observed and modeled net pressures for Eagle 

Ford Shale hydraulic-fracturing treatments (Manchanda et al. 2012; Roussel et al. 2012). 

The sum of computed in-situ minimum horizontal stress and net pressure represent the 



76 

h_inj observation (3600 m), or hydraulic head in the shale immediately after injection 

ceases.  

Well-potential tests are conducted after flowback and prior to production. The 

measurements recorded during well-potential tests of the horizontal well were used to 

estimate bottomhole pressure. Calculated bottomhole pressure was used for the head 

observation after flowback ceases (h_fb). Total pressure drop across the wellbore is the 

sum of pressure drops due to elevation, friction, and acceleration:  

d d d d
d d d delev fric accl

p p p p
h h h h

     = + +     
     

.   (Eq. 4.3) 

Here, the empirical multiphase flow correlation developed by Poettmann and Carpenter 

(1952) was solved for bottomhole pressure using an iterative procedure and 

measurements made during the well-potential test as inputs.  

 Most horizontal wells in shale plays are subject to rapid declines in initial 

production and reservoir fluid pressure as hydraulic fractures are drained (Lane and 

Chokshi 2014). When bottomhole pressures decline to hydrostatic conditions, fluids 

cease to naturally flow to the surface and maintaining production requires 

implementation of an artificial lift system. The inflection point at the horizontal well 

between high- and low-rate production (t = 450 d) is assumed to represent the transition 

from overpressure to roughly hydrostatic pressure (h_prd1 = 2400 m) 

If possible, bottomhole pressures are maintained above the bubblepoint pressure 

of the reservoir fluid to avoid fluid loss from two-phase flow (Hinchman and Barree 

1985; Economides et al. 1989). Therefore, the bubble point pressure of the reservoir fluid 

represents the head observation (h_prd2) at the end of late-stage production (t = 15 yr). 

Numerous correlations have been developed for estimating the bubblepoint pressure of a 
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reservoir fluid, here we use the generally applicable correlation (Vasquez and Beggs 

1980): 
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, (Eq. 4.4) 

where T is reservoir temperature [°F], Rs is the solution gas-oil ratio [scf/STB], γg is the 

gas specific gravity [-], and γAPI is the oil API gravity [-]. Note the correlation was 

developed using imperial units, and here we use: T = 230°F, Rs = 71, γAPI = 33, and 

γg = 0.65, which yields Pbp = 420 m. Head observations used over the production period 

(h_prd1, h_prd2) in the calibration dataset are consistent with expected pressure declines 

for horizontal wells (Ilk et al. 2012; Portis et al. 2013; Cherian et al. 2015). 

Prediction 

The prediction of interest is the cumulative volume of fluid that flowed from the 

shale into the overlying aquifer through the 30-m leaky mud-filled well over the 15-year 

simulation time, hereafter referred to as leakage.  

Uncertainty Analysis 

Uncertainty analyses comprised three approaches: (1) sensitivity analysis, 

(2) calibration and linear analysis, and (3) nonlinear analysis. Full description of the 

theory behind each approach is available in the PEST documentation (Doherty 2016). For 

brevity, each approach is briefly described below.  
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Sensitivity Analysis 

Sensitivity analysis aims to evaluate changes in model outputs due to changes in 

model inputs. Local sensitivity analysis methods test the effect of varying a single 

parameter on model results (Hou et al. 2015). Here, a local method is applied using the 

model-independent SENSAN program from the PEST suite. SENSAN allows a user to 

automate the local sensitivity analysis process with continuous model runs of different 

prepared parameter sets, recording model outputs from each run. Parameter sets were 

constructed for each model scenario to allow a single parameter to increasingly vary from 

nominal by a factor of 10%. The normalized sensitivity coefficient was used to evaluate 

relative sensitivity of corresponding model output with respect to variation of a particular 

model parameter (Doherty 2016): 

0 0
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| ( ) / |
| ( ) / |

o o oNSC
p p p
−

=
−

 ,   (Eq. 4.5) 

where o and p are model output and parameter values from a particular model run, and o0 

and p0 are model output and parameter nominal values.  

 

Model Calibration and Linear Analysis 

Model calibration and parameter estimation is achieved by minimization of the 

objective function that characterizes model-to-measurement misfit: 

t( ) ( )Φ = − −Xp h Q Xp h ,   (Eq. 4.6) 

where h is a vector of observations in the calibration dataset, p is a vector of model 

parameters, X is a matrix describing the action of the model as it operates on parameters, 

and Q is the weight matrix. Automated model calibration and parameter estimation were 
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carried out using singular value decomposition (Moore and Doherty 2005; Moore and 

Doherty 2006; Doherty et al. 2010).  

Analyses that assume model linearity provide insights into parameter 

contributions to predictive uncertainty, and contributions of observations to reductions in 

predictive uncertainty (James et al. 2009; Dausman et al. 2010). Contributions to 

predictive uncertainty from model parameters and observations were evaluated using the 

GENLINPRED utility in PEST that applies techniques outlined by Moore and Doherty 

(2005). The ability of each parameter to be estimable based on the calibration dataset 

(“identifiability”) was evaluated using the IDENTPAR utility in PEST that applies the 

techniques outlined by Doherty and Hunt (2009). 

Nonlinear Analysis 

Two nonlinear analyses were applied to the calibrated model: (1) calibration-

constrained maximization/minimization, and (2) calibration-constrained null-space 

Monte Carlo (NSMC). Predictive maximization/minimization is employed by 

constraining the objective function to a specified limit that describes the confidence level 

of the prediction. The methodology behind predictive maximization/minimization is 

detailed by Vecchia and Cooley (1987). For this analysis, predictions were maximized 

and minimized according to the computed objective function constraint (Christensen and 

Cooley 1999): 

( )
( )

2
/2

0 min 1
t n m

n m
α −

Φ =Φ + − 
, (Eq. 4.7) 

where Φmin is the value of the objective function calculated during calibration, t is 

Student’s t distribution, α is confidence level, n is number of observations, and m is 
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number of adjustable parameters. Here, α = 0.0005 (99.9% confidence level), n = 6, and 

m = 4.  

Calibration-constrained NSMC provides a mechanism to assess model predictive 

capabilities and distributions under nonlinear model assumptions (viz., James et al. 2009; 

Herckenrath et al. 2011), and the methodology is well-documented (Tonkin et al. 2007; 

Tonkin and Doherty 2009). The advantage behind the NSMC method is the ability to 

generate predictions from a computed series of calibration-constrained parameter sets. 

Calibration-constrained parameters sets were developed by optimization of randomly 

generated parameter sets to a level defined by the previously computed target objective 

function constraint. The optimization process was limited to a maximum of three 

nonlinear iterations. Each calibration-constrained parameter set was subjected to a single 

model run to analyze leakage, and individual model runs were aggregated to construct the 

probability distribution for leakage. 

 

Results and Discussion 

 

Sensitivity Analysis 

Results for the sensitivity analysis are displayed as a sensitivity matrix in Figure 

4.2. Selected parameters are ranked in order of their respective sensitivity to a particular 

observation. Head (h) observations were most sensitive to storativity of the SRV (ss_srv), 

and least sensitive to changes in head (h_mud) at the base of the leaky mud-filled well. 

Variation of horizontal-well parameters showed head observations were most sensitive to 

the rate of flowback (r_fb), and least sensitive to injection rate (r_inj). Simulated heads 
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were more sensitive to variation of late-stage production rates (r_prd2) than early-stage 

production rate (r_prd1).  

Figure 4.2. Sensitivity matrix for the mud-filled leaky well 30 m from the horizontal well. Parameters 
(defined in Table 1) shown are ranked in order of sensitivity to a respective observation. 

Sensitivity rankings of horizontal-well parameters for leakage share similar trends 

to those seen in head observations. For example, of the horizontal-well parameters, 

leakage was most sensitive to r_fb, and more sensitive to r_prd2 than r_prd1. However, 

one difference from sensitivities of head is that leakage is more sensitive to variations in 

hydraulic conductivity in the SRV (hk_srv) and least sensitive to r_inj. Leakage is also 

more sensitive to h_mud than r_inj compared to observations of head. 

The sensitivity of head and leakage to flowback rate is notable because the 

original model did not show a significant effect in reducing head at the horizontal well or 

leakage from the addition of flowback. The lack of an appreciable effect on leakage with 

the addition of flowback in the original model is attributed to the small volume removed 

over the flowback period (~8% of injected fluid). The high sensitivity of head and 

leakage to flowback rates suggests both volume of fluid removed and duration of 

flowback affect potential upward leakage after hydraulic fracturing. Shale plays that 
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remove less volume during flowback have a larger potential to maintain higher heads 

after hydraulic fracturing. For example, up to 40% of injected fluid can be returned over 

the flowback period in the Marcellus Shale play (Boschee 2014). Unfortunately, the 

duration of flowback is not always reported. Accurate times for flowback duration can be 

difficult to determine because fluids may not be continuously removed over the period 

between hydraulic fracturing and first production at the horizontal well. 

Heads and leakage are more sensitive to late-stage production than early-stage 

production simply due to the longer time period over which late-stage production occurs. 

Similarly, the sensitivity of heads and leakage to injection rate is relatively less, due to 

the shorter period of time over which injection occurs. These observations are not 

unexpected given that leakage is represented as the cumulative volume of upward flow 

through the leaky well over the 15-year simulation time. If potential upward leakage 

during or immediately following injection were of interest, leakage would certainly be 

more sensitive to injection volumes and rates. The effects of early-stage production at the 

horizontal well can be beneficial in rapidly reducing or inhibiting potential leakage. 

Maintaining a high production rate over the long term may be equally as important in 

reducing leakage as high early-stage production rates because pressures in the shale tend 

to decline rapidly and plateau over the production period at the horizontal well. 

The sensitivity of head and leakage to hydraulic parameters of the SRV suggest 

that both virgin shale permeability and shale permeability after hydraulic fracturing are 

important factors in potential upward leakage. Although leakage is less sensitive to 

h_mud than other parameters, the potential for long-term upward leakage depends upon 
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pore-fluid properties of the shale and the presence of a vertically upward hydraulic 

gradient along the mud in the borehole. 

 

Linear Analysis 

 

Parameter Contributions to Predictive Uncertainty 

Model calibration to the limited calibration dataset predicted a leakage of 2.7 m3. 

The calibration process resulted in a decrease of predictive uncertainty in leakage. 

Precalibration and postcalibration uncertainty variance were 52.5 and 2.6 (m3)2, 

respectively.  

Figure 4.3 details precalibration and postcalibration contributions to predictive 

uncertainty variance from parameters used in the linear predictive uncertainty analysis. 

Calculation of a particular parameter’s contribution to predictive uncertainty variance 

assumes the value of that parameter is perfectly known. The hk_srv parameter makes up 

the single largest contribution to precalibration uncertainty variance. The calibration 

process showed a decrease of predictive uncertainty variance in hk_srv, but increased 

uncertainty variance for parameters ss_srv, t_fb, r_prd1, and r_prd2.  
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Figure 4.3. Precalibration (grey) and postcalibration (white) parameter contributions to uncertainty of 
cumulative leakage through the mud-filled leaky well 30 m from the horizontal well. 

 

 Parameter uncertainty bounds for the hydraulic conductivity of the SRV are 

significantly wider than those used for other parameters in the analysis, related to the 

large range in possible shale permeability after hydraulic fracturing occurs. The 

sensitivity analysis showed leakage was highly sensitive to hk_srv (Figure 4.2), and it is 

not surprising that the parameter significantly contributes to precalibration uncertainty. 

The decrease in postcalibration uncertainty contribution of hk_srv suggest at least some 

information is available in the calibration dataset to constrain the prediction. Minor 

postcalibration rises in uncertainty variance of ss_srv, r_fb, t_fb, r_prd1, and r_prd2 are 

the result of correlation with other parameters during the calibration process that yielded 

improved reductions in predictive uncertainty. Increases in postcalibration parameter 

contributions to predictive uncertainty relative to their respective precalibration levels is 

not uncommon (Gallagher and Doherty 2007; James et al. 2009). 
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Observation Contributions to Predictive Uncertainty 

Figure 4.4 details the effects of different observations on predictive uncertainty. 

The increase in predictive uncertainty variance of leakage due to removing a particular 

observation from the calibration dataset is shown in Figure 4.4a. The level of predictive 

uncertainty variance represents the exclusivity of information that resides in each 

observation for reducing uncertainty of leakage. Observations h_inj, h_fb, sum_inj, and 

sum_fb have a level of information that is not repeated in other observations that make up 

the calibration dataset. In contrast, some information from observations h_2y and h_15y 

is redundant with other observations. 

Although a limited calibration dataset is applied to this model, the information 

content of each observation is fairly compartmentalized. However, the premise of the 

generated observations was to provide a set of observations relevant to each major phase 

(i.e., injection, flowback, production) at the horizontal well. Because few observations 

are used, the low exclusivity content of observations h_2y and h_15y is explained by 

these observations containing information about heads in the reservoir over the 

production period at the horizontal well.  
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Figure 4.4. (a) increase in postcalibration predictive uncertainty variance with omission of each observation 
for the mud-filled leaky well 30 m from the horizontal well. (b) decrease in postcalibration predictive 
uncertainty variance with inclusion of each observation for the mud-filled leaky well 30 m from the 
horizontal well. 

 

Figure 4.4b shows the decrease in precalibration predictive uncertainty variance if 

a particular observation is used as the sole member of the calibration dataset. Resulting 

decreases in precalibration predictive uncertainty variance are an indicator of the 

information content of each observation in reducing uncertainty in leakage. Head 

observations at the horizontal well over the production period, h_2y and h_15y, have the 

highest information content toward reducing predictive uncertainty. 

The higher information content of observation h_15y shows that although 

information between observations in the calibration dataset is somewhat exclusive 

(Figure 4.4a), head observations at the horizontal well over longer time periods are most 
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valuable in reducing predictive uncertainty of leakage (Figure 4.4b). Clearly, accurate 

measurements of production rates and pressures within the shale are crucial to properly 

assess potential long-term effects of hydraulic fracturing on upward leakage along 

abandoned wells. If predictions of leakage over shorter time periods are of interest, 

accurate measurements of injection and flowback rates and volumes would likely become 

more valuable in reducing predictive uncertainty. For example, abandoned and converted 

oil and gas wells can be in close proximity to horizontal wells (Brownlow et al. 2016b), 

and leakage could occur during or immediately following hydraulic fracturing if a 

hydraulic fracture intersects a pathway to an abandoned oil and gas well.  

 

Parameter Identifiability and Uncertainty Reduction 

 The capability of the model to constrain parameters was computed on the basis of 

truncation of six singular values (Figure 4.5). Three parameters are highly (~1.0) 

identifiable: ss_srv, r_prd1, and r_prd2. Five parameters, hk_srv, r_inj, t_inj, r_fb, and 

t_fb are moderately identifiable. The remaining ten parameters have little to no 

identifiability. Parameters with little identifiability are associated with a lack of relevant 

information in the calibration dataset to constrain that parameter. If leakage is sensitive to 

a parameter that lacks identifiability, the calibration process will not achieve a reduction 

in uncertainty of leakage with the existing calibration dataset.  
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Figure 4.5. Identifiability, or estimability, of parameters used in the analysis of the mud-filled leaky well at 
30 m from horizontal well. Parameter identifiability is shown as a stacked bar representing the sum of 
contribution from each singular value. 

 

 The high identifiability of parameter ss_srv is mostly related to the inclusion of 

injection volume (sum_inj) and head after injection (h_inj) observations in the calibration 

dataset. Although parameter ss_srv does not greatly contribute to predictive uncertainty 

(Figure 4.3), leakage is sensitive it (Figure 4.2). Therefore, there is at least some benefit 

to including injection-related data in the analysis. Unfortunately, leakage is more 

sensitive to parameter hk_srv than ss_srv (Figure 4.2), and hk_srv has only moderate 

identifiability (~0.7). Further constraints on parameter hk_srv could be imposed if 

additional information relevant to the parameter were added to the calibration dataset, but 

current observations do not carry sufficient data for an accurate estimation of hk_srv. In 

contrast to hk_srv, parameters r_prd1 and r_prd2 are highly identifiable due to the 
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inclusion of head observations over the production period in the calibration dataset. 

Because leakage is sensitive to early and late-stage production rates at the horizontal 

well, the model can impose reliable constraints on parameters r_prd1 and r_prd2.  

 Figure 4.6 depicts relative parameter uncertainty variance reduction for each 

parameter. Trends in relative parameter uncertainty variance are similar to those 

expressed by the parameter identifiability plot (Figure 4.5). There is little to no reduction 

in parameter uncertainty variance for ten parameters due to a lack of relevant available 

information in the calibration dataset. However, parameters without visible reductions in 

parameter uncertainty variance also tend to contribute little to predictive uncertainty in 

leakage (Figure 4.3). The r_prd2 parameter is highly identifiable (~1.0), but has a 

comparatively lower level (~0.8) of parameter uncertainty variance reduction. Larger 

reductions in parameter uncertainty variance for r_prd2 might be achieved with 

additional long-term pressure measurements in the calibration dataset.  

 

Figure 4.6. Relative uncertainty variance reduction from precalibration level for each parameter used in the 
analysis of the mud-filled leaky well 30 m from the horizontal well. 
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Nonlinear Analysis 

 

Calibration-constrained Minimization and Maximization 

Nonlinear analyses used four adjustable parameters: hk_srv, ss_srv, r_prd1, and 

r_prd2. Nonlinear analysis of the model using the limited calibration dataset resulted in a 

minimized leakage of 0.08 m3, and maximized leakage of 2.85 m3. The minimized 

leakage prediction is close to two standard deviations less than that of the calibrated 

model. The maximized leakage prediction is only slightly larger than the reported 2.7 m3 

value in the calibrated model. Typically, it is expected that minimized and maximized 

values would approach three standard deviations of predictive uncertainty. The 

minimized leakage approaches zero because three standard deviations would result in 

negative leakage. The maximized leakage is expected to approach a value close to 7.5 m3, 

based on an uncertainty standard deviation of 1.6 m3. The minor increase in the 

maximized leakage relative to the leakage value in the calibrated model could be 

attributed to parameters r_inj, t_inj, r_fb, and t_fb not being included in the nonlinear 

analysis. Linear analysis showed that these parameters contribute a measure of predictive 

uncertainty to the analysis (Figure 4.3). 

 

Calibration-constrained NSMC 

In total, 500 parameter sets were generated for the NSMC analysis. Each set 

parameter set comprised 20 fixed parameters, in addition to the four adjustable 

parameters used in the constrained minimization/maximization analysis. After the 

optimization process, all of the parameter sets resulted in objective functions below the 
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target measurement objective function. The frequency distribution for leakage from 

model parameterization with the 500 modified parameter sets is shown in Figure 4.7. The 

NSMC analysis yields leakages within bounds predicted by the constrained 

minimization/maximization process of 0.08 to 2.8 m3. The probability distribution of 

leakage from the 500 modified parameter sets show the majority of realizations fall near 

the calibrated leakage (2.7 m3), and tail off towards near-zero leakage. The distribution of 

leakage suggest that in some cases leaky wells may leak exceptionally small volumes (< 

1 m3). The possibility of relatively small volumes of leakage suggests that small 

variations in hydraulic properties of the shale (e.g., permeability) and mud-filled leaky 

well (e.g., mud density) could lead to cases where upward leakage simply does not occur. 

 

Figure 4.7. Histogram of calibration-constrained cumulative leakage volumes after 15 years of simulation 
time through a mud-filled leaky well 30 m from the horizontal well. 
 

Conclusions 

This study provides an analysis of uncertainty for a simple hypothetical model of 

upward leakage along an abandoned and converted oil and gas well in the stimulated 

reservoir of hydraulically fractured shale. The numerical model was calibrated by 
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developing a series of observations from analytical solutions and measurements for a 

horizontal well. The development of the calibration dataset permitted model interrogation 

using common methods for sensitivity, linear, and nonlinear uncertainty analyses. The 

results of the analysis emphasize the additional insight that can be gleaned from a simple 

numerical model with the addition of relatively few observations. The analysis revealed 

the following points concerning model predictive capabilities and future leakage 

assessments:  

• The range in shale permeability after hydraulic fracturing contributes the most to 

predictive uncertainty in leakage. 

• Rate and duration of flowback after hydraulic fracturing plays a significant role in 

the potential for upward flow along leaky wells. 

• Horizontal-well production rates and reservoir-pressure measurements in the shale 

are crucial observations for evaluating potential long-term leakage. 

• Improved reporting of certain well measurements in public records would 

improve characterization of risk for leakage. In particular, well-specific data 

regarding flowback volumes and rates, and volumes of water co-produced with 

hydrocarbons are highly beneficial data for leakage assessments. 

In summary, this paper demonstrates the utility of exploratory uncertainty 

assessments given a simple hypothetical model and limited calibration dataset. Such 

analyses provide an important first step for assessing potentially “new” environmental 

risks with numerical models when few measurements are available for model calibration. 

The results of this study should be considered in the development of similar models with 

increased complexity. 
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CHAPTER FIVE
 

Conclusions 
 
 

 This study evaluated potential risks associated with hydraulic fracturing near 

abandoned oil and gas wells, with attention to abandoned oil and gas wells converted into 

water wells. Four investigations were conducted: (1) development of a numerical model 

to assess magnitude of upward leakage along a leaky abandoned well in proximity of 

hydraulic fracturing, (2) characterization of abandoned and converted oil and gas wells 

and probability of their intersection with stimulated areas surrounding horizontal wells, 

(3) interrogation of model uncertainty and evaluation of data crucial for future 

investigations, and (4) preliminary assessment of an organic geochemical fingerprint to 

identify potential groundwater quality impacts. 

Leaky wells near hydraulic fracturing could facilitate upward migration of fluids 

over shorter timescales compared to natural geological pathways. Each sedimentary basin 

is unique, and evaluation of leaky wells as potential pathways for contaminants requires 

critical review of historical oil and gas activities. Certain abandoned wells, such as leaky 

converted wells, represent potential conduits for upward flow to aquifers because they are 

open to both a deep formation and an overlying aquifer. However, upward flow to an 

overlying aquifer due to hydraulic fracturing of shale requires a unique series of 

circumstances. The four investigations revealed the following about potential 

groundwater risks from hydraulic fracturing near leaky abandoned oil and gas wells: 

1. Hydraulic fracturing of shale could pose a risk to groundwater if certain 

spatial and hydraulic conditions exist. The largest potential for upward 
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leakage into an overlying aquifer is posed by a frac hit on an abandoned oil 

and gas well converted into a water well. 

2. The probability of a frac hit can be approximated by establishing the 

intersection of an abandoned oil and gas well with stimulated reservoir 

volume of a horizontal well. Such an intersection does not conclusively 

demonstrate that a frac hit has or will occur, nor imply that leakage to an 

overlying aquifer will occur, but the potential exists. 

3. Predictive uncertainty in potential upward leakage could be reduced if certain 

measurements are available. These measurements include: (1) rate and 

duration of flowback at the horizontal well, (2) long-term production rates at 

the horizontal well, (3) permeability and pressures in the hydraulically 

fractured shale, and (4) hydraulic characteristics of the abandoned oil and gas 

well. 

4. Evidence for a frac hit may manifest as a rapid drop in treatment pressure at a 

horizontal well or rapid rise in water level at a nearby converted well during 

hydraulic fracturing. Upward fluid leakage following a frac hit could be 

identified by site-specific organic geochemical fingerprints of reservoir pore-

fluids and correlation with organic composition of groundwater.  

In summary, this work examines a newly considered potential mechanism for 

upward flow to shallow aquifers overlying unconventional shale plays. The methods 

applied in this study are applicable to other unconventional shale plays where similar 

leaky abandoned wells exist. Overall, results underscore the need to evaluate historical oil 
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and gas activities in areas with modern unconventional oil and gas activities, and improve 

historical and future data contained in public records. 
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APPENDIX B.1
 

Derivation of Model Parameters 
 
 

Reservoir Parameters 

Depth-dependence was applied to certain properties (temperature, pressure, and 

salinity) to in-situ reservoir pore fluid (fluid density and dynamic viscosity), which are 

and used when calculating hydrogeologic parameters (storativity, hydraulic conductivity, 

and hydraulic head). Salinity data were obtained from the U.S. Geological Survey 

National Produced Waters Geochemical Database (Blondes et al. 2015). Reservoir 

salinity was at 50,000 mg/l at the top of the upper reservoir and increased to 60,500 mg/l 

at the base of the lower reservoir, yielding a salinity gradient of approximately 50 mg/l · 

m. Reservoir temperature was calculated using a geothermal gradient of 36.5°C/km and 

average annual surface temperature of 26.7°C (Loucks et al. 1984). Reservoir pressures 

were calculated using a pressure gradient of 10.5 MPa/km (Burke et al. 2013). 

Hydrostatic conditions are not applied because the Eagle Ford Shale is overpressured 

within the play area, and pressure gradients range from 10.5 to 18.1 MPa/km (Burke et al. 

2013). 

Reservoir pore fluid density and dynamic viscosity were calculated after Batzle 

and Wang (1992).Calculated fluid densities assume sodium chloride is the dominant 

dissolved component based on chemical composition data of formation waters in south 

Texas (Blondes et al. 2015).  

Hydraulic heads were computed by dividing reservoir pressures by the specific 

weights (ρg) of the pore fluid. The elevation term, z [m], was taken as depth relative to 
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the base of the model. Hydraulic head (hhyd) was calculated for each reservoir as 

described by (Hubbert 1940): 

f
hyd

Ph z
gρ

= + ,    (Eq. B1.1) 

where Pf [Pa] is calculated fluid pressure, g [m/s2] is gravitational acceleration, and ρ 

[kg/m3] is fluid density. The hydraulic head in the confined aquifer layer is known from 

water-level measurements (2310 to 2250 m). Hydraulic head in the interburden layer 

interpolated between head in the aquifer and computed heads in the reservoirs. 

Ranges and averages for intrinsic permeability for conventional reservoirs were 

obtained from literature (Stapp 1977; Dawson et al. 1995; Martin et al. 2011). In this 

model, the intrinsic permeability of both conventional reservoirs was specified as 

10−17 m2. Mean matrix permeabilities for the Eagle Ford Shale range from 10−18 to 

10−21 m2 (Chaudhary et al. 2011; Martin et al. 2011; McKeon 2011). Here, the updip 

(shallower) portion of the Eagle Ford Shale play is modeled, and permeability is 7 × 

10−19 m2 for the unfractured shale. Intrinsic permeability of the interburden was set to 

10−20 m2 (Harrison and Summa 1991). Permeability anisotropy (kh:kv = 100) in the 

interburden was selected based on values from previous studies (Bethke 1989; Harrison 

and Summa 1991). Interburden and reservoir permeabilities are reasonable, based on 

comparison to pressure seals analyses (Downey 1984; Deming 1994). 

Hydraulic conductivities were calculated as (Freeze and Cherry 1979): 

ik gK ρ
µ

= ,    (Eq. B1.2) 

where ki [m2] is intrinsic permeability, ρ is fluid density, and μ [kg/m · s] is fluid dynamic 

viscosity. The presence of multiple fluid phases reduces K and water saturation in the 
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reservoirs ranges from 15 to 85% (Stapp 1977; Dawson et al. 1995). All reservoir 

hydraulic conductivities were therefore reduced by ~2.5 orders of magnitude after Morel-

Seytoux et al. (1996) using a water saturation of 35% (where the fitted parameter, 

n, = 2.5). Multiphase fluids are also present throughout the interburden, and the 

calculated interburden K was also reduced (assuming a water saturation of 85% and n = 

2.5, see Morel-Seytoux et al. 1996).  

Storativity was estimated as (Cooper 1966): 

sS S b= ,    (Eq. B1.3) 

rs w ( )S g cρ ϕβ= + ,   (Eq. B1.4) 

where Ss [1/m] is the specific storage, ρw [kg/m3] is water density, φ [-] is porosity, 

cr [m2/N] is rock compressibility, β [m2/N] is water compressibility, and b [m] is reservoir 

thickness. Water compressibility ranges from 4.4 × 10−10 to 4.8 × 10−10 m2/N (Domenico 

and Schwartz 1998; Freeze and Cherry 1979), and the average of these values was used. 

Rock compressibility for the Austin Chalk and Buda was set to 10−10 m2/N (Domenico 

and Schwartz 1998; Donnez 2007). Rock compressibilities for the Eagle Ford Shale are 

typically higher than for conventional reservoirs based on high percent of smectite in the 

clay minerals (Hsu and Nelson 2002; McKeon 2011). Eagle Ford Shale reservoir 

simulations use rock compressibilities between 10−8 and 10−9 m2/N, and the average value 

of 5 × 10−9 m2/N is sometimes used (Medeiros et al. 2008; Bazan et al. 2010; Chaudhary 

et al. 2011; Sheng and Chen 2013; Suliman et al. 2013). Here, we use this average.  
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APPENDIX B.2
 

Approximation of SRV Extent and Effective Reservoir Permeability 
 
 

Stimulated Reservoir Permeability and Volume 

Hydraulic fracturing in the model occurs along a 1,500-m horizontal well in 

twenty separate 75-m stages. Each treatment stage typically has 4 to 8 perforation clusters 

(Bazan et al. 2010; Inamdar et al. 2010; Stegent et al. 2010; McKeon 2011; Syfan et al. 

2013). For this model, the fracture growth in each stage is assumed to interact and 

propagate within the same overall fracture network, so that one large fracture network is 

developed along the perforated interval length (e.g., Bazan et al. 2010). The 

dimensionless fracture density for the model is: 

f
f

f

wN
x

= ,    (Eq. B2.1) 

where wf [m] is the hydraulic fracture width and xf [m] is the average spacing of 

hydraulic fractures. Hydraulic fracture width varies between 3 and 10 mm (Economides 

and Nolte 2000). Here, we assume two fractures are generated per stage and: wf = 7.5 

mm; xf = 37.5 m. This yields an approximate dimensionless fracture density of 2 × 10−4. 

The effective permeability of the stimulated reservoir is generalized as: 

eff f f ξ f(1 )k k N k N= + − ,   (Eq. B2.2) 

where kξ [m2] is the matrix permeability of the reservoir and kf [m2] is the permeability of 

the hydraulic fractures. The matrix permeability can be difficult to quantify, and core 

measurements are typically orders of magnitude lower than the effective shale 

permeability (Chaudhary et al. 2011; Tian et al. 2013; Alotaibi et al. 2015). Mean matrix 
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permeabilities for the Eagle Ford Shale range from 10−18 to 10−21 m2 (Chaudhary et al. 

2011; Martin et al. 2011; McKeon 2011). Hydraulic fracture permeabilities are higher, 

and can range as high as 8 × 10−11 m2 (Bazan et al. 2010; Chaudhary et al. 2011). Here, 

the following values are used: kf = 2 × 10−12 m2 and kξ = 7 × 10−19 m2 resulting in keff = 

4 × 10−16 m2. The estimated value is consistent with previous studies that documented 

average permeabilities for the stimulated reservoir ranging from 2 × 10−19 to 8 × 10−14 m2 

(Medeiros et al. 2008; Bazan et al. 2010; Suliman et al. 2013; Alotaibi et al. 2015).  

To approximate the SRV, hydraulic fractures are assumed to be a straight, planar, 

height-fixed fractures confined by reservoir layers. This two-dimensional fracture 

geometry is known as the PKN (Perkins-Kern-Nordgren) model (Economides and Nolte 

2000). The half-length of the (symmetric) hydraulic fracture (Lf) can be described as a 

function of the injection time (Economides and Nolte 2000; Shapiro and Dinske 2009a; 

Shapiro and Dinske 2009b): 

f
f L f f

( )
4 2 2

QtL t
h C t h w

=
+

,   (Eq. B2.3) 

and 

feff
injL

k cC Pϕ
πµ

≈ ⋅∆ ,    (Eq. B2.4) 

where Q [m3/s] is the average injection rate, t [s] is time, h [m] is the average fracture 

height, w [m] is the average fracture width, and CL [m/s1/2] is the fluid-loss coefficient. 

The injection rate for this model is 0.158 m3/s, a typical rate for Eagle Ford stimulation 

(Martin et al. 2011). The fluid-loss coefficient is estimated using keff, φ, cf [1/Pa] the 

compressibility of the reservoir fluid, μ, and ΔPinj [Pa] the pressure difference between the 

fracture and the far-field reservoir. Here, we use the following values: keff = 4 × 10−16 m2; 
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φ = 0.1; cf = 5 × 10−9 Pa−1; μ = 3.5 × 10−4 Pa · s; ΔPinj = 15 MPa. The estimated leakage 

coefficient is CL = 2 × 10−4 m/s1/2, which falls within the range reported by Economides 

and Nolte (2003) of 2 × 10−3 and 2 × 10−5 m/s1/2, and is similar to leakage coefficients 

estimated by Shapiro et al. (2006). 

Use of the estimated leak-off coefficient in (B2.4) yields an estimated fracture 

half-length (t = 1 hr) of Lf = 140 m. Hydraulic fracture half-lengths in the Eagle Ford are 

reported between 100 and 300 m, therefore our calculated value is realistic (Bazan et al. 

2010; Chaudhary et al. 2011; Jaripatke et al. 2014). Using Lf, the SRV in the model is 

calculated assuming a 60-m-thick shale reservoir and a 1,500-m horizontal well for total 

SRV = 2.5 × 107 m3, an acceptable volume based on previous studies (Bazan et al. 2010; 

Mayerhofer et al. 2010; Zimmer 2011; Basu et al. 2012; Suliman et al. 2013). 

 
 

Hydraulic Diffusivity 

In the limit of a long-term injection, the apparent hydraulic diffusivity of the 

fractured domain is calculated as (Shapiro et al. 2006): 

2

ap 2 2
f L128

QD
h Cπ

= .    (Eq. B2.5) 

Hydraulic diffusivities within the SRV vary between 0.3 and 4.0 m2/s (Shapiro et 

al. 1997; Shapiro et al. 2006; Shapiro and Dinske 2009b; Yu et al. 2012). Here, a value of 

Dap = 0.42 m2/s is given. To estimate the hypothetical maximum extent of hydraulic 

fracturing (microseismic triggering front), the known triggering front equation was used 

(Shapiro et al. 1997): 

ap4L D tπ= .     (Eq. B2.6) 
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At t = 1 hr, the triggering front is 140 m. The hydraulic diffusivity of the 

hypothetical hydraulic fracture is also calculated as (Shapiro et al. 2006): 

f
f

t t f

kD
c µ ϕ

= ,     (Eq. B2.7) 

where φf is the porosity of the proppant pack, and ct and µt are the compressibility and 

viscosity of the treatment fluid, respectively. The viscosity of the treatment fluid, which 

can vary by orders of magnitude, significantly influences Df. Eagle Ford Shale operators 

typically apply slickwater treatments (µf ranges from 2 × 10−3 to 3 × 10−3 Pa · s), although 

some operators use higher viscosity fluids (e.g., hybrids and cross-link types) with µf 

ranging from 0.01 to 1.0 Pa · s (Martin et al. 2011; Boschee 2014; Jaripatke et al. 2014). 

Here, we assume cf ≈ 4.44 × 10−10 1/Pa (assuming the compressibility of the treatment 

fluid is similar to that of water), µf = 3 × 10−3 Pa · s (viscosity of slickwater), and φf = 

0.35. This yields Df = 4.2 m2/s, similar to values reported by Shapiro et al. (2006) for 

hydraulic fractures. 

 
 

Fracture Conductivity 

To compare the selected fracture permeability and width, we compute the fracture 

conductivity which is considered a key parameter in hydraulic-fracture treatment design: 

f f fC k w= .     (Eq. B2.8) 

Fracture conductivity in the Eagle Ford Shale ranges from 1.4 × 10−16 to 8.4 × 

10−14 m3 with an average value of 2.5 × 10−14 m3 sometimes used in simulations of 

hydraulically fractured shale (Bazan et al. 2010; Chaudhary et al. 2011; Morsy et al. 

2013; Sheng and Chen 2014). For kf = 2 × 10−12 m2 and wf = 7.5 mm, Cf = 1.5 × 10−14 m3. 
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To evaluate if Lf and selected the hydraulic-fracture permeability are compatible, 

we compute the dimensionless fracture conductivity, which is another key parameter for 

hydraulic fracturing design (Economides and Nolte, 2000):  

D
f f

f
ξ f

k wC
k L

= .     (Eq. B2.9) 

Note that the term in the numerator is Cf from (B2.8). For Lf = 140 m, CfD = 150. 

Typical values for CfD range from 25 to 1,600 in the Eagle Ford Shale (Bazan et al. 2010; 

Chaudhary et al. 2011; Syfan et al. 2013), with higher values associated with lower 

matrix permeabilities (Economides and Nolte 2000).  
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APPENDIX B.3
 

Hydraulic Heads for Upper and Lower Shale Layers 
 
 
 
 
 
 

Figure B.3. Simulated changes in hydraulic head for each hydraulic-fracturing scenario (i.e., injection, 
injection with flowback, and injection with flowback and production): (a) in shale layer 12 above the 
horizontal well; and (b) in shale layer 14 below the horizontal well. 
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APPENDIX B.4
 

Flow through Leaky Wells without Hydraulic Fracturing 
 
 
 
 
 

 
Figure B.4. Simulated discharge through a leaky well screened in the Austin Chalk or Eagle Ford Shale into 
the overlying aquifer without hydraulic fracturing: (a) open leaky well, and (b) mud-filled leaky well. 
Barriers to upward flow through the borehole are assumed to have failed at the beginning of the simulation. 
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APPENDIX B.5 
 

Steady-state Flow between Layers 
 

 

Layer No.
Flow to Above 

(m3/d)
Flow from Above

(m3/d)
Flow to Below

(m3/d)
Flow from Below

(m3/d)
Total Flow In

(m3/d)
Total Flow Out

(m3/d)
1 - - 5.2 × 10−7 1.9 × 10−5 1.0 × 103 1.0 × 103

2 1.9 × 10−5 5.2 × 10−7 2.1 × 10−7 3.6 × 10−5 1.0 × 103 1.0 × 103

3 3.6 × 10−5 2.1 × 10−7 - 5.6 × 10−5 1.0 × 103 1.0 × 103

4 5.6 × 10−5 - - 5.8 × 10−5 9.2 × 10−5 9.2 × 10−5

5 5.8 × 10−5 - - 5.7 × 10−5 1.3 × 10−4 1.3 × 10−4

6 5.7 × 10−5 - - 5.7 × 10−5 2.0 × 10−4 2.0 × 10−4

7 5.7 × 10−5 - - 6.0 × 10−5 1.3 × 10−4 1.3 × 10−4

8 6.0 × 10−5 - - 7.8 × 10−5 1.0 × 10−4 1.0 × 10−4

9 7.8 × 10−5 - - 1.2 × 10−4 3.0 × 10−4 3.0 × 10−4

10 1.2 × 10−4 - - 4.0 × 10−5 2.8 × 10−4 2.8 × 10−4

11 4.0 × 10−5 - - 1.7 × 10−6 2.2 × 10−4 2.2 × 10−4

12 1.7 × 10−6 - - 8.7 × 10−7 8.5 × 10−6 8.5 × 10−6

13 8.7 × 10−7 - - 5.2 × 10−7 7.9 × 10−6 7.9 × 10−6

14 5.2 × 10−7 - - 4.1 × 10−7 7.7 × 10−6 7.7 × 10−6

15 4.1 × 10−7 - - 2.0 × 10−7 8.1 × 10−5 8.1 × 10−5

16 2.0 × 10−7 - - - 8.1 × 10−5 8.1 × 10−5

Steady-state Flow between Layers
Table B.5
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APPENDIX C.1
 

County-level Well Data Summary for Active EFS Area 

 

County GCD

Completed Permitted All Deep All Deep
Atascosa‡ 565 326 3810 286 252 48 Yes
Bastrop 0 1 1384 190 94 72 Yes
Bee 25 6 3932 10 22 0 Yes
Brazos 54 178 1091 922 44 44 Yes
Burleson 26 147 1888 1377 42 32 Yes
DeWitt‡ 1032 634 2006 25 124 7 Yes
Dimmit‡ 1917 1086 2293 300 179 89 Yes
Fayette 87 46 1952 1157 28 10 Yes
Frio 145 151 2958 1586 193 127 Yes
Gonzales‡ 1006 389 1661 803 139 108 Yes
Grimes 4 3 401 156 31 28 Yes
Karnes‡ 1834 850 1678 142 29 4 Yes
La Salle‡ 1864 1035 1481 217 264 115 Yes
Lavaca 145 159 2383 33 11 2 No
Lee 23 63 1151 738 69 69 Yes
Leon 9 9 1006 491 109 109 Yes
Live Oak‡ 507 213 3992 16 25 5 Yes
Madison 11 11 560 310 25 25 Yes
Maverick 50 8 2187 262 21 6 No
McMullen‡ 1190 683 3172 32 247 56 Yes
Milam 3 1 1805 56 40 15 Yes
Robertson 11 14 344 165 26 19 Yes
Walker 1 4 282 21 15 12 Yes
Webb‡ 1290 525 7538 20 62 3 No
Wilson 148 43 2653 543 134 50 Yes
Zavala 198 122 2112 223 175 54 Yes

Total 12145 6707 55720 10081 2400 1109

‡County with significant (>500) existing EFS horizontal wells.

†Well databases accessed April 1, 2015.

Table C.1
County-level Well Data Summary for Active EFS Area†

EFS horizontal wells Abandoned wells Converted wells
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APPENDIX C.2
 

County-level Data for Wells that Intersect Existing EFS Horizontal Well SRAs 
 

County

No. wells
(L f = 30 m)¶*

No. wells
(L f = 600 m)

No. wells
(L f = 30 m)

No. wells
(L f = 600 m)

Atascosa‡    1 (1) 17 (35) 1 (1) 8 (22)
Bastrop - - - -
Bee - - - -
Brazos 16 (18) 105 (152) - -
Burleson 3 (3) 37 (41) - 1 (1)
DeWitt‡ 7 (8) 11 (42) 1 (1)  5 (15)
Dimmit‡ 13 (14)   79 (157) 2 (1) 33 (63)
Fayette 1 (1) 19 (34) 1 (1) 2 (7)
Frio 3 (4) 54 (67) -  7 (11)
Gonzales‡ 17 (21) 187 (409) 2 (1) 25 (61)
Grimes 1 (1) 5 (5) - -
Karnes‡ 11 (11)   72 (170) - 2 (6)
La Salle‡ 14 (14)   96 (175) 5 (1)   53 (132)
Lavaca 2 (5)   4 (14) 1 (4)   1 (10)
Lee 1 (1) 4 (5) - 1 (1)
Leon 1 (1) 2 (2) - -
Live Oak‡ 2 (2)  9 (23) - 2 (6)
Madison - - - 1 (1)
Maverick 7 (8) 13 (14) - 2 (2)
McMullen‡ 4 (5)  9 (18) 6 (1) 31 (74)
Milam - - - -
Robertson -  9 (17) - -
Walker - - - -
Webb‡ 3 (3) 11 (16) - -
Wilson 4 (5)   59 (108) 1 (1) 3 (3)
Zavala 1 (1) 21 (23) -  7 (10)

Total 112 (127) 823 (1527) 20 (23) 184 (425)

*Potential number of frac hits shown in parentheses.
¶L f is the half-length of a symmetrical hydraulic fracture
‡County with significant (>500) existing EFS horizontal wells.

Table C.2
County-level Data for Wells that Intersect Existing EFS Horizontal Well SRAs†

Deep abandoned well group Deep converted well group

†Well databases accessed April 1, 2015.
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APPENDIX D.1 
 

Description of Parameter Uncertainty Bounds and Calibrated Values 
 

 

Parameter Adjustable1 Unit Lower Bound Upper Bound
2Calibrated

value
References Notes

hk_aq - m/d - - - Thorkildsen and Price 1991; Mace 1999 Fixed
hk_int - m/d - - - Downey 1984; Thorkildsen and Price 1991; Deming 1994 Fixed

hk_ac S/L m/d 1.7 × 10−9 3.7 × 10−4 1.7 × 10−7 Scott 1977; Snyder and Craft 1977; Guéguen and Palciauskas, 1994; 
Dawson et al. 1995; Martin et al. 2011

Range in k

hk_ef S/L m/d 1.0 × 10−11 1.2 × 10−7 1.2 × 10−8 Scott 1977; Snyder and Craft 1977; Martin et al. 2011;
Walls and Sinclair 2011

Range in k

hk_bd S/L m/d 2.6 × 10−10 1.6 × 10−4 1.8 × 10−7 Scott 1977; Snyder 1977; Guéguen and Palciauskas, 1994 Range in k

hk_srv S/L/N m/d 9.0 × 10−10 4.0 × 10−4 6.7 × 10−7 Medeiros et al. 2008; Bazan et al. 2010; Suliman et al. 2013;
Tian et al. 2013; Alotaibi et al. 2015

Range in k

vani_aq - - - - - Thorkildsen 1991; Mace 1999 Fixed
vani_int - - - - - Harrison and Summa 1991 Fixed
vani_ac S/L - 10 120 100 Yeh et al. 1986; Mace 1998 Range in literature values
vani_ef S/L - 10 10000 1000 Begg and King 1985; Fogg 1986; Begg et al. 1987; Bethke 1989 Range in literature values for shales
vani_bd S/L - 10 120 100 Yeh et al. 1986; Mace 1998 Similar or lower than vani_ac
vani_srv S/L - 5 200 12.5 Economides and Nolte 2000 Range of decrease after injection
ss_aq - 1/m - - - Thorkildsen and Price 1991; Mace 1999 Fixed
ss_int - 1/m - - - Thorkildsen and Price 1991; Mace 1999 Fixed
ss_ac S/L 1/m 1.1 × 10−6 1.9 × 10−6 1.2 × 10−6 Dawson et al. 1995; Dawson 2000; Dawson and Almon 2010 Porosity ranges

ss_ef S/L 1/m 1.0 × 10−5 1.0 × 10−4 5.0 × 10−5 Dawson 2000; Dawson and Almon 2010; Martin et al. 2011;
Walls and Sinclair 2011

Compressibility and porosity ranges

ss_bd S/L 1/m 1.0 × 10−6 1.2 × 10−6 1.1 × 10−6 Scott 1977; Snyder and Craft 1977 Porosity ranges

ss_srv S/L/N 1/m 1.0 × 10−5 1.0 × 10−4 8.7 × 10−5 Dawson 2000; Hsu and Nelson 2002; Dawson and Almon 2010;
Martin et al. 2011; McKeon 2011; Walls and Sinclair 2011

Compressibility/porosity ranges

r_inj S/L m3/d 15 92 50 Stegent et al. 2010; Martin et al. 2011; Stegent et al. 2011;
Gomaa et al. 2014; Gu et al. 2015;  Lecampion et al. 2015

Range in EFS injection rates

t_inj S/L d 0.28 1.67 0.93 Stegent et al. 2010; Martin et al. 2011; Stegent et al. 2011; 
Gomaa et al. 2014; Gu et al. 2015;  Lecampion et al. 2015

Range in EFS injection times

r_fb S/L m2/d 2.9 × 10−5 2.9 × 10−3 5.1 × 10−4 Boschee 2014; RRC 2016 Order of magnitude range in flowback rates
t_fb S/L d 1 33 13.7 RRC 2016 Time between injection and production
r_prd1 S/L/N m3/d −0.04 −0.1 −0.096 Inamdar et al. 2010; Ilk et al. 2012; Alotaibi et al. 2015; RRC 2016 Range in early-stage production rates
t_prd1 - d - - - RRC 2016 Production decline inflection point
r_prd2 S/L/N m3/d −0.005 −0.04 −0.039 Inamdar et al. 2010; Ilk et al. 2012; Alotaibi et al. 2015; RRC 2016 Range in late-stage production rates
t_prd2 - d - - - RRC 2016 Production decline inflection point
h_mud S m - - - - Mud column extends to aquifer base

Description of Parameter Uncertainty Bounds and Calibrated Values
Table D.1

2Calibrated values are shown for scenario of mud-filled leaky well at 30 m from horizontal well

1S/L/N = parameter adjustable during sensitivitiy, linear and nonlinear analyses, respectively
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APPENDIX D.2 
 

Description of Parameter Uncertainty Bounds and Calibrated Values 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Measurement Value Unit1

Tubing inside diameter 1.9 inches
Tubing flowing pressure 1200 PSI
Oil production rate 700 STB/d
Water production rate 300 STB/d
Gas production rate 65 Mscf/d
Producing gas-liquid ratio 65 scf/STB
Solution gas-oil ratio 93 scf/STB
Water cut 30 %
Oil gravity 33 API
Water specific gravity 1.05 [-]
Gas specific gravity 0.65 [-]
Wellhead temperature 100 °F
Depth 7700 ft
Bottomhole temperature 230 °F

Well Measurements Used to Develop Observations
Table D.2

1Well measurements recorded in customary units
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APPENDIX E
 

Geochemical Fingerprinting of Eagle Ford Shale Crude Oil and Produced Water 
 
 

Introduction 

Hydraulic fracturing could pose a risk to groundwater if hydraulic-fracturing 

fluids or formation fluids (e.g., oil, gas, brine) migrate upward into shallower aquifers. A 

major concern associated with the potential for upward migration of contaminants into 

shallower aquifers is the propensity to detect and attribute a specific source if a 

groundwater impact occurs. Organic compositions of crude oils and formation waters in 

hydraulically fractured shales are a central component in forensic investigations of 

potential changes in groundwater quality. For example, site-specific characterization of 

organic compounds in shale pore-fluids provides a geochemical fingerprint that can be 

used to distinguish and identify hydrocarbons in groundwater. The development of a 

fingerprint is possible due to the variety and abundance of hydrocarbon compounds found 

in crude oil and formation water, often unique to each horizontal well. 

Characterization of organic substances are an important step in forensic 

groundwater investigations of environmental impacts from oil and gas activity (Wang et 

al. 2006; Morrison and Murphy 2010).  Organic substances found in hydrocarbon-

producing shales show significant variation in substance type and abundance (Orem et al. 

2007; 2014). Organic substances in shale pore fluid may originate naturally from the 

shale, or from organic chemicals added during completion and production practices 

(Orem et al. 2014). The range of natural organic substances in crude oil are attributed to 

variability in source organisms, depositional environments, thermal maturity of the 
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sediment, and post-depositional alteration (Peters et al. 2005). Perhaps the most 

consistent means for differentiation of crude oil are biomarkers. Biomarkers are complex 

molecules derived from formerly living organisms, and particularly useful for 

geochemical fingerprinting because they are often unique to local depositional 

environments (Wang et al. 2006). In addition, biomarkers are useful for establishment of 

hydrocarbon sources because they: (1) can be detected in low quantities, (2) are 

degradation-resistant in the environment.  

Extractable hydrocarbons in formation waters or organic-rich shales are highly 

variable (Orem et al. 2007; 2014). Hydrocarbon compounds in produced waters include 

polycyclic aromatic hydrocarbons (PAHs), heterocyclic compounds, other aromatics 

(e.g., alkyl benzenes), phenols, and long chain fatty acids. Low octanol/water partition 

coefficients (Kow) of organic compounds suggest low partition of shale hydrocarbons co-

produced waters. However, high reservoir temperatures (> 100°C) and pressures (> 20 

MPa) can increase the Kow of hydrocarbons and increase partitioning in produced waters. 

In the case of high temperature produced waters, organic geochemical signatures may be 

similar to crude oils produced from the shale. The organic geochemical signature of 

hydrocarbons in produced water may be enhanced by the presence of emulsified crude 

oil, turbulent mixing, and incomplete treatment (phase separation) of produced water. 

Therefore, produced waters sampled at the surface may conserve diagnostic biomarker 

ratios found in crude oils in the reservoir.  

This report details a preliminary assessment of potentially significant organic 

substances in Eagle Ford Shale crude oil and produced water. Column chromatography 

was used to separate the total lipid extract (TLE) from crude oil and produced water 
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samples into saturate, aromatic and polar fractions. Fractions were analyzed using gas 

chromatography/mass spectrometry (GC/MS). Individual organic compounds were 

identified and their mass spectral features used to determine diagnostic biomarker ratios: 

maximum carbon chain length (Cmax), average chain length (ACL), carbon preference 

index (CPI), odd-even preference (OEP), and pristane/phytane (Pr/Ph). The methods and 

results of this study could be applied at the site-level to aid in the development of an 

organic geochemical fingerprint used to detect, correlate, or differentiate potential 

groundwater impacts associated with hydraulic fracturing. 

Investigations of the organic geochemistry for the Eagle Ford Shale have 

documented substantial variability in total organic carbon (TOC) and kerogen types 

(Dawson 2000; Edman and Pitman 2010). Organic analyses have identified heavy n-

paraffins (C23 to C34), fatty acids (C14 to C34), and normal and isoprenoid fatty alcohols 

(C12 to C26). Organic compounds in Eagle Ford Shale crude oil are probably attributed to 

catagenesis of autochthonous algal biomass (Longbottom et al. 2016). Catagenesis of 

marine algae biomass suggests that shorter (n-C12 to n-C18) aliphatic and branched 

hydrocarbons dominate the bulk organic composition of Eagle Ford Shale crude oils, 

resulting in low ACL (n-C12 to n-C18) and Cmax values (Eglinton and Eglinton 2008). 

Pristane/phytane (Pr/Ph) is commonly employed as paleoredox biomarker, and may be 

useful in organic fingerprinting because they are environmental persistent. 

 
 

Sample Collection 

One crude oil (CRD-1) and one produced water (PRW-1) were obtained from an 

Eagle Ford Shale horizontal well. Sample collection followed methods after Orem et al. 
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(2007), and are briefly described here. Samples were collected at the well from a storage 

tanks using a stainless-steel dipper to carefully fill a new, pre-cleaned glass jar (CRD-1) 

and amber jug (PRW-1). Immediately after collection, samples were cooled to 4° C and 

prepared for transport. Samples were transported to the laboratory within 24 hours. Prior 

to storage, sample-container headspace was filled with a gentle stream of N2 and sealed 

ith Parafilm M. 

 
 

Column Chromatography 

Approximately 1 mL of crude oil and 10 mL of HPLC-grade hexane were placed 

together in a 10-mL Erlenmeyer flask. The solution was then placed in an ultrasonic 

water bath for 2 minutes for mixing. Asphaltenes were removed by passing the mixture 

through a Pasteur pipette containing glass wool to retain the asphaltene fraction. The 

concentrated solution was transferred to a 3-g silica gel chromatographic column for 

cleanup and fractionation. Columns were preconditioned using 5 mL of hexane, followed 

by addition of the concentrated solution. Saturated fraction was eluted with four 

successive 1-mL aliquots of hexane; aromatic fraction was eluted with four successive 1 

mL aliquots of hexane/DCM (1:1, v/v); and the polar fraction was eluted with four 

successive 1 mL aliquots of DCM/MeOH (1:1, v/v). The final extract for each fraction 

was evaporated under a gentle stream of dry nitrogen to a final volume of approximately 

3 mL. Aliquots of aromatic and polar extract fractions were converted to trimethylsilyl 

derivatives by reaction with N, O-bis(trimethylsilyl)trifluoroacetamide (BSTFA) and 

pyridine in sealed vials for 30 minutes at 60 °C. 
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Isolation of organic compounds in produced water consisted of liquid/liquid 

extraction with four sequential volumes of 50 mL DCM. The combined extract of 200 

mL was then concentrated to a volume of 5 mL under a gentle stream of dry nitrogen. 

Asphaltenes were removed by passing the mixture through a Pasteur pipette containing 

glass wool to retain the asphaltene fraction. The concentrated solution was transferred to 

a 3-g silica gel chromatographic column for cleanup and fractionation following previous 

methods. 

 
 

GC/MS Analysis 

GC/MS analyses of extract fractions were performed on a Thermo DSQII. 

Separation was achieved on a 30 m x 250 µm x 0.25 µm fused silica capillary column 

coated with DB5 (i.e., 95% dimethyl siloxane and 5% phenyl siloxane). The following 

conditions were used for the GC/MS run: 1.0 µL splitless injection, constant flow of 1.5 

mL/min, solvent delay of 2.5 min, ion source of 250 °C, temperature program of 60–100 

°C at 15 °C/min, 100–300 °C at 3 °C/min, and a hold at 300 °C for 10 min. The mass 

spectrometer was operated in the electron impact mode (EI) at 70 eV ionization energy 

and scanned from 50 to 1000 (3.04 scans per second). Data were acquired and processed 

using Xcalibur software. Individual organic compounds in chromatograms were 

identified by comparison of mass spectral features to libraries of mass spectral data 

(NIST08 and Wiley), and by comparison to an alkane standard. Identification of the 

organic compounds was carried out by computer matching against the mass spectral 

databases, and visual interpretation of each individual peak. 
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Results and Discussion 

Major biomarker groups and characteristic signals for crude oil/produced water 

saturate fractions are reported in Table E.1. A summary of diagnostic biomarker ratios is 

reported in Table E.2. Major biomarker observations of saturate fractions for both 

samples include n-alkanes, isoalkanes, isoprenoids, steranes, diasteranes, and methyl 

steranes. Saturate hydrocarbon data are listed in Table E.3. 

 

 

Saturate fraction GC/MS traces for produced water are shown in Figures E.1a and 

E.2a. Major peaks are observed for the n-alkane series (n-C11 to n-C36), and acyclic 

isoprenoids. One difference is a Gaussian distribution of n-alkanes (n-C15 to n-C22), 

compared to the linear distribution observed for crude oil. This difference could be 

CRD-1 PRW-1
n -alkanes 57 X X
alkyl-cyclohexanes 83 - -
methyl-alkyl-cyclohexanes 97 - -
isoalkanes and isoprenoids 113, 183 X X
sesquiterpanes 123 - -
adamantanes 135, 136, 149, 163, 177, 191 - -
diamantanes 187, 188, 201, 215, 229 - -
tri-, tetra-, penta-cyclic terpanes 191 - -
25-norhopanes 177 - -
28,30-bisnorhopanes 163, 191 - -
steranes 217, 218 X X
5α(H)-steranes 149, 217, 218 - -
5β(H)-steranes 151, 217, 218 - -
diasteranes 217, 218, 259 X X
methyl-steranes 217, 218, 231, 232 X X
monoaromatic steranes 253 - -
triaromatic steranes 231 - -

Table E.1
Major Biomarker Distributions (Saturate Fraction)

Tentatively identified Biomarker MS fragment ions (m/z )

Sample Cmax ACL CPI OEP Pr/Ph Pr/n- C17 Ph/n- C18

CRD-1 n- C17 26.8 0.9 0.7 0.5 0.20 0.60
PRW-1 n- C17 29.3 0.9 0.7 0.6 0.26 0.63

Table E.2
Diagnostic Biomarker Ratios (Saturate Fraction)
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explained by the preferential loss of shorter-chain n-alkanes (e.g., n-C6 to n-C14) due to 

biodegradation or preferential separation during the on-site treatment process prior to 

storage. 

 

Figure E.1. Comparison of select ion chromatogram (m/z [mass/charge] = 57) for Eagle Ford Shale (a) 
crude oil and (b) produced water saturate fractions. GC/MS traces show the distribution of the homologous 
n-alkane series (n-C10 to n-C36). EFS crude oil is dominated by shorter (n-C11 to n-C24) carbon chains. EFS 
produced water shows bulk n-alkane distribution from n-C15 to n-C22. 

 

Diagnostic biomarker ratios matched reasonably well with crude oil (Table E.2). 

Produced water values for Cmax, CPI, and OEP were nearly identical to those observed in 

crude oil, but ACL, Pr/Ph, Pr/n-C17 and Ph/n-C18 values were elevated. The preferential 

separation or degradation of shorter-chain n-alkanes would account for trends observed in 

biomarker ratios. The Cmax value did not change as n-C17 remained the most abundant n-

alkane. CPI and OEP values were conserved because the ratios are computed with longer-

chain n-alkanes more resistant to degradation and separation. Increased ratios of Pr/n-C17 
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and Ph/n-C18 are diagnostic of crude oil biodegradation because loss of n-alkanes 

precedes the relatively resistant acyclic isoprenoids (Peters et al. 2005). Further evidence 

for biodegradation may be supported by polar and aromatic fraction analyses. Aromatic 

components are relatively resistant and expected to increase as a function of 

biodegradation. In contrast, less resistant polar (NSO) components decrease with 

biodegradation. 

 

Figure E.2. Comparison of select ion chromatogram (m/z = 113) for Eagle Ford Shale (a) crude oil and (b) 
produced water saturate fractions. GC/MS traces show the distribution of isoalkanes and acyclic 
isoprenoids. Peaks for acyclic isoprenoids Pr and Ph are conspicuous. 

 

Low CPI and Cmax (= n-C17) values indicate that organic matter is predominately 

derived from algae, without input from higher plants (Eglinton and Eglinton 2008). The 

n-alkane ACL is the weight-averaged number of carbon atoms of higher plants and used 

to differentiate organic sources (Jeng 2006). The low ACL value (= 26.8) for CRD-1 
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indicates a lack of terrestrial organic-matter inputs. Acyclic isoprenoid compounds Pr and 

Ph were observed at high relative abundances and low ratio (Pr/Ph = 0.5). Low Pr/Ph 

ratios indicate organic matter deposition in a reducing paleoenvironment. Comparison 

between acyclic isoprenoids and n-alkanes (Pr/n-C17 and Ph/n-C18) can indicate 

paleoredox conditions, organic matter maturity/source, and biodegradation (Peters et al. 

2005). Pr/n-C17 (= 0.2) and Ph/n-C18 (= 0.6) values for EFS crude correspond to mature 

algal-sourced organic matter deposited in a marine reducing environment. 
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Summary 

Organic substances in Eagle Ford Shale crude oil and produced water were fractionated 

(saturate, aromatic, polar) and saturate fractions were analyzed using GC/MS. Mass 

spectral data were used to identify biomarkers and determine diagnostic ratios. Crude oil 

saturate fractions are primarily composed of these compounds n-alkane series (n-C10 to n-

C36) and acyclic isoprenoids Pr and Ph. Diagnostic biomarker ratios indicate the crude oil 

CRD-1 PRD-1
Decane n- C10 2.95 -
Undecane n- C11 4.09 4.03
Dodecane n- C12 5.8 5.7
Tridecane n- C13 8.25 8.06
Tetradecane n- C14 11.2 11.06
Pentadecane n- C15 14.57 14.44
Hexadecane n- C16 18.07 17.95
Heptadecane n- C17 21.61 21.5
2,6,10,14-Tetramethylpentadecane Pr 21.67 21.53
Octadecane n- C18 25.05 24.95
2,6,10,14-Tetramethylhexadecane Ph 25.24 25.11
Nonadecane n- C19 28.4 28.29
Icosane n- C20 31.61 31.52
Heneicosane n- C21 34.7 34.6
Docosane n- C22 37.65 37.57
Tricosane n- C23 40.49 40.4
Tetracosane n- C24 43.22 43.14
Pentacosane n- C25 45.83 45.77
Hexacosane n- C26 48.36 48.29
Heptacosane n- C27 50.78 50.74
Octacosane n- C28 53.12 53.1
Nonacosane n- C29 55.39 55.38
Triacontane n- C30 57.59 57.58
Hentriacontane n- C31 59.73 59.72
Dotriacontane n- C32 61.81 61.81
Tritriacontane n- C33 63.83 63.83
Tetratriacontane n- C34 65.79 65.8
Pentratriacontane n- C35 67.71 67.72
Hexatriacontane n- C36 69.59 69.58

Retention Time (min)
Hydrocarbon Compound Carbon Number

Saturate Fraction Data
Table E.3
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was generated from a mature source rock containing algal-sourced organic matter 

deposited in a marine reducing environment. Analysis of the produced-water saturate 

fraction shows similar organic compounds to those observed in the crude-oil saturate 

fraction. However, there was a decrease in the abundance of shorter-chain n-alkane 

compounds in the produced water compared to the crude oil. Diagnostic biomarker ratios 

indicate differences in abundance n-alkane compounds may be explained by 

biodegradation. The preliminary results of this study indicate that there is the potential to 

develop a site-specific geochemical fingerprint for certain hydrocarbon compounds 

sourced from the Eagle Ford Shale. 
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