
ABSTRACT

Gravitational Waves in Einstein-aether Theory

Xiang Zhao, Ph.D.

Advisor: Anzhong Wang, Ph.D.

We study gravitational waves produced by N-body systems in Einstein-aether

theory. In particular, we calculate the gravitational waveforms, polarizations, re-

sponse functions of the detectors and the radiation power by using the post-Newtonian

approximations to the lowest order. Applying the general formulas to three different

triple systems with periodic orbits, we find that the scalar mode and the longitudinal

mode (hb and hL) are all suppressed by a factor of c14 < O(10−5) with respect to the

transverse-traceless modes (h+ and h×), while the vector modes (hX and hY ) are sup-

pressed by a factor of c13 < O(10−15). We also find that gravitational waves depend

sensitively on the configurations of the triple systems, their orientations with respect

to the detectors, and the binding energies of the three compact bodies. The result

for the first relativistic triple system, PSR J0337+1715, shows that the quadrupole

emissions in different theories of gravity have almost the same amplitude, but the

dipole emission can be as big as the quadrupole emission in Einstein-aether theory.

This provides a very promising window to obtain severe constraints on Einstein-aether

theory by multi-band gravitational wave astronomy.
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CHAPTER ONE

Introduction to Einstein-aether Theory

1.1 Beyond General Relativity

Theoretical physicists are not satisfied by their current theoretical toolbox. In

fact, the Standard Model of Particle Interactions (SM) and Classical General Rela-

tivity (GR) are extremely powerful tools and are correctly listed among the most im-

pressive achievements of mankind. But these theories are insufficient to answer many

pressing questions. Our cosmology makes sense in our current theoretical framework,

at the cost of a very absurd choice of matter-energy content. We actually understand

only 4% of it. What is worse is that GR has failed to give predictions in many in-

teresting and relevant situations. Indeed, many solutions of Einstein’s equations are

singular in some regions, such as the very beginning of the Universe and the interior

of black holes. Last but not least, when applying the well-understood quantum field

theories to GR to obtain a theory of quantum gravity (QG), we have been facing a

tremendous resistance: GR is not perturbatively renormalizable [1].

In order to address some of the unsolved physics problems that GR has brought

to the forefront, physicists are trying to modify Einstein’s beautiful theory of gravity

(GR). These problems will eventually be solved, because a modified gravity theory

can better describe nature. In some well-studied scenarios (such as the Solar System

or binary pulsars), a modified gravity theory can be simplified to Einstein’s theory,

but in other scenarios (for example, on a large scale, in the early Universe or near

black holes) we can make important modifications to Einstein’s theory. For example,
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the late-time acceleration of the Universe, instead of being described by a cosmolog-

ical constant, may perhaps be explained by an additional tensor field that interacts

with the gravitational field, as in bi-gravity theories [2, 3]. Another example is the

Hořava–Lifshitz (HL) gravity [4] , which achieves power-counting renormalizability

by modifying the graviton propagator in the ultraviolet. The action includes terms

containing only higher order spatial derivatives of the metric, but not higher order

time derivatives, so as to preserve unitarity. This procedure naturally leads to a

space-time foliation into spacelike surfaces, labeled by the T coordinate.

The third example is the Einstein-aether theory (ae-theory) [5, 6], which vi-

olates Lorentz invariance in the gravitational sector without abandoning the frame-

work of GR. Lorentz invariance is considered to be a fundamental symmetry of mod-

ern physical theories. Indeed, there are severe observational constraints on Lorentz-

violating effects in the matter sector [7]. However constraints of such violations in

the gravitational sector are much weaker than those in the matter sector.

One possible reason is that some mechanism suppresses the percolation of

Lorentz-violating effects from the gravitational sector to the matter sector [8]. Of

course, this is done at the price of large Lorentz-violating effects in the gravitational

sector. Therefore, it is interesting to test Lorentz symmetry in the gravitational sector

further.

Apart from providing a test bed for constraining Lorentz violations in the grav-

itational sector, ae-theory is an interesting theoretical laboratory to explore preferred

frame effects. Ae-theory breaks the Lorentz symmetry by introducing a preferred

time direction at each point in spacetime via a timelike unit vector uα. Like the

metric, the unit vector cannot vanish anywhere, so it breaks local Lorentz symmetry
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down to a rotation subgroup. It defines a congruence of timelike curves filling all of

spacetime, like an omnipresent fluid, and so has been dubbed the “aether”.

In fact, it was shown in [9] that the ae-theory is equivalent to the the infrared

limit of HL gravity if the aether is assumed to be hypersurface orthogonal. More

precisely, hypersurface orthogonality can be imposed through the local condition

uµ =
∂µT√

gαβ∂αT∂βT
, (1.1)

where T is a scalar field that defines a foliation. It should be obvious that given the

relation in the infrared between hypersuface orthogonal ae-theory and HL gravity,

the experimental constraints on ae-theory can in principle be related to constraints

for the latter theory.

Recently, the well-posedness of the initial value (Cauchy) problem of vacuum

ae-theory has been confirmed [10]. In GR, the Cauchy problem can be put in a

“well-posed” form, i.e. such that for given initial data there exists a unique time

evolution which depends continuously on the initial data [11] . Very few results for

the well-posedness of the Cauchy problem exist beyond GR, with the exception of

scalar tensor theories of the Fierz-Jordan-Brans-Dicke type [12–14].

Experiments and observations are the foolproof method to test the modified

gravity alternatives that have been postulated to address these unsolved problems.

Many of these modified theories can be straightforwardly ruled out with current

Solar System [15], binary pulsar [16] and cosmological observations. But even after

imposing the requirement that modified theories must pass all current experimental

tests, there still remains a large group that is only weakly constrained today. One

must then rely on new observations coming from spacetime that is strongly curved
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and highly dynamical. For instance, gravitational wave (GW) observations of the

coalescence of binary compact objects, like black holes and neutron stars. A binary

system experiences three phases during its lifetime: inspiral, merger, and ringdown.

Hence there are usually three parts in a GW signal corresponding to the three phases,

and each part exhibits different characteristics. GW tests are quite different from

other tests of gravity that have been carried out to date. GWs are unique probes of

the extreme gravity regime, being sensitive both to the propagation and the generation

of these waves. Moreover, GWs are weakly interacting. They travel to detectors on

Earth without being affected by intervening matter.

The era of GW physics has begun, beginning with the observation of gravi-

tational waves by Laser Interferometer Gravitational-Wave Observatory (LIGO) and

Virgo collaborations [17–22]. These observations have already confirmed that indeed

GWs exist, but the era of precision experimental relativity with GWs is only begin-

ning. In the next few years, the LIGO/Virgo collaboration will continue to make

detections at an increasing rate with larger and larger signal-to-noise ratios. In the

near future new detectors (such as The Kamioka Gravitational Wave Detector (KA-

GRA) in Japan and LIGO-India in India) will join the network, which will allow for

precise probes of the polarization content of GWs. And in the early 2030s, Laser In-

terferometer Space Antenna (LISA) will be launched [23]. The LIGO/Virgo detectors

are sensitive to GWs with frequencies between 20 and 2000 Hz, since at frequencies

lower than 20 Hz they are limited by the Newtonian ground noise. The LISA detector

will be sensitive to GWs with frequencies between 10−5 and 1 Hz. As a consequence,

the early inspiral phase of binaries for several years prior to their coalescence may

also be detectable by space-based LISA. This extended frequency band will enable the
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discovery of different evolutionary stages of the same system. Massive systems will

be observed by ground-based detectors with high signal-to-noise ratios, after being

tracked for years by space-based detectors in their early inspiral phase. In particu-

lar, joint observations from LIGO/Virgo and space-based detectors can potentially

improve current constraints by more than six orders of magnitude, which will impose

severe constraints on various theories of gravity [24].

Besides the coalescence of binary compact objects, the triple system also emits

strong gravitational waves. Gravitationally bound hierarchies containing three or

more components are very common in our Universe [25]. Roughly speaking, about

13% of low-mass stellar systems contains three or more stars [26], and 96% of low-

mass binaries with periods shorter than three days are part of a larger hierarchy [27].

The simplest example is the triple system of our Sun, Earth and Moon. In fact,

any star in the vicinity of a supermassive black hole binary naturally forms a triple

system.

A triple system is an ideal place to test strong gravity effects. For example,

after the 6-year observation of a relativistic triple system, PRS J0337 + 1715, it has

been found that the accelerations of the pulsar and its nearby white-dwarf companion

differ fractionally by no more than 2.6 × 10−6 [28], which provides the most severe

constraint on the violation of the strong equivalence principle.

During my Ph.D., my collaborators and I did a lot of work on modified grav-

ity theories. We obtained gravitational waveforms and angular momentum loss for

eccentric compact binary systems in screened modified gravity [29,30]. We also found

new constraints of general screened modified gravity from comprehensive analysis of
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binary pulsars [31]. We proved that there are no static regular black holes in Einstein-

complex-scalar-Gauss-Bonnet gravity [32]. However in this dissertation, I will focus

on the topic of the gravitational waves in ae-theory, which is based on a series of my

recent publications [33–36].

1.2 Einstein-aether Theory’s Action

Greek letters α, β, µ... are reserved for tensor indices, which run from 0 to 3.

English letters i, j, k, ... run from 1 to 3. The metric convention used is (−,+,+,+).

Repeated indices i, j, k, ... are summed over 1 to 3 regardless of their vertical positions.

The speed of light in vacuum is set to 1.

In ae-theory, the fundamental fields of the gravitational sector are gαβ, uα and

λ. The general action of the theory is given by [37–39]

S = Sæ + Sm, (1.2)

where Sm denotes the matter action, and Sæ is the gravitational action of the theory,

Sæ =

∫
d4x

1

16πG

√
−g
[
R−Kαβ

µν∇αu
µ∇βu

ν + λ(uαuβgαβ + 1)
]
, (1.3)

Kαβ
µν = c1g

αβgµν + c2δ
α
µδ

β
ν + c3δ

α
ν δ

β
µ − c4u

αuβgµν . (1.4)

It is convenient to define the following combinations of of coupling constants,

c14 = c1 + c4,

c± = c1 ± c3,

c123 = c1 + c2 + c3.

(1.5)

The combination of the GW event GW170817 [40], observed by the LIGO/Virgo

collaboration, and the event of the gamma-ray burst GRB 170817A [41] provides

a remarkably stringent constraint on the speed of the spin-2 gravitational wave,
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−3× 10−15 < cT − 1 < 7× 10−16, which implies that

|c13| < 10−15. (1.6)

Requiring that the theory: (a) be self-consistent, such as free of ghosts and in-

stability; and (b) satisfy all the observational constraints obtained so far, it was found

that the parameter space of the theory is considerably restricted [42]. In particular,

c14 and c2 are restricted to

0 . c14 . 2.5× 10−5, (1.7)

c14 . c2 . 0.095. (1.8)

The constraints on other parameters depend on the values of c14. By dividing

the above range (1.7) into three intervals: (i) 0 . c14 ≤ 2 × 10−7; (ii) 2 × 10−7 <

c14 . 2 × 10−6; and (iii) 2 × 10−6 . c14 . 2.5 × 10−5, in the first and last intervals,

one finds

(i) 0 . c14 ≤ 2× 10−7,

c14 . c2 . 0.095, (1.9)

(iii) 2× 10−6 . c14 . 2.5× 10−5,

0 . c2 − c14 . 2× 10−7. (1.10)

In the intermediate regime (ii) 2×10−7 < c14 . 2×10−6, in addition to the constraints

given by equations (1.7) and (1.8), the following constraints must be also satisfied,

−10−7 ≤ c14 (c14 + 2c2c14 − c2)

c2 (2− c14)
≤ 10−7. (1.11)

Note that in writing equation(1.11), c13 is set to 0, for which the errors are of the

order O (c13) ' 10−15, which can be safely neglected for the current and forthcoming

experiments.
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When it comes to strong fields in the vicinity of the compact bodies, such as

neutron stars and black holes, the strong field effects will be handled via an effective

approach in which the compact bodies are treated as point particles whose action

contains nonstandard couplings that depend on the velocity of the particles in the

preferred frame where aether is at rest. Hence the matter action is given by the action

of N-particle sources with a modification that the compact body’s gravitational mass

will be a function of γA. γA describes the compact body’s motion relative to the

aether.

Sm = −
∑
A

∫
dτAm̃A(γA), (1.12)

γA = −uαvαA, (1.13)

where vβA is the four velocity of a source particle relative to the aether 1

vβA =
dxβA
dτA

. (1.14)

In general, because of the effective coupling between the aether field and matter

in the strong field regime, a compact object’s structure, its binding energy and its

gravitational mass will be a function of the motion relative to the aether, γA.

This matter action can be thought of as a Taylor expansion of the standard

world line action, but with a mass that is a function of γA. If the particle is comoving

with the local aether, γA = 1, so m̃A(γA) is expanded about 1,

m̃A(γA) = m̃A

(
1 + σA(uαv

α
A + 1) +

σ′A
2

(uαv
α
A + 1)2 + . . .

)
, (1.15)

σA = − 1

m̃A

dm̃A

dγA

∣∣∣∣
γA=1

, (1.16)

1 x0A(t) = t, v0A = dt/dτA
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σ′A =
1

m̃A

d2m̃A

dγ2
A

∣∣∣∣
γA=1

, (1.17)

where σA and σ′A are called sensitivities. Sensitivities can be determined by matching

this approach to the perfect fluid approach [39]. It will be convenient to introduce

the parameter

sA =
σA

1 + σA
.

It is found in [37, 39] that the form of the sensitivity at lowest order in the compact

body’s field strength is given by

sA = (α1 −
2

3
α2)

ΩA

mA

+O
(
GNmA

dA

)
. (1.18)

where ΩA is the gravitational binding energy (ΩA/mA ∼ GNmA/dA) , mA = m̃A(1 +

σA) is the active gravitational mass and dA is the characteristic size of the body A.

These quantities measure how much the binding energy of an isolated star changes

with its motion relative to the preferred frame (i.e. relative to the aether).

In order to couple the matter source to the field, it is useful to re-express Sm

as an integral over all of spacetime using a δ function representation of the form [43]

Sm = −
∫
d4x

∑
A

∫
dτAδ

4(x− xA(τA))m̃A (gµν(x), uµ(x), xµA(τA)) . (1.19)

Introducing an arbitrary parameter p to describe the particle’s path, after changing

the integration variable τA → p

Sm = −
∫
d4x

∑
A

∫
dp
dτA
dp

δ4(x− xA(p))m̃A (gµν(x), uµ(x), xµA(p))

= −
∫
d4x

∑
A

∫
dp

(
−gµν(x)

dxµA(p)

dp

dxνA(p)

dp

)1/2

× δ4(x− xA(p))m̃A (gµν(x), uµ(x), xµA(p)) ,

(1.20)
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We define two Lagrangian densities

Sæ =

∫
d4xLæ, (1.21)

Sm =

∫
d4xLm. (1.22)

1.3 Einstein Equations

Let us first consider a variation of gαβ, the least action principle states

δS =

∫
d4x (δLæ + δLm) =

∫
d4x

(
δLæ

δgαβ
+
δLm
δgαβ

)
δgαβ = 0. (1.23)

That is (
δLæ

δgαβ
+
δLm
δgαβ

)
= 0. (1.24)

We calculate the variational derivative using Mathematica and xAct 2

δLæ

δgαβ
=
−1

16πG

√
−g(Gαβ − Sαβ), (1.25)

where Gαβ is the Einstein tensor, Sαβ is

Sαβ =∇µ(Jµ(αuβ) + J(αβ)u
µ − J µ

(α uβ))

+ c1(∇αuµ∇βu
µ −∇µuα∇µuβ) + c4(uµ∇µuα)(uν∇νuβ)

+ λuαuβ −
1

2
gαβ(Jµν∇µu

ν),

(1.26)

Jα µ = Kαβ
µν∇βu

ν . (1.27)

On the other hand

δLm =
dLm (gαβ + εδgαβ)

dε

∣∣∣∣
ε=0

. (1.28)

δLm
δgαβ

=

√
−g
2

Tαβ, (1.29)

2 Variation.nb
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where the energy-momentum tensor Tαβ is

Tαβ =
∑
A

m̃A
δ3(~x− ~xA(t))

v0
A

√
−g

[
A1v

α
Av

β
A + 2A2u

(αv
β)
A

]
, (1.30)

A1 = 1 + σA(uµv
µ
A + 1) +

σ′A
2

(uµv
µ
A + 1)2, (1.31)

A2 = −σA − σ′A(uµv
µ
A + 1). (1.32)

Combining equation (1.24), (1.25) and (1.29), the modified Einstein equation

in ae-theory is

Gαβ − Sαβ = 8πGTαβ. (1.33)

1.4 Aether Equations

Let us consider a variation of uα, the least action principle states

δS =

∫
d4x (δLæ + δLm) =

∫
d4x

(
δLæ

δuα
+
δLm
δuα

)
δuα = 0. (1.34)

That is (
δLæ

δuα
+
δLm
δuα

)
= 0. (1.35)

We calculate the following variational derivatives

δLæ

δuα
=

√
−g

8πG
Æα, (1.36)

δLm
δuα

= −
√
−gTα, (1.37)

where

Æα = ∇βJ
β
α + c4(uµ∇µuβ)∇αu

β + λuα, (1.38)

Tα = −
∑
A

m̃A
δ3(~x− ~xA(t))

v0
A

√
−g

A2(vA)α. (1.39)
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In a word, we have aether equation

Æα = 8πGTα. (1.40)

In addition, a variation of λ leads to

uαu
α + 1 = 0. (1.41)

This equation actually constraints or eliminates λ if we make use of equation (1.40)

λ = uα∇βJ
β
α + c4(uµ∇µuβ)(uα∇αu

β)− 8πGuαTα. (1.42)

1.5 Covariant Equations of Motion for a Single Particle

Let us consider a variation of xαA, the least action principle gives

∇βT
αβ
A −∇β(TαAu

β)− T βA∇
αuβ = 0, (1.43)

where TαβA and TαA are the one-particle summands in equation (1.30) and (1.39). This

is the exact equation of motion for compact particles in ae-theory. By inserting post-

Newtonian expansions of fields to it, the post-Newtonian orbit of the compact bodies

can be obtained.
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CHAPTER TWO

Gravitational Waves in the Inspiral Phase

2.1 Linearized Field Equations

Now let us expand the exact field equations about a Minkowski spacetime and

a purely timelike aether field,

hαβ = gαβ − ηαβ, ωα = uα − δα0 , (2.1)

where we assume hαβ and ωα are small quantities of the same order, hαβ ∼ ωα ∼ ε,

and we have implicitly chosen the reference frame in which this separation holds.

Because the action allows SO(3) symmetry, we can further decompose hαβ and ωα

into irreducible transverse (divergence-free) and longitudinal (curl-free) pieces [44],

h00, h0i = γi + γ,i, hij = φij +
1

2
Pij[f ] + 2φ(i.j) + φ,ij,

Pij[f ] = δijf,kk − f,ij, (2.2)

ω0, ωi = νi + ν ,i. (2.3)

We will refer φij as tensor filed, φi, γi and νi as vector filed, h00, γ, f , φ, ω0 and ν as

scalar field under a 3D rotation. With the following constraints, the same number of

degrees of freedom is ensured,

φij,j = 0, φii = 0, γi,i = 0, φi,i = 0, νi,i = 0. (2.4)

Inserting equations (2.1)-(2.3) into equations (1.33), (1.40) and (1.41), and keeping

terms to the first order in hαβ and ωα, we get

Ḡαβ − S̄αβ = 8πG(Tαβ + tαβ), (2.5)
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the aether equation reduces to

Ǣα = 8πG(Tα + tα), (2.6)

ω0 =
1

2
h00, (2.7)

where the overbar denotes the portion of the tensor linear in hαβ and ωα, while tαβ

and tα are the nonlinear portion of the equation. Tαβ and Tα start from the first

order, Tαβ ∼ Tα ∼ ε. Using Mathematica and xAct 1, it is not difficult to obtain the

linearized field equations. They are given by

Ḡ00 = −1

2
∆F, (2.8)

where F = f,ii = ∆f ,

Ḡ0i = −1

2
∆(γi − φ̇i)−

1

2
Ḟ,i, (2.9)

Ḡij = −1

2
[∆φij − φ̈ij] + [φ̈(i,j) − γ̇(i,j)]

+
1

4
Pij[∆f − f̈ − 2h00 − 2φ̈+ 4γ̇]− 1

2
f̈,ij, (2.10)

S̄00 = c14∆(ν̇ + γ̇ − 1

2
h00)− 8πGT0, (2.11)

and the (0, i) component is

S̄0i = c14(ν̈i + γ̈i)−
c−
2

∆(νi + γi) + c14(ν̈ + γ̈ − 1

2
ḣ00),i, (2.12)

S̄ij =
c+

2
φ̈ij + c+(ν̇(i,j) + φ̈(i,j)) +

1

2
Pij

[
c2(2ν̇ + φ̈+ f̈) +

c+

2
f̈
]

(2.13)

+
1

2

[
c123(φ̈+ 2ν̇) + c2f̈

]
,ij
, (2.14)

Ǣ0 = 8πGT0, (2.15)

1 Linearized.nb
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the i component of aether equation is

Ǣi =
1

2

[
c14ḣ00,i + c+∆φ̇i + c2∆ḟ,i + c123∆φ̇,i

−2c14(γ̈i + ν̈i)− 2c14(γ̈ + ν̈),i + c−∆γi + 2c1∆νi + 2c123∆ν,i] ,

(2.16)

where the T0 term representing matter sector comes from λ in equation (1.42).

It is convenient to combine equation (2.5) and (2.6),

Ḡαβ − S̄αβ − Ǣαδ
0
β = 8πGταβ, (2.17)

where we define the new source as

ταβ = Tαβ − Tαδ0
β + tαβ − tαδ0

β, (2.18)

where the precise form of nolinear temrs tab and ta will not be needed [38]. Now we

decompose the new source ταβ as before,

τ00, τ0i = τT0i + τL0i, τi0 = τTi0 + τLi0, τij = τTTij + τTij + τLij , (2.19)

where T indicates the transverse part of a field, L indicates the logitudinal part of a

field and TT indicates transverse-traceless part of a field.

It can be verified that the linear portions of equation (2.17) satisfy a conser-

vation law,

(
Ḡαβ − S̄αβ − Ǣαδ

0
β

),β
= 0, (2.20)

hence the right side of equation (2.17)

τ ,β
αβ = −τα0,0 + ταi,i = 0. (2.21)

Note that the non-symmetric ταβ satisfies the conservation law with respect to the

right-index only.
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Equivalently, using ηαβ to raise the indices, we get

ταβ = Tαβ − Tαηβ0, (2.22)

ταβ,β = τα0
,0 + ταi,i = 0. (2.23)

Integrating this equation

0 =

∫
d3x

(
τα0

,0 + ταi,i
)

=

∫
d3xτα0

,0 +

∫
dSiτ

αi,

where the surface term is dropped, hence

0 =
∂

∂t

∫
d3xτα0. (2.24)

The corresponding conserved total energy E is defined as

E =

∫
d3xτ 00 =

∫
d3x(T 00 + T 0). (2.25)

To lowest post-Newtonian (PN) order,

v0
A =

dt

dτA
= 1,

√
−g = 1, A1 = 1, A2 = 0, (2.26)

T 00 =
∑
A

m̃Aδ
3(~x− ~xA), T 0 = 0. (2.27)

Therefore

E =
∑
A

m̃A =
∑
A

(1− sA)mA, (2.28)

where mA is the active gravitational mass of body A, which is defined through the

Newtonian order equations of motion [38].

The corresponding conserved momentum P i is defined as

P i =

∫
d3xτ i0 =

∫
d3x(T i0 + T i), (2.29)

and to lowest PN order,

T i0 =
∑
A

m̃Aδ
3(~x− ~xA)viA, T i = 0, (2.30)
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after the integration of δ function

P i =
∑
A

m̃Av
i
A =

∑
A

mAv
i
A, (2.31)

where the high order term sAmAv
i
A is dropped.

2.2 Wave Equations

Now we impose coordinate gauge conditions to simplify the linearized field

equations,

ν = γ = φi = 0. (2.32)

This gauge condition can be chosen because under the infinitesimal coordinate trans-

formations

t′ = t+ ξ0(x), x′i = xi + ξi(x) + ∂iξ(x), (2.33)

where ∂iξ
i(x) = 0. Following the derivations shown in Appendix A, the decomposed

hαβ and ωα transform as

h′00 = h00 + 2ξ̇0,

γ′i = γi − ξ̇i, γ′ = γ + ξ0 − ξ̇,

φ′ij = φij, φ′i = φi − ξi, f ′ = f, φ′ = φ− 2ξ,

ω′0 = ω0 + ξ̇0,

ν ′i = νi + ξ̇i, ν ′ = ν + ξ̇.

(2.34)

From above results, we can see that the coordinate gauge condition, equation (2.32),

can be satisfied by choosing

ξ0 = −γ − ν, ξ̇ = −ν, ξi = φi. (2.35)

Thanks to the decomposition we use in equation (2.2) and (2.3), we can deal with

the tensor field, vector field, and scalar field separately.
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2.2.1 Tensor Field

The transverse-traceless part of the i, j component of equation (2.17) gives the

wave equation of a tensor field, (L.H.S retains φij terms, R.H.S. retains τTTij )

− 1

c2
T

φ̈ij + ∆φij = −16πGτTTij , (2.36)

c2
T =

1

1− c+

, (2.37)

where φij is already a transverse-traceless field by definition.

2.2.2 Vector Field

The transverse part of the i, 0 component of equation (2.17) gives (L.H.S.

retains νi, γi terms, R.H.S. retains τTi0)

−1

2
∆(c+ν

i + γi) = 8πGτTi0. (2.38)

The transverse part of the 0, i component of equation (2.17) gives (L.H.S. retains νi,

γi terms, R.H.S. retains τT0i)

−c14(ν̈i + γ̈i) +
1

2
∆(c−νi + (c− − 1)γi) = 8πGτT0i. (2.39)

Ignoring the nonlinear terms, we have

τ0i = τi0 + Ti. (2.40)

Equation (2.39) can be written as

−c14(ν̈i + γ̈i) +
1

2
∆(c−νi + (c− − 1)γi) = 8πG(τi0 + Ti)

T . (2.41)

[equation (2.38) + (c+ − 1)× equation (2.41)] gives the wave equation of vector field,

− 1

c2
V

(ν̈i + γ̈i) + ∆(νi + γi) = − 16πG

2c1 − c+c−
(c+τi0 + (c+ − 1)Ti)

T , (2.42)

c2
V =

2c1 − c+c−
2(1− c+)c14

. (2.43)
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2.2.3 Scalar Field

The trace of the i, j component of equation (2.17) gives

(2 + 3c2 + c+)∆(f̈ + φ̈) + 2∆h00 −∆F = −16πGτii. (2.44)

The transverse part of the i, j component of equation (2.17) gives (L.H.S. retains the

terms with Pij[∗], R.H.S. retains τTij )

−1

4
Pij[(1 + 2c2 + c+)f̈ + (2 + 2c2)φ̈+ 2h00 − F ] = 8πGτTij . (2.45)

The trace of the above is

(1 + 2c2 + c+)F̈ −∆(F − 2h00 − 2(1 + c2)φ̈) = −16πGτTii , (2.46)

where τTii ≡ tr(τTij ). The longitudinal part of the i, j component of equation (2.17)

gives (L.H.S. retains the all terms except Pij[∗], R.H.S. retains τLij)

−1

2

(
(1 + c2)f̈,ij + (c+ + c2)φ̈,ij

)
= 8πGτLij . (2.47)

The trace of the above is

(1 + c2)F̈ + c123∆φ̈ = −16πGτLii , (2.48)

where τLii ≡ tr(τLij). The 0, 0 component of equation (2.17) gives

∆F − c14∆h00 = −16πGτ00. (2.49)

The longitudinal part of the i, 0 component of equation (2.17) gives (L.H.S. retains

all terms except νi, γi terms, R.H.S. retains τLi0)

∆((1 + c2)ḟ + c123φ̇),i = −16πGτLi0. (2.50)[
equation (2.44)− 2+3c2+c+

c123
× equation (2.48) + 2

c14
× equation (2.49)

]
gives the wave

equation of scalar field,

− 1

c2
S

F̈ + ∆F = −16πGc14

2− c14

(τii −
2 + 3c2 + c+

c123

τLii +
2

c14

τ00), (2.51)
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c2
S =

(2− c14)c123

(2 + c+ + 3c2)(1− c+)c14

. (2.52)

There is another important wave equation of scalar fields. However it is not indepen-

dent of equation (2.51), (the derivation is given in Appendix B)

− 1

c2
S

f̈,ij + ∆f,ij = τ ′ij. (2.53)

2.3 Waves

We use Green’s function to the solve wave equations and the Poissonnian

equations above. Then we simplify the solution with a standard approxiamtion [45].

We denote field point as xi = xx̂i and the typical length scale of source as d. In the

region far away from the source (far zone), x � d, we only need the the portion of

the field ∼ O(1/x).

Wave equations of the form

− 1

s2
ψ̈ + ∆ψ = −16πτ, (2.54)

can be solved via retarded Green’s function (no incoming wave boundary condition)

ψ(t, ~x) = 4

∫
d3x′

τ(t− |~x− ~x′|/s, ~x′)
|~x− ~x′|

≈ 4

x

∞∑
m=0

1

m!sm
∂m

∂tm

∫
d3x′τ(t− x/s, ~x′)(x′ix̂i)m,

(2.55)

where we only keep to O(1/x).

Poissonnian equations of the form

∆ψ = −16πτ (2.56)

can be solved via Green’s function (1/|~x− ~x′|),

ψ(t, ~x) = 4

∫
d3x′

τ(t, ~x′)

|~x− ~x′|

≈ 4

x

∫
d3x′τ(t, ~x′),

(2.57)
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where we only keep to O(1/x). In addition, when using the equations (2.55) and

(2.57), we can first using the full τ to do integration
∫
d3x′(∗) and then take the

projection TT , T or L of the integral [37], e.g.∫
d3x′

τTTij
|~x− ~x′|

=

(∫
d3x′

τij
|~x− ~x′|

)TT
. (2.58)

Also, in the far zone, equation (4.2) to O(1/x) gives (Appendix C)

sψ,i = −ψ̇x̂i. (2.59)

Hence differentially transverse becomes equivalent to geometrically transverse to di-

rection of propagation, x̂i. For instance,

cTφij,i = −φ̇ijx̂i = 0.

Thus, we construct a transverse operator by only using x̂i [46]. The transverse oper-

ator is defined as

P̃ij = δij − x̂ix̂j, (2.60)

the transverse-traceless operator is defined as

Λijkl = P̃ikP̃jl −
1

2
P̃ijP̃kl. (2.61)

For any vector ψi or tensor ψij, we use T to denote the transverse portion and

TT to denote the transeverse-traceless portion, mathematically (ψi)
T = P̃ikψk and

ψTTij = Λijklψkl.

First, we solve the Poissonnian equation (3.7),

c+νi + γi =

(
4G

x

∫
d3x′τi0(t, ~x′)

)T
=

4G

x
θTi , (2.62)

where we define ∫
d3x′τi0(t, ~x′) ≡ θi. (2.63)
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From conservation law equation (2.21), we know θi is a constant vector. Equation

(2.62) gives

γi = −c+νi +
4G

x
θTi . (2.64)

Similarly, equation (2.50) gives

((1 + c2)ḟ + c123φ̇),i =

(
4G

x

∫
d3x′τi0(t, ~x′)

)L
=

4G

x
θLi , (2.65)

hence

φ̇,i = −1 + c2

c123

ḟ,i +
4G

x

θLi
c123

. (2.66)

Equation (2.49) gives

F − c14h00 =
4G

x

∫
d3x′τ00(t, ~x′) =

4G

x
θ, (2.67)

where ∫
d3x′τ00(t, ~x′) ≡ θ. (2.68)

From conservation law equation (2.21), we know θ is a constant. Equation (2.67)

gives

h00 =
F

c14

− 4G

x

θ

c14

. (2.69)

Second, we solve wave equation (2.36),

φij(t, ~x) =

(
4G

x

∫
d3x′τij(t− x/cT , ~x′)

)TT
=

(
2G

x
Ïij(t− x/cT )

)TT
.

(2.70)

We refer to Appendix D for details. We have defined the following in Appendix D

Iij(t) ≡
∑
A

mAx
i
A(t)xjA(t), Qij ≡ Iij −

1

3
δijIkk. (2.71)
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It is not difficult to verify that ITTij = QTT
ij , the interested reader may refer to page

110 Note 15 in [46]. Thus, the tensor wave φij can be written as

φij =
2G

x
Q̈TT
ij , (2.72)

where the R.H.S. is evaluated at t− x/cT .

Third, we solve wave equation (2.42), (refer to Appendix E for the details)

νi = −2G

x

1

2c1 − c+c−

(
x̂k

cV

(
c+

1− c+

Q̈ik + Q̈ik + Vik
)
− 2Σi

)T
+

4G

x

c+ − 2c1 + c+c−
(1− c+)(2c1 − c+c−)

θTi ,

(2.73)

where the R.H.S. is evaluated at t− x/cV , and

Iik ≡
∑
A

m̃AσA(xiAx
k
A), Qik ≡ Iik −

1

3
δikIjj,

Vik ≡ 2
∑
A

m̃AσAv̇
[i
Ax

k]
A , Σi ≡ −

∑
A

m̃AσAv
i
A.

(2.74)

Fourth, we solve wave equation (2.51), (refer to Appendix E for the details)

F =
4G

x

c14

(2− c14)

[
3

2
(Z − 1)x̂ix̂jQ̈ij +

1

2
ZÏkk −

x̂ix̂j

c14c2
S

Ïij +
2

c14cS
x̂iΣi

]
+

4G

x

c14

(2− c14)

2

c14

(
θ − x̂i

cS
θi

)
,

(2.75)

where the R.H.S. is evaluated at t− x/cS, and

Z ≡ (α1 − 2α2)(1− c+)

3(2c+ − c14)
, α1 = −8(c2

3 + c1c4)

2c1 − c+c−
,

α2 =
α1

2
− (c1 + 2c3 − c4)(2c1 + 3c2 + c3 + c4)

(2− c14)c123

.

(2.76)

Fifth, we look at equation (2.53): it will give a useful relation in the far zone

(of course, outside the source too). From Appendix B the following equations are

used

τ ′ij =
c14

2− c14

[
−2 + 2c2

c123

Θ̇i,j +
2

c14

Θ,ij

]
, (2.77)

Θi(t, ~x) = 4G

∫
d3x′

τLi0(t, ~x′)

|~x− ~x′|
≈
(

4G

x

∫
d3x′τi0(t, ~x′)

)L
=

4G

x
θLi , (2.78)
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Θ(t, ~x) = 4G

∫
d3x′

τ00(t, ~x′)

|~x− ~x′|
≈ 4G

x

∫
d3x′τ00(t, ~x′) =

4G

x
θ. (2.79)

Since

∂

∂xi

(
1

x

)
= − x̂

i

x2
, (2.80)

to O(1/x),

τ ′ij = 0, (2.81)

hence

− 1

c2
S

f̈,ij + ∆f,ij = 0, (2.82)

or

f̈,ij = c2
SF,ij. (2.83)

2.4 Polarizations

In proper detector frame, the geodesic deviation equation is [46]

ζ̈i = −R0i0jζ
j =

1

2
P̈ijζj, (2.84)

where ζi is the spatial part of the deviation vector between two nearby trajectories

of test particles. Therefore we should compute Riemann tensor R0i0j in the proper

detector frame. However in linearized theory the Riemann tensor is invariant under

the coordinate transformations equation (2.33). Hence we can compute it in the frame
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we have chosen such that ν = γ = φi = 0. In linearized theory,

R0i0j =
1

2
(h0j,0i + h0i,0j + hij,00 − h00,ij)

= γ̇(i,j) −
1

2
φ̈,ij −

1

4
δij∆f̈ +

1

4
f̈,ij −

1

2
φ̈ij − ω0

,ij

= −c+ν̇(i,j) +
1 + c2

2c123

c2
SF,ij −

1

4
δijF̈ +

1

4
c2
SF,ij −

1

2
φ̈ij −

1

2c14

F,ij

= −1

2
φ̈ij − c+ν̇(i,j) +

(
1 + c2

2c123

c2
S +

1

4
c2
S −

1

2c14

)
F,ij −

1

4
δijF̈ ,

(2.85)

where, to obtain the third equality, we used the previous results in equations (2.64),

(2.66), (2.69), (2.83), (2.7) and only keep terms up to O(1/x).

In our case, from equation (2.59),

cTφij,k = −φ̇ijx̂k, cV νi,k = −ν̇ix̂k, cSF,k = −Ḟ x̂k. (2.86)

Then R0i0j can be written as

R0i0j = −1

2
φ̈ij +

c+

cV
ν̈(ix̂j) +

(
1 + c2

2c123

+
1

4
− 1

2c14c2
S

)
F̈ x̂ix̂j − 1

4
δijF̈ . (2.87)

Therefore,

Pij = φij + a1ν(ix̂j) + a2Fx̂
ix̂j +

1

2
δijF, (2.88)

where we define

a1 = −2c+

cV
, a2 =

(2 + 3c2 + c+)(c1 + 2c3 − c4)

2c123(c14 − 2)
. (2.89)

Note that the constant terms θi and θ in P will not affect R0i0j due to second derivative

with respect to time, so we will drop them from now on. Equation (2.88) agrees with

equation (4.51) in [47].

In order to calculate polarizations, we need to have a basis to decompose

Pij [48]. Given that x̂i is the direction of propagation(equivalently the direction of

the field point vector), we can construct a plane perpendicular to x̂i. Introducing a

new symbol eiZ = x̂i, the plane is determined by the unit vectors eiX and eiY , which
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satisfy ~eX ×~eY = ~eZ . The unit vector ~eZ points from the source to the detector (The

wave is traveling in the z-direction). Now it is time to set up the reference frame

explicitly. Since linearized theory has the Poincare symmetry [46], we can further

change to a frame in which it is easy to compute the source integral (summation for

discrete matter). We will use Cartesian coordinate system (t, x, y, z) to denote it. A

reference frame has two properties: motion of the origin and orientation of the axes.

We choose the reference frame so it is rest relative to the aether and the (x, y)-plane

coincides with the orbital plane of the source system, we call this aether frame. In

aether frame (t, x, y, z), the basis (eiZ , eiX , eiY ) can be parameterized by two angles ι

and ϕ as follows

eiZ = ( sinϑ cosϕ, sinϑ sinϕ, cosϑ ) ,

eiX = ( cosϑ cosϕ, cosϑ sinϕ, − sinϑ ) ,

eiY = ( − sinϕ, cosϕ, 0 ) .

(2.90)

There is a useful property

δij = eiXe
j
X + eiY e

j
Y + eiZe

j
Z . (2.91)

Then, with the basis (eiZ , eiX , eiY ), we can define six polarizations as

h+ ≡
1

2
(PXX − PY Y ) , h× ≡

1

2
(PXY + PY X) ,

hb ≡
1

2
(PXX + PY Y ) , hL ≡ PZZ ,

hX ≡
1

2
(PXZ + PZX) , hY ≡

1

2
(PY Z + PZY ) ,

(2.92)
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where PXY ≡ PijeiXe
j
Y , and so on. Inserting equation (2.88) into equation (2.92),

h+ =
1

2
φije

ij
+, h× =

1

2
φije

ij
×,

hb =
1

2
φije

i
Xe

j
X +

1

2
φije

i
Y e

j
Y +

1

2
F,

hL = φije
i
Ze

j
Z + a1νie

i
Z + (a2 +

1

2
)F,

hX = φije
i
Xe

j
Z +

1

2
a1νie

i
X ,

hY = φije
i
Y e

j
Z +

1

2
a1νie

i
Y ,

(2.93)

where eij+ ≡ eiXe
j
X − eiY e

j
Y , e

ij
× ≡ eiXe

j
Y + eiY e

j
X . The polarizations can be simplified

by using the transverse-traceless property of φij and transverse property of νi, (refer

to equations (2.4) and (2.91))

h+ =
1

2
φije

ij
+, h× =

1

2
φije

ij
×,

hb =
1

2
F, hL =

[
1− c14 − 2c+

c14(c+ − 1)c2
S

]
hb,

hX = −c+

cV
νie

i
X , hY = −c+

cV
νie

i
Y .

In Einstein-aether theory, there are three fields, φij, νi, and F , which have five degrees

of fredom. Hence only five polarizations are independent in Einstein-aether theory,

as you can see from the above equation. From the previous section (the θ and θi can

be dropped if only the derivatives of νi, and F will be used), we have to O(1/x)

φij =
2G

x
Q̈TT
ij

∣∣∣∣
t−x/cT

, (2.94)

νi = −2G

x

1

2c1 − c+c−

(
ejZ
cV

(
c+

1− c+

Q̈ij − Q̈ij − Vij
)

+ 2Σi

)T
∣∣∣∣∣∣
t−x/cV

, (2.95)

F =
4G

x

c14

(2− c14)

×

[
3

2
(Z − 1)eiZe

j
ZQ̈ij +

1

2
ZÏkk −

eiZe
j
Z

c14c2
S

Ïij −
2

c14cS
eiZΣi

]∣∣∣∣∣
t−x/cS

.

(2.96)

27



With equation (2.91), transverse operator can be rewritten as

P̃ij = eiXe
j
X + eiY e

j
Y , (2.97)

It is not difficult to verify that the transverse-traceless operator satisfies

Λijkle
ij
+ = ekl+ ,

Λijkle
ij
× = ekl× .

(2.98)

Finally, we express the GW polarizations for N-body (particle-like) system in

terms of source integrals (summations)

h+ =
G

x
Q̈ije

ij
+

∣∣∣∣
t−x/cT

, h× =
G

x
Q̈ije

ij
×

∣∣∣∣
t−x/cT

,

hb =
G

x

2c14

2− c14

[
3

2
(Z − 1)Q̈ije

i
Ze

j
Z +

1

2
ZÏkk −

eiZe
j
Z

c14c2
S

Ïij −
2

c14cS
Σie

i
Z

]∣∣∣∣∣
t−x/cS

,

hL =

[
1− c14 − 2c+

c14(c+ − 1)c2
S

]
hb,

hX =
G

x

2c+

cV (2c1 − c+c−)

[
ejZ
cV

(
c+

1− c+

Q̈ij − Q̈ij − Vij
)

+ 2Σi

]
eiX

∣∣∣∣∣
t−x/cV

,

hY =
G

x

2c+

cV (2c1 − c+c−)

[
ejZ
cV

(
c+

1− c+

Q̈ij − Q̈ij − Vij
)

+ 2Σi

]
eiY

∣∣∣∣∣
t−x/cV

,

(2.99)

where G = GN

(
1− c14

2

)
. The above expressions generalize the results in [47] to the

case where sensitivities of neutron stars are not zero. In order to calculate polariza-

tions, we need to know Σi, Vij, the second time derivatives of Iij, Qij, Iij and Qij for

a given orbit of the system. And we shall focus on triple systems.

2.5 Response Function

To study the GWs, an important quantity is the response function h(t), with

respect to a specific detector, which, for the sake of simplicity, is assumed to have

two orthogonal arms, such as aLIGO, aVIRGO or KAGRA.
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These detectors are laser interferometers, which detect phase difference be-

tween two arms. It can be shown that the phase difference ∆Φ is proportional to

response function h(t). Assume that the two arms of a detector are along the e1-

and e2-directions respectively. Then, we can construct another unit vector e3 that

forms an orthogonal basis together with (e1, e2), that is, ei · ej = δij. The choice of

this frame is independent of the one (eX , eY , eZ), just introduced in the last subsec-

tion. But, we can always rotate properly from one frame to get the other with three

independent angles, θ, φ and ψ 2, given by,

e1 = (cos θ cosφ cosψ − sinφ sinψ) eX

+ (cos θ cosφ sinψ + sinφ cosψ) eY

− sin θ cosφ eZ ,

e2 = (cos θ sinφ cosψ + cosφ sinψ) eX

+ (cos θ sinφ sinψ − cosφ cosψ) eY

− sin θ sinφ eZ ,

e3 = − sin θ cosψ eX − sin θ sinψ eY

− cos θ eZ . (2.100)

Then, the response function h(t) is defined as

h(t) ≡ 1

2

(
ei1e

j
1 − ei2e

j
2

)
P ij

= F+h+ + F×h× + Fbhb + FLhL + FXhX + FY hY . (2.101)

2 cf. Fig. 11.5 and equations (11.319a)-(11.319c) of [48]
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The coefficients F∗ only depend on the angular position of detectors, they are

F+ ≡ 1

2

(
1 + cos2 θ

)
cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ,

F× ≡
1

2

(
1 + cos2 θ

)
cos 2φ sin 2ψ + cos θ sin 2φ cos 2ψ,

Fb ≡ −1

2
sin2 θ cos 2φ,

FL ≡
1

2
sin2 θ cos 2φ,

FX ≡ − sin θ (cos θ cos 2φ cosψ − sin 2φ sinψ) ,

FY ≡ − sin θ (cos θ cos 2φ sinψ + sin 2φ cosψ) . (2.102)

Hence, its Fourier transformation takes the form

h̃(f) =
1

2π

∫
h(t)e−i2πftdt. (2.103)

We also adopt the discrete Fourier transform (DFT) for non-analytical wave-

forms. First, the time interval of signal h(t) is divided into N − 1 subintervals,

t = {t0, t1, ..., tN−1}, tm = m∆t, ∆t is the length of a subinterval. Then we have a

list of discrete values hm ≡ h(tm), and we get the DFT according to the following

formula

h̃n =
1

N

N−1∑
m=0

hme−i2πnm/N , (2.104)

where h̃n ≈ h̃(f), f = {f0, f1, ..., fN−1}, fn = n/(N∆t). In this paper, we shall use

the built-in function of software Mathematica to calculate DFT of waves.

2.6 Radiation Power

Ultimately, one is interested in calculating physical, observable quantities from

the GWs that can be measured at spatial infinity. One example is the rate of energy

transported by GWs away from any system per unit time, the so called energy loss

rate.
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Using the Noether current method described in [49], we find that the energy

loss rate is

Ė = − 1

16πG

〈∫
dΩx2

[
1

2cT
φ̇ijφ̇ij +

(2c1 − c+c−)(1− c+)

cV
ν̇iν̇i +

2− c14

4c14cS
Ḟ Ḟ

]〉
,

(2.105)

where the dot over the function stands for a time derivative, Ω is the solid angle, and

the angle brackets stand for an average over several periods of the GW, defined by

〈f(t)〉 ≡ 1

3T

∫ T

0

f(t)dt, (2.106)

with T is the period of the GW.

The power radiated by GWs is the negative energy loss rate

P = −Ė . (2.107)

The power can be further evaluated by substituting in the expressions for the fields

given by equations (2.94-2.96), and performing the angular integral [37],

P = G

〈
A1

5

...
Qij

...
Qij +

A2

5

...
Qij

...
Qij +

A3

5

...
Qij

...
Qij

+B1

...
I

...
I + B2

...
I

...
I + B3

...
I

...
I + CΣ̇iΣ̇i +DV̇ijV̇ij

〉
,

(2.108)

A1 ≡
1

cT
+

2c14c
2
+

(2c1 − c+c−)2cV
+

3c14(Z − 1)2

2(2− c14)cS
,

A2 ≡ − 2c+

(2c1 − c+c−)c3
V

− 2(Z − 1)

(2− c14)c3
S

,

A3 ≡
1

2c14c5
V

+
2

3c14(2− c14)c5
S

,

B1 ≡
c14Z

2

4(2− c14)cS
, B2 ≡ −

Z

3(2− c14)c3
S

, B3 ≡
1

9c14(2− c14)c5
S

,

C ≡ 4

3c14c3
V

+
4

3c14(2− c14)c3
S

, D ≡ 1

6c14c5
V

. (2.109)
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CHAPTER THREE

Gravitational Waves from Triple Systems

Consider a triple system with masses mA and positions xA(t), where A specifies

the three bodies, A = 1, 2, 3. Then, from equation (2.99) we can see that all polariza-

tion modes are functions of the type hN(x;xA(t)), where xA(t)’s are the trajectories of

the three bodies. So, once xA(t)’s are known, we can study the polarizations of GWs

emitted by this triple system. Similarly, we could easily obtain the power radiated

by GWs with equation (2.108) in Einstein-aether theory.

In the framework of Einstein-aether theory the analytical trajectories of a

triple system have not been studied, yet. So we shall use the Newtonian trajectories

of the triple systems 1, which have been intensively studied in the past three hundred

years, for which various periodic solutions have been found, see for example, [50] and

references therein. Some of these orbits have been used to study the GWs in the

framework of GR. In particular, in [51] it was shown that the quadrupole GWs of a

figure eight trajectory discovered by Moore in 1993 [52] is indistinguishable from that

of a binary system. In addition, Dmitrasinovic, Suvakov and Hodomal calculated the

quadrupole wave forms and the corresponding luminosity for the 13 + 11 periodic

orbits of three-body problems in Newtonian gravity [53], discovered, respectively,

in [54] and [55]. Among other things, they found that all of these 13 + 11 orbits

1 Corrections due to the aether effects are expected to be small, and should be consistent
with the lowest PN order approximations adopted in this paper.
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produce different waveforms and their luminosity (power) vary by up to 13 orders of

magnitude in the mean, and up to 20 orders for the peak values.

On the other hand, we could also use observational data to extract the orbit

of a real astronomical triple system. In fact, there are about 13% of low-mass stellar

systems containing three or more stars [57], and 96% of low-mass binaries with pe-

riods shorter than three days which are part of a larger hierarchy [58]. Recently, a

relativistic triple system was observed, PSR J0337 + 1715 (J0337) [59], which consists

of an inner binary and a third companion. The inner binary consists of a pulsar with

mass m1 = 1.44M⊙ and a white dwarf (WD) with mass m2 = 0.20M⊙ in a 1.6 day

orbit. The outer binary consists of the inner binary and a second dwarf with mass

m3 = 0.41M⊙ in a 327 day orbit. The two orbits are very circular with eccentricities

eI ' 6.9× 10−4 for the inner binary and eO ' 3.5× 10−2 for the outer orbit. The two

orbital planes are remarkably coplanar with an inclination . 0.01o [See Fig. 3.1].

In this chapter, we shall use weak field limit of sensitivities equation (1.18),

since the gravitational field is relatively weak for the systems are considered here.

3.1 Triple Systems with Periodic Orbits

In this section, we shall consider some of the periodical trajectories provided

in [56]. In the configurations provided in this site, the three bodies are assumed all

to have equal masses, m1 = m2 = m3 = m, and the units were chosen so that GN =

1, m = 1. Also, we set c1 = 4 × 10−5, c2 = 9 × 10−5, c3 = −c1, and c4 = −2 × 10−5,

a condition that will be adopted for the rest of this section. For such choices, the

coupling constants ci’s clearly satisfy the theoretical and observational constraints

of the æ-theory [42]. In addition, with these choices, we have c+ = 0, and then
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Figure 3.1: Orbit of the neutron star, inner white dwarf and the outer white dwarf
where the units are in light second (ls). This shows the trajectories observed in the
center-of-mass coordinate system for about 330 days starting from 01-04-2012 [65].
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from equation (2.99) we find that the vector polarizations hX and hY are identically

zero, So, in the rest of this section we only need to consider the h+, h×, hb and hL

polarizations.

Let us first consider the GWs of the Simo’s figure-eight trajectory [61], the

GWs in GR have been studied in [53]. In figure 3.2, the trajectory of the 3-body

problem is plotted out in the (x, y)-plane for many periods, in order to make sure

that our numerical codes converge well after a sufficiently long run.

Assuming that the detector is along the z-axis, we plot the polarization po-

larizations h+ and h× in figure 3.3. In this figure, we plot these polarizations given

in GR as well as in Einstein-aether theory. Precisely, the difference between waves of

ae-theory and those of GR is of the order of O (10−5). This can be seen clearly from

this figure, in which the lines are almost identical in both theories.

In Fig. 3.4 we plot the polarization polarizations hb and hL in æ-theory, which

all vanish in GR. Comparing results with those shown in figure 3.3 it can be seen that

the amplitudes of these polarizations are about five orders lower than h+ and h×.

In Figs. 3.5, 3.6 and 3.7, we plot the corresponding response function h(t), its

Fourier transform h̃(f) and the radiation power P (≡ −Ė) for the Simo’s figure-eight

3-body system. From Fig. 3.7 we can see that both of the dipole and monopole

contributions are suppressed.

While plotting figures 3.2-3.7, we assumed that the binding energies of the

three bodies are Ω1 = −0.1, Ω2 = −2.76 × 10−6 and Ω3 = −2.9 × 10−5 respectively.

In addition, the locations and orientations of the source and the detector are all

independent, which are parameterized by the five angles (ϑ, ϕ; θ, φ, ψ), defined in

equations (2.90) and (2.100). We chose (ϑ, ϕ; θ, φ, ψ) = (0, 0; 0, 0, 0).
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Next, we explore the effects of changes in these parameters. First, we will fix

binding energies and vary angles.

In Figs. 3.8-3.12 we plot the polarization functions hN , response function

h(t), its Fourier transform h̃(f) and the radiation power PA, PB and PC, respec-

tively, for (ϑ, ϕ; θ, φ, ψ) = (0.6, 5.2; 1.3, 1.2, 1.8), while still choosing (Ω1, Ω2, Ω3) =

(−0.1, −2.76 × 10−6, −2.9 × 10−5). Clearly, the corresponding mode functions, re-

sponse function and its Fourier transform are all different from the previous case.

However, the radiation power is the same and is independent of the choice of these

five angular parameters, as can be seen by comparing figures 3.7 and 3.12.

To study the effects of the binding energies of the three bodies on the wave

forms and energy losses, we consider the same case shown by Figs. 3.8 - 3.12 but now

with all three bodies having the same binding energy, Ω1 = Ω1 = Ω1 = −10−2. With

this choice, the dipole contribution to the radiated power is identically zero.

In Figs. 3.13 - 3.17 we plot the polarization functions hN , response function

h(t), its Fourier transform h̃(f) and the radiation power PA and PB, respectively, for

(ϑ, ϕ; θ, φ, ψ) = (0.6, 5.2; 1.3, 1.2, 1.8), and (Ω1, Ω2, Ω3) = (−10−2,−10−2,−10−2).

Clearly, the corresponding mode functions, response function, its Fourier transform

and radiation power are all different from the previous case. In particular, the dipole

contributions vanish now.

In Figs. 3.18-3.22, we plot, respectively, the trajectory of the Broucke R7 3-

body system provided in [56], the polarization polarizations hN , the response function

h(t), its Fourier transform h̃(f) and the radiation power P , for (Ω1, Ω2, Ω3) =

(−0.1, −2.76× 10−6, −2.9× 10−5) and (ϑ, ϕ; θ, φ, ψ) = (0.6, 5.2; 1.3, 1.2, 1.8).
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In Fig. 3.23 we plot the trajectory of the Broucke A16 3-body system provided

in [56], while in Fig. 3.24-3.27 we plot the corresponding physical quantities for the

same choice of the five angular parameters as selected in the case for the Broucke

R7 3-body system in both GR and æ-theory with (Ω1, Ω2, Ω3) = (−0.1, −2.76 ×

10−6, −2.9× 10−5) and (ϑ, ϕ; θ, φ, ψ) = (0.6, 5.2; 1.3, 1.2, 1.8).

From these figures we can clearly see that the GWs and radiation power not

only depend on the relative positions, orientations between the source and detector,

but also depend on the configurations of the orbits of the 3-body system. In addition,

they also depend on their binding energies of the three compact bodies.

3.2 The Relativistic Triple System (PSR J0337+1715)

In this section, we shall focus on the relativistic triple system PSR J0337+1715.

Specifically, we investigate this triple system in three different theories of gravity,

General Relativity (GR), Einstein-aether theory (æ-theory) and Brans-Dicke (BD)

gravity, by using the post-Newtonian approximations to their lowest order. We shall

pay particular attention to the differences predicted by these theories. Although nei-

ther the current generation of detectors nor the next one can detect the GWs emitted

by this system 2, it serves well as a realistic example to show clearly the different

predictions from each of these theories. In particular, we shall study gravitational

waveforms, their polarizations, Discrete Fourier transform (DFT) of polarizations as

well as the radiation power. Among the modified theories of gravity, æ-theory locally

breaks the Lorentz symmetry by introducing a globally time-like unit vector field (the

2 The frequency of the GWs emitted by this system is about 10−8 Hz. With this frequency,
only the pulsar timing array (PTA), such as IPTA and SKA, can detect such GWs. The amplitudes
of these GWs are far below the sensitivities of these detectors.
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aether) [62], while in BD gravity the gravitational interaction is mediated by both

scalar and tensor fields [63].

Before jumping into the details, we would like to note that, in the framework of

æ-theory, Foster [38] and Yagi et al. [39] derived the metric and equations of motion

to the 1PN order for a N-body system. Recently, Will applied these to study the

3-body problem and obtained the accelerations of a 2-body system in the presence of

the third body at the quasi-Newtonian order [64]. For nearly circular coplanar orbits,

Will also calculated the strong-field Nordtvedt parameter η̂N . For triple system J0337,

ignoring the sensitivities of the two white-dwarf companions, Will found that η̂N is

given by η̂N = s1/(1− s1), where s1 denotes the sensitivity of the pulsar.

Since J0337 is a triple system, there exists no analytical orbit, the numerical

orbit supplied by Dr. Lijing Shao based on the observational data [65] is used. In the

case of J0337, ϑ and ϕ are 0◦ and 270◦, respectively [59].

3.2.1 General Relativity

In GR, the equations of the geodesic deviation take the form [46]

ζ̈i = −R0i0jζ
j =

1

2
ḧTTij ζ

j, (3.1)

hTTij (t,x) =
2GN

R
Q̈TT
ij (t−R), (3.2)

with R ≡ |x| denoting the distance from the observer to the source and GN denoting

the Newtonian constant. In GR, hTTij has only two degrees of freedom corresponding

to the plus (+) and cross (×) polarizations, which are given by

hGR+ =
GN

R
Q̈kle

kl
+ , hGR× =

GN

R
Q̈kle

kl
× , (3.3)
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where ekl+ ≡ ekXe
l
X − ekY e

l
Y , ekl× ≡ ekXe

l
Y + ekY e

l
X . In Figs. 3.28 and 3.29, we plot

these two polarizations; from these figures it can be seen that the amplitudes of

both polarizations are about 10−22, which is in the range of the designed sensitivity

of the current generation of the ground-based detectors, such as LIGO, Virgo and

KAGRA, but their frequencies do not lie within the detectors frequency bands [66].

This is because the orbital frequency of J0337 is out of the observational bands of the

current detectors. You can find the frequencies of these two polarizations easily from

Figs. 3.30 and 3.31.

In Figs. 3.30 and 3.31 we plot h̃GR+ (f) and h̃GR× (f), respectively. In these

figures, there are two peaks and the corresponding frequencies are

f+,×
1 = 0.068658 µHz ' 2.0fo,

f+,×
2 = 14.212 µHz ' 1.9fi,

where fo and fi represent outer and inner orbital frequencies of the triple system

J0337 [59],

fo = 0.035 µHz, fi = 7.103 µHz. (3.4)

Thus, f+,×
1 and f+,×

2 are about twice the outer and inner orbital frequencies of the

triple system, but not exactly. In GR, for a binary system the GW frequency is

exactly equal to two times their orbital frequency [46]. However, it must be noted

that here the difference is due to the presence of the third component of the triple

system.

3.2.2 Einstein-aether Theory

In æ-theory, the equation of the geodesic deviation reads

ζ̈i = −R0i0jζ
j ≡ 1

2
P̈ijζj. (3.5)
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The Riemann tensor is expressed in terms of linear perturbations as

Pij = φij + a1ν(ix̂j) + a2Fx̂
ix̂j +

1

2
δijF. (3.6)

For the polarizations in ae-theory h+, h×, hb, . . . , please refer to (2.99). From

those expressions, in addition to the usual plus and cross polarization modes, æ-

theory predicts three extra independent modes, hæ
b , h

æ
X and hæ

Y . Comparing to hæ
+

and hæ
×, these extra modes are suppressed, respectively, by factors of c14 . 10−5 and

c+ . 10−15 [33]. The longitudinal mode hæ
L is proportional to the breathing mode hæ

b .

In the following, we first consider the case

c1 = 4× 10−5, c2 = 9× 10−5,

c3 = −c1, c4 = −2× 10−5, (3.7)

which satisfy all the theoretical and observational constraints. Note that for this

choice we have c+ = 0, and then the two modes hæ
X and hæ

Y vanish identically,

hæ
X = hæ

Y = 0, (c+ = 0). (3.8)

In the rest of this paper, we shall not consider them any further.

In Figs. 3.28 and 3.29, we plot the two polarization modes hæ
+ and hæ

×, while

in Figs. 3.30 and 3.31, we plot their DFTs. From these figures, it can be seen clearly

that these two modes are almost identical to the ones given in GR, after all the

constraints of æ-theory are taken into account. In fact, we have

hæ
+,×

hGR+,×
= 1− 1

2
c14. (3.9)

The differences between æ-theory and GR are determined by c14,

∆hæ
+,× ≡

hæ
+,× − hGR+,×

hGR+,×
= −1

2
c14. (3.10)
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Recall that c14 . 2.5 × 10−5. Therefore, the signals of these two modes in æ-theory

and GR are overlapping, their frequencies are precisely the same, as shown in Figs.

3.30 and 3.31. Similarly, the differences in frequency domain can be defined as

∆|h̃æ
+,×| ≡

(
|h̃æ

+,×| − |h̃GR+,×|
)
/|h̃GR+,×|. (3.11)

In Fig. 3.32, we plot hæ
b and hæ

L, which are about three orders lower than

hæ
+ and hæ

×. In Fig. 3.33, we plot the DFT of the hb and hL. It is remarkable that

now the two peak frequencies are approximately equal to the outer and inner orbital

frequencies,

f b,L1 = 0.045772 µHz ' 1.3fo,

f b,L2 = 7.0947 µHz ' 1.0fi, (3.12)

where fo and fi are given by equation (3.4). The GW frequencies f b,L1 and f b,L2 are

almost equal to the outer and inner orbital frequencies of the triple system.

Recently, we find that for binary systems in æ-theory, the polarization modes

hb and hL all contain two frequencies: one is equal to the binary’s orbital frequency

and the other is twice the orbital frequency [35]. This confirms the above result

since J0337 can be considered a hierarchical system consisting of two binaries. Again,

the reason that f b,L1 and f b,L2 are not exactly equal to the outer and inner orbital

frequencies of the triple system is due to the influence of the third component of the

triple system, rather than the predictions of the æ-theory itself.

To see further the dependence of hæ
b,L on ci’s, given that c14/c2 . 1,

hæ
b ' cS

1 + cS
hæ
L

' Gæ

2R

{
3c14Q̈ije

i
Ze

j
Z −

√
c14

c2

Σie
i
Z + 2c14Ï

}
. (3.13)
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From the above equation, we see that hæ
b,L are dependent on c2 and c14 mainly.

To see the effects explicitly, in the following we consider two more cases.

In the first case, c2 is chosen to be different from that given in the equation

(3.7), now we have

c1 = 4× 10−5, c2 = 0.095,

c3 = −c1, c4 = −2× 10−5. (3.14)

In Figs. 3.34 and 3.35 we plot the breathing (hæ
b ) and longitudinal (hæ

L) polarization

modes for this case. Comparing them, respectively, with Figs. 3.32 and 3.33, we

find that the amplitudes of hæ
b and hæ

L decrease when c2 increases, whereas their

frequencies remain the same.

In the second case, c14 is chosen to be different from the values given in equation

(3.7); the parameters are

c1 = 4× 10−8, c2 = 9× 10−5,

c3 = −c1, c4 = −2× 10−8. (3.15)

The corresponding hæ
b and hæ

L modes are shown in Figs. 3.36 and 3.37. Comparing

them with Figs. 3.32 and Fig. 3.33, we find that the amplitudes of hæ
b and hæ

L

decrease when c14 decreases, whereas their frequencies stay the same, as is expected

from equation (3.13).

3.2.3 Brans–Dicke Gravity

Brans–Dicke gravity is an example of a scalar–tensor theory in which the

gravitational interaction is mediated by a scalar field as well as the tensor field of

general relativity. The gravitational constant G is not presumed to be constant but
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instead 1/G is replaced by a scalar field φ, which can depend on a spacetime point.

The metric perturbation and scalar field perturbation are given by [67]

θij =
2

φ0

1

R

d2

dt2

3∑
a=1

max
i
ax

j
a,

ϕBD =
4

R
(NiṀ

i
1 +

1

2
NiNjM̈

ij
2 ), (3.16)

where φ0 is the value of the BD scalar field in the Minkowski background, which

satisfies φ0 = (4 + 2ωBD)/[(3 + 2ωBD)GN ] [68], and

M i
1 = 1

6+4ωBD

3∑
a=1

ma(1− 2sa)x
i
a,

M ij
2 = 1

6+4ωBD

3∑
a=1

ma(1− 2sa)x
i
ax

j
a, (3.17)

where ωBD is the BD parameter of the theory. In this chapter, we choose sensitivities

such that s1 (for pulsar) = 0.2, s2 (for inner WD) = 0, s3 (for outer WD) = 0 and

the coupling constant ωBD = 105 [69]. Note that in writing the above expressions, we

have dropped the non-propagating terms in ϕBD. Then, the components R0i0j of the

Riemann tensor can be cast in the form

R0i0j = −1

2

d2

dt2

[
θTTij −

ϕBD

φ0

(δij −NiNj)

]
. (3.18)

It can then be shown that there are only three independent polarization modes given,

respectively, by

hBD+ =
1

2
eij+θij, hBD× =

1

2
eij×θij,

hBDb = −ϕ
BD

φ0

, (3.19)

which are plotted in Figs. 3.28, 3.29 and 3.32 respectively, while their DFTs are

shown in Figs. 3.30, 3.31 and 3.33.

From these figures, it can be seen that the two polarization modes hBD+ and

hBD× overlap with those in GR and æ-theory, due to the observational constraints on

43



the ωBD. In fact, we have

hBD+,×

hGR+,×
=

3 + 2ωBD
4 + 2ωBD

. (3.20)

The differences between BD gravity and GR are determined by ωBD,

∆hBD+,× ≡
hBD+,× − hGR+,×

hGR+,×
=

3 + 2ωBD
4 + 2ωBD

− 1. (3.21)

Recall that ωBD ∼ O(105). Therefore, the signals of these two modes in BD gravity

and GR are overlapping, their frequencies are precisely the same, as shown in Figs.

3.30 and 3.31. Similarly the differences in frequency domain can be defined as

∆|h̃BD+,×| ≡
(
|h̃BD+,×| − |h̃GR+,×|

)
/|h̃GR+,×|. (3.22)

As seen in Fig. 3.32, the breathing mode (hBDb ) is different from æ-theory. From Fig.

3.33, its DFT has also two peak frequencies which are equal to those of æ-theory,

i.e., the breathing mode in BD gravity only has first harmonics of orbital phase. In

contrast the polarization modes h+ and h× have second harmonics of orbital phase.

3.2.4 Radiation Power

In GR, the total radiation power is given by [46,70]

PGR =
GN

5

〈...
Qij

...
Qij

〉
, (3.1)

where Qij is the mass quadrupole moment defined in equation (2.71) and the angular

brackets denote the time average. 3. Note that in this section we shall not distinguish

the time t and its corresponding retarded time. Strictly speaking, all the quantities

should be evaluated at the retarded time. However, it is not necessary for our current

purpose. The reference frame is chosen such that the inclination is 39.25◦, where

3 However, since we are considering periodic GWs, we will not take this time average in the
relevant plots. Otherwise, it will be zero for such periodic waves. The same will also apply to the
cases of æ-theory and BD gravity.
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the inclination is the angle of the orbital plane relative to the plane perpendicular to

the line-of-sight from Earth to the pulsar. In Fig. 3.38, we plot the radiation power

calculated by GR for about 500 days, where the insert shows the details from day 12

to day 26.

In æ-theory, and in the weak field limit, we find that [37,47]

Pæ = GN

〈
A
5

...
Qij

...
Qij + B

...
I

...
I + CΣ̇iΣ̇i

〉
, (3.2)

where Σi is defined as

Σi =
(
α1 − 2

3
α2

)∑
A

(viAΩA) , (3.3)

and

A ≡
(

1− c14

2

)( 1

cT
+

2c14c
2
+

(2c1 − c+c−)2cV

+
3(Z − 1)2c14

2(2− c14)cS

)
,

B =
Z2c14

8cS
,

C ≡ 2

3c14

(
2− c14

c3
V

+
1

c3
S

)
,

Z ≡ (α1 − 2α2)(1− c+)

3(2c+ − c14)
, (3.4)

with [37]

α1 = −8 (c1c14 − c−c+)

2c1 − c−c+

,

α2 =
1

2
α1 +

(c14 − 2c13) (3c2 + c+ + c14)

c123(2− c14)
. (3.5)

Here viA ≡ ẋiA is the velocity of A-th body along xi-direction, ΩA is the binding energy

of A-th body. For J0337 [59], we have Ω1 (for pulsar) =−2.56955 × 1046 J, Ω2 (for

inner WD)=−9.75554 × 1040 J, Ω3 (for outer WD)=−2.12650 × 1042 J. cT , cV and
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cS are the speeds of the tensor, vector and scalar modes, given by equation (2.37),

(2.43) and (2.52).

In Fig. 3.39, we plot the radiation power in æ-theory of the parts A, B and C

separately, for about 500 days. Again, the inserts are from day 12 to day 26. Note

that at every moment during the 252 days in the plot, the A part of æ-theory is quite

close to that of GR with the relative difference proportional to c14 [33],

Pæ
A

PGR
− 1 ' O(c14) . O(10−5). (3.6)

From this figure, it is also clear that the dipole part C has almost the same

amplitude as that of the quadrupole part A, while the monopole part B is suppressed

by a factor c14 [33]. The large magnitude of the dipole contribution C seemingly

contradicts to the analysis given in [33]. In particular, equation (3.13) in [33] shows

that WNS
C /WNS

A ' 10−2, with

WA ≡ 8

15
A
(
12v2 − 11ṙ2

)
,

WC ≡ CΣ2, (3.7)

where A, C and Σ are all given explicitly in [33]. However, in derivingWNS
C /WNS

A '

10−2 we assumed that O (v2) ' 10−5, while in the case of J0337 we find that the

relative velocities of the inner binary system are of the order of O (v2) ' 10−7. After

this is taken into account, we find thatWC/WA ' O(1) for the current triple system.

It is remarkable to note that with the multi-band gravitational wave astron-

omy [91], joint observations of GWs by LIGO/Virgo/KAGRA and LISA will improve

bounds on dipole emission from black hole binaries by six orders of magnitude relative

to current constraints [92]. Thus, it is very promising that the third generation of
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detectors, both space-borne and ground-based, could provide severe constraints on

ae-theory.

In BD gravity, following [67] we obtain

PBD = PBD
1 + PBD

2 , (3.8)

PBD
1 =

1

φ0

〈
1

5

...
Qij

...
Qij

〉
,

PBD
2 =

1

φ0

〈
2ω + 3

π

[
4π

3
M̈ i

1M̈
i
1

+
π

12

( ...
M

ii

2

...
M

jj

2 + 2
...
M

ij

2

...
M

ij

2

)]〉
, (3.9)

where M i
1 and M ij

2 are defined by equation (3.17). Note that in writing down the

above expressions, we had dropped the non-propagating terms.

In Fig. 3.40, we plot the radiation power in BD gravity for about 500 days,

where the insert shows the details only from day 12 to day 26. Note that at every

moment during the 500 days, the first part of BD is quite close to that given in GR.

In fact, we find that

PBD
1

PGR
− 1 ' O

(
ω−1
BD

)
. O(10−5). (3.10)
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Figure 3.2: Trajectory of the Simo’s figure-eight 3-body system. The bodies are
moving in a 8-like orbit.
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Figure 3.3: The polarization polarizations h+ and h× for the Simo’s figure-eight 3-
body system in both GR and Einstein-aether theory, where the polarizations are
propagating along the positive z-direction. R ≡ x.
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Figure 3.4: The polarization polarizations hb and hL for the Simo’s figure-eight 3-body
system in æ-theory.
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Figure 3.5: The response function h(t) for the Simo’s figure-eight 3-body system in
GR and æ-theory.
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Figure 3.6: The Fourier transform h̃(f) of the response function h(t) for the Simo’s
figure-eight 3-body system in GR and æ-theory.
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Figure 3.7: The radiation power P (≡ −Ė) of the Simo’s figure-eight 3-body system
in æ-theory. The dotted (blue), dash-dotted (red) and solid (green) lines denote,
respectively, the parts of quadrupole, monopole and dipole radiations given in (2.109).
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Figure 3.8: The polarization polarizations h+ and h× for the Simo’s figure-eight 3-
body system in both GR and æ-theory.
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Figure 3.9: The polarization polarizations hb and hL for the Simo’s figure-eight 3-body
system in æ-theory.
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Figure 3.10: The response function h(t) for the Simo’s figure-eight 3-body system in
GR and æ-theory.
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Figure 3.11: The Fourier transform h̃(f) of the response function h(t) for the Simo’s
figure-eight 3-body system in GR and æ-theory.
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Figure 3.12: The radiation power P (≡ −Ė) of the Simo’s figure-eight 3-body system
in æ-theory. The dotted (blue), dash-dotted (red) and solid (green) lines denote,
respectively, the parts of quadrupole, monopole and dipole radiations.
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Figure 3.13: The polarization polarizations h+ and h× for the Simo’s figure-eight
3-body system in both GR and æ-theory.
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Figure 3.14: The polarization polarizations hb and hL for the Simo’s figure-eight
3-body system in æ-theory.
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Figure 3.15: The response function h(t) for the Simo’s figure-eight 3-body system in
GR and æ-theory.
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Figure 3.16: The Fourier transform h̃(f) of the response function h(t) for the Simo’s
figure-eight 3-body system in GR and æ-theory.
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Figure 3.17: The radiation power P of the Simo’s figure-eight trajectory of 3-body
system in GR and æ-theory. The dotted (blue) and solid (red) lines denote, respec-
tively, the parts of quadrupole and monopole radiations.
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Figure 3.18: Trajectory of the 3-body system for the Broucke R7 figure provided
in [56].
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Figure 3.19: The polarizations hN for the Broucke R7 3-body system with the choice.
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Figure 3.20: The response function h(t) for the Broucke R7 3-body system with the
choice.
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Figure 3.21: The Fourier transform h̃(f) of the response function h(t) for the Broucke
R7 3-body system.
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Figure 3.22: The radiation power P of the 3-body system of the Broucke R7 figure
with the choice. The dotted (blue), dash-dotted (red) and solid (green) lines denote,
respectively, the parts of quadrupole, monopole and dipole radiations.
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Figure 3.23: Trajectory of the 3-body system for the Broucke A16 figure provided
in [56].
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Figure 3.24: The polarization polarizations hN for the Broucke A16 3-body system.
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Figure 3.25: The response function h(t) for the Broucke A16 3-body system.
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Figure 3.26: The Fourier transform h̃(f) of the response function h(t) for the Broucke
A16 3-body system.
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Figure 3.27: The radiation power P (≡ −Ė) of the 3-body system of the Broucke A16.
The dotted (blue), dash-dotted (red) and solid (green) lines denote, respectively, the
parts of quadrupole, monopole and dipole radiations.
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Figure 3.28: In the upper panel, the plus polarization h+, respectively, in GR, æ-
theory and BD gravity are plotted, while their relative differences with respect to
GR, given by equations (3.10) and (3.21) are plotted out in the bottom panel.
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Figure 3.29: In the upper panel, the cross polarization h×, respectively, in GR, æ-
theory and BD gravity are plotted, while their relative differences with respect to
GR, given by equations (3.10) and (3.21) are plotted out in the bottom panel.
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Figure 3.30: In the upper panel, DFTs of the plus polarization h̃+(f), respectively,
in GR, æ-theory and BD gravity, are plotted out, in which the two peak frequencies
have been marked. The inserts show the tiny differences at the two peak frequencies
among the three different theories, where f1 = 0.068658 µHz, f2 = 14.212 µHz. In
the bottom panel, their relative differences with respect to GR, given, respectively,
by equations (3.11) and (3.22) are plotted out.
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Figure 3.31: In the upper panel, DFTs of the cross polarization h̃×(f), respectively,
in GR, æ-theory and BD gravity are plotted out, in which the two peak frequencies
have been marked. The inserts show the tiny differences at the two peak frequencies
among the three different theories, where f1 = 0.068658 µHz, f2 = 14.212 µHz. In
the bottom panel, their relative differences with respect to GR, given, respectively,
by equations (3.11) and (3.22) are plotted out.
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Figure 3.32: The breathing (hb) and longitudinal (hL) polarizations in æ-theory and
the breathing polarization in BD gravity for about five hundreds days with another
plot for about two days.
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Figure 3.33: DFT of the breathing and longitudinal polarizations in æ-theory and the
breathing polarization in BD gravity, where two peak frequencies have been marked.
f1 = 0.045772 µHz, f2 = 7.0947 µHz.
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Figure 3.34: The breathing and longitudinal polarizations in æ-theory for different
choice of parameters ci’s given by equation (3.14).
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Figure 3.35: DFT of the breathing and longitudinal polarizations in æ-theory for
different choice of parameters ci’s given by equation (3.14). f1 = 0.045772 µHz,
f2 = 7.0947 µHz.
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Figure 3.36: The breathing and longitudinal polarizations in æ-theory for different
choice of parameters ci’s given by equation (3.15).
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Figure 3.37: DFT of the breathing and longitudinal polarizations in æ-theory for
different choice of parameters ci’s given by equation (3.15). f1 = 0.045772 µHz,
f2 = 7.0947 µHz.
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Figure 3.38: The instantaneous (time un-averaged) radiation power in GR for about
500 days with an insert for about 14 days.
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Figure 3.39: The instantaneous (time un-averaged) radiation power in æ-theory. Here
the A, B and C parts are plotted separately. The inserts show only 14 days.
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Figure 3.40: The instantaneous (time un-averaged) radiation power in BD gravity.
Here the parts 1 and 2 are plotted separately. The inserts shows only 14 days.
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CHAPTER FOUR

Black Hole Ringdown

Stellar mass binary black holes with a total mass between one and a few

hundred solar masses are prime GW sources for the currently operating ground-based

GW detectors Advanced LIGO [73] and Virgo [74]. Gravitational waves from binary

black holes carry characteristic information about the astrophysical properties of the

black holes, such as their masses and spins. These properties can be inferred by using

highly accurate general relativistic waveform models, which describe the last stage of

the binary black hole evolution: the ringdown of the remnant black hole.

The final state of binary black holes is a perturbed single black hole char-

acterized by two parameters: the final remnant mass and spin angular momentum.

The perturbed black hole radiates gravitational waves at a specific set of frequencies

completely determined by the mass and spin. The segment of the gravitational wave

signal associated with the single black hole’s oscillations is known as the ringdown

phase, as the perturbed black hole rings down analogous to a struck bell. The set

of frequencies and damping times associated with a given black hole are known as

quasinormal modes (QNMs), the damped oscillations connected to the underlying

black hole geometry.

In the first section of this chapter, we study spherically symmetric static black

holes (BHs) in Einstein-aether theory [36]. In the following section, we calculate the

perturbation of the spherical BH background, that is, quasinormal modes.
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4.1 Black Hole Solutions

4.1.1 Particle and Universal Horizons

It should be noted that the definition of BHs in æ-theory is different from

that given in GR. In particular, in æ-theory there are three gravitational modes, the

scalar, vector and tensor, which will be referred to as the spin-0, spin-1 and spin-2

gravitons, respectively. Each of these moves in principle with a different speed, given,

respectively, by [87]

c2
S =

c123(2− c14)

c14(1− c+)(2 + c+ + 3c2)
,

c2
V =

2c1 − c+(2c1 − c+)

2c14(1− c+)
,

c2
T =

1

1− c+

. (4.1)

The constants cS, cV and cT represent the speeds of the spin-0, spin-1 and spin-2

gravitons, respectively.

Since the æ-theory possesses three different modes, and all of them are moving

at different speeds, in general these different modes define different horizons [62].

These horizons are the null surfaces of the effective metrics,

g
(A)
αβ ≡ gαβ −

(
c2
A − 1

)
uαuβ, (4.2)

where A = S, V, T . The null surfaces for A = S, V, T are called the spin-0 horizon

(S0H), spin-1 horizon (S1H) and spin-2 horizon (S2H), respectively. These three

different horizons will also be referred to as particle horizons for the corresponding

gravitons, and are given by [36]

g
(A)
αβ N

αNβ
∣∣∣
r=rS

= 0, (4.3)
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where Nµ = δrµ, S stands for S0H, S1H, S2H, and rS refers to the position of the

corresponding horizon.

In contrast, the metric horizon (MH) is the null surface of metric gαβ, or a

particle horizon of g
(A)
αβ with cA = 1, given by

gαβN
αNβ

∣∣
r=rMH

= 0, (4.4)

where rMH is the position of MH.

If a BH is defined to be a region that traps all possible causal influences, it

must be bounded by a horizon corresponding to the fastest speed. In theories with the

broken Lorentz invariance (LI), the dispersion relation of a massive particle contains

generically high-order momentum terms [76],

E2 = m2 + p2
kk

2

1 +

2(z−1)∑
n=1

qn

(
k

M∗

)n , (4.5)

from which we can see that both of the group and phase velocities become unbounded

as k →∞, where E and k are the energy and momentum of the particle considered,

and pk and qn’s are coefficients depending on the species of the particle, whileM∗ is the

suppression energy scale of the higher-dimensional operators. Therefore, in theories

with the broken LI, a BH should be defined to be a region that traps all possible

causal influences, including particles with arbitrarily large velocities (cA →∞). Does

such a region exists ?

To answer the above question, we first note that the causal structure of space-

times in such theories is quite different from that given in GR, where the light cone

at a given point p plays a fundamental role in determining the causal relationship of

p to other events [77]. In a ultraviolet (UV) complete theory, the above dispersion
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Figure 4.1: Illustration of causal structures of spacetimes in different theories of
gravity [77]: (a) The light cone of the event p in special relativity. (b) The causal
structure of the event p in Newtonian theory.

relationship is expected even in the gravitational sector 1. In such theories, the causal

structure is dramatically changed. For example, in the Newtonian theory, time is ab-

solute and the speeds of signals are not limited. Then, the causal structure of a given

point p is uniquely determined by the time difference ∆t ≡ tp − tq between the two

events [cf. Fig. 4.1]. In particular, if ∆t > 0, the event q is to the past of p; if ∆t < 0,

it is to the future; and if ∆t = 0, the two events are simultaneous.

In theories with breaking LI, a similar situation occurs. Thus, to build the

causal structure of spacetimes in such theories, a globally time-like coordinate should

be first introduced [79, 80]. In particular, for a given spacetime, we first introduce a

globally timelike scalar field φ [81]. In the spherically symmetric case, this globally

timelike scalar field relates to the aether field uµ via

uµ =
φ,µ√
−φ,αφ,α

. (4.6)

Then, similar to the Newtonian theory, this field defines globally an absolute

time, and all particles are assumed to move along the increasing direction of the

timelike scalar field, so the causality is well defined [cf. Fig. 4.2]. In such a spacetime,

1 One such example is the healthy extension [84, 85] of Hořava gravity [76, 78], a possible
UV extension of the khronometric theory.
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there may exist a surface at which the aether field uµ is orthogonal to the timelike

Killing vector ζ (≡ ∂v), where v denotes the ingoing Eddington-Finkelstein (EF)

coordinate, with which the element takes the form

ds2 = −F (r)dv2 + 2B(r)dvdr + r2dΩ2, (4.7)

where Ω2 ≡ dθ2 + sin2 θdϕ2 and xµ = (v, r, θ, ϕ). Given that all particles move along

the increasing direction of the aether field, it is clear that a particle must cross this

surface and move inward once it arrives at it, no matter how large its speed is 2. This

is a one-way membrane, and particles even with infinitely large speeds cannot escape

from it once they are inside it. Thus it acts as an absolute horizon to all particles

(with any speed), which is often called the universal horizon (UH) [76,79,80]. At the

horizon, as can be seen from Fig. 4.2, we have [82],

ζ · u|r=rUH
= − 1

2A
(1 + J)

∣∣∣∣
r=rUH

= 0, (4.8)

where J ≡ FA2, and A(r) is one of the components of the aether field,

uα∂α = A(r)∂v −
1− F (r)A2(r)

2B(r)A(r)
∂r. (4.9)

4.1.2 An Analytical Solution

In this section, our main goal is to present one exact, asymptotically flat,

static, spherically symmetric vaccum, single-parameter family of black hole solutions.

The vacuum field equations Eµν ≡ Gµν − Sµν = 0 and Æµ = 0 can be divided

into two groups [88,89]: one represents the evolution equations, given by

Evv = Eθθ = Æv = 0, (4.10)

2 Particles even with infinitely large speeds will just move on these boundaries and cannot
escape to infinity.
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Figure 4.2: Illustration of the bending of the φ = constant surfaces, and the existence
of the UH in a spherically symmetric static spacetime, where φ denotes the globally
timelike scalar field, and t is the Painlevé-Gullstrand-like coordinates, which covers
the whole spacetime [83]. Particles always move along the increasing direction of φ.
The Killing vector ζµ = δµv always points upward at each point of the plane. The
vertical dashed line is the location of the metric (Killing) horizon, r = rMH. The UH,
denoted by the vertical solid line, is located at r = rUH, which is always inside the
MH.

and the other represents the constraint equation, given by

Cv = 0, (4.11)

where Cα ≡ Erα + urÆα = 0, and Gµν denotes the Einstein tensor. Note that

in equation (35) of [89] two constraint equations Cv = Cr = 0 were considered.

However, Cr and Cv are not independent. Instead, they are related to each other

by the relation Cr = (F/B)Cv. Thus, Cv = 0 implies Cr = 0, so there is only one

independent constraint.
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On the other hand, the three evolution equations can be cast in the forms,

F ′′ = F (A,A′, F, F ′, r, ci)

=
1

2r2A4D

(
f0 + f1F + f2F

2 + f3F
3

+ f4F
4
)
, (4.12)

A′′ = A (A,A′, F, F ′, r, ci)

=
1

2r2A2D

(
a0 + a1F + a2F

2 + a3F
3
)
, (4.13)

B′

B
= B (A,A′, F, F ′, r, ci)

=
1

2rA2D

(
b0 + b1F + b2F

2
)
, (4.14)

where a prime stands for the derivative with respect to r, and

D ≡ d−
(
J2 + 1

)
+ 2d+J, (4.15)

with J ≡ FA2 and

d± ≡ (c2
S ± 1)c14(1− c13)(2 + c13 + 3c2). (4.16)

The coefficients fn, an and bn are independent of F (r) and B(r) but depend on

F ′(r), A(r) and A′(r), and are given explicitly by equations in Appendix A of [36].

The constraint equation (4.11) now can be cast in the form

n0 + n1F + n2F
2 = 0. (4.17)

Thus, we have three dynamical equations and one constraint for the three

unknown functions, F,A and B. As a result, the system seems over determined.

However, a closer examination shows that not all of these equations are independent.

For example, equation (4.14) can be obtained from equations (4.12), (4.13), and
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(4.17). In fact, from equation (4.17), the function B can be written in the form

B(r) = ± 1

2
√

2A2

{
2A2

[
4J(1 + 2c2 + c13)

− (2c2 + c13)
(
J + 1

)2
]

+4rA
[
2AJ ′ − 4JA′

+ c2

(
J − 1

)(
JA′ − A′ − AJ ′

)]
+r2

[
c14

(
JA′ + A′ − AJ ′

)2

− (c2 + c13)
(
JA′ − A′ − AJ ′

)2
]}1/2

. (4.18)

Recall that J = FA2. Note that there are two branches of solutions for B(r) with

opposite signs, since equation (4.17) is a quadratic equation of B. However, only

the ”+” sign will give B = 1 at the spatial infinity, while the ”-” sign will yield

B(r → ∞) = −1. Therefore, in the rest of the paper, we shall choose the ‘”+” sign

in equation (4.18). By taking the derivative of equation (4.18) with respect to r, and

then combining the obtained result with equations (4.12) and (4.13), one can obtain

equation (4.14) 3.

To solve these equations, in this section we shall adopt the following strategy:

choosing equations (4.12), (4.13) and (4.18) as the three independent equations for

the three unknown functions, F , A, and B. The advantage of this choice is that

equations (4.12) and (4.13) are independent of the function B. Therefore, we can

first solve these two equations to find F and A, and then obtain the function B

directly from equation (4.18).

3 From this proof it can be seen that obtaining equation (4.14) from equation (4.18) the op-
eration of taking the first-order derivatives was involved. Therefore, in principle these two equations
are equivalent, modulated by an integration constant.
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First we simplify the equations by setting c14 = c13 = 0, this choice satisfies

observational constraints given by equations (1.6)-(1.11).

Equations (4.12)-(4.13) now reduce to

F ′′ = −2

r
F ′ +

c2F̂(r)

4r2A4
, (4.19)

A′′ =
2

r2(A+ A3F )

[
r2(A′)2 − rAA′ − A2

−rA3A′(F + rF ′) + A4F
]

− c2F̂(r)

4r2(A+ A3F )
, (4.20)

where

F̂(r) ≡
[
rA′ − 2A+ rA2A′F + A3 (2F + rF ′)

]2
. (4.21)

Combining equations (4.19) and (4.20), we find the following equation,

W ′′ +W ′2 +
2

r
W ′ − 2

r2
= 0, (4.22)

where

W ≡ ln

(
1− FA2

A

)
. (4.23)

Equation (4.22) has the general solution

W = lnw2 + ln

(
1 + w1r

3

r2

)
, (4.24)

where w1 and w2 are two integration constants. The combination of equations (4.23)

and (4.24) yields,

F (r) =
1

A2
− w2

A

(
1

r2
+ w1r

)
. (4.25)

Substituting equation (4.25) into equation (4.19), we find

F ′′ = −2

r
F ′ + F0, (4.26)
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where F0 ≡ 9c2w
2
1w

2
2/4. Integrating equation (4.26), we find

F (r) = F2

(
1− 2m

r

)
+
F0

6
r2, (4.27)

where m and F2 are two other integration constants. On the other hand, from equa-

tion (4.25), we find that

A(r) = −w2

2F

[(
1

r2
+ w1r

)

±

√
4F

w2
2

+

(
1

r2
+ w1r

)2
 . (4.28)

Substituting the above expressions for A and F into the constraint (4.18),

B =
√
F2. (4.29)

Note that the above solution is asymptotically flat only when w1 = 0, for

which we have

F (r) = F2

(
1− 2m

r

)
, B(r) =

√
F2,

A(r) = −w2

2F

(
1

r2
±

√
4F

w2
2

+
1

r4

)
. (4.30)

Using the gauge residual v′ = C0v + C1 of the metric (4.7), without loss of the

generality, we can always set F2 = 1, so the corresponding metric takes the precise

form of the Schwarzschild solution

ds2 = −
(

1− 2m

r

)
dv2 + 2dvdr + r2dΩ2, (4.31)

while the aether field is given by

A(r) = −w2 ±
√
w2

2 + 4r3(r − 2m)

2r(r − 2m)
. (4.32)
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It should also be noted that equations (4.31) and (4.32) are a particular case

of the solutions first found in [90] for the case c14 = 0 by further setting c13 = 0. The

general solutions given by equations (4.27) - (4.29) are new.

4.2 Quasinormal Modes of Black Holes

Perturbations of black holes have been one of the main topics of relativistic as-

trophysics for the last few decades. They are of particular importance today because

of their relevance to gravitational wave astronomy. In this section, the discussion in-

cludes perturbations of black hole solutions obtained in last section and the numerical

solution of the master equation4, that is, quasinormal modes (QNMs).

QNMs in GR have been studied extensively. Some relative studies have been

done for scalar, vector and gravitational perturbations [93]. In addition, the calcu-

lation has been extended from Schwarzschild black holes (BHs) [94] to other more

general cases, e.g., Kerr BHs [95, 96]. In this procedure, several different techniques

of calculations were developed. For instance, the Wentzel-Kramers-Brillouin (WKB)

approach [97–100], the continued fraction method [101], etc. [102–104]. Some of these

methods also work in different modified theories of gravity [105, 106]. Additionally,

some special scenarios, e.g., the eikonal limit, are studied [107].

QNMs in ae-theory are quite different from that in GR, because the boundary

condition is now imposed at the universal horizon, and the master equation is singular

at the metric horizon. We first take care of the singularity then calculate QNMs under

the æ-theory by using the shooting method.

4 The master equation is usually a single variable equation, which is the combination of
equations of the perturbation fields.
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4.2.1 Master Equation

First, let us consider the perturbations to the background solutions given by

equation (4.31-4.32) with w2 = 3
√

3r2
s/8, which ensures the existence of the universal

horizons

rUH =
3rs
4
, (4.33)

where rs = 2m.

To distinguish these from the perturbation fields, we denote background fields

by ḡµν and ūµ, respectively, so the total metric and aether are given by

gµν = ḡµν + hµν , uµ = ūµ + wµ. (4.34)

Working with only the the odd-parity parts, hµν and wµ can be cast in the form,

hµν = −1

2

∞∑
l=0

l∑
m=−l

r

B
×

0 0 −2Clm csc θ∂ϕYlm 2Clm sin θ∂θYlm

0 0 2Jlm csc θ∂ϕYlm −2Jlm sin θ∂θYlm

sym sym −2rGlm csc θ
(

cot θ∂ϕ − ∂θ∂ϕ
)
Ylm sym

sym sym rGlm

(
csc θ∂2

ϕ + cos θ∂θ − sin θ∂2
θ

)
Ylm 2rGlm

(
cos θ∂θ − sin θ∂θ∂ϕ

)
Ylm


,

(4.35)

wµ =
∞∑
l=0

l∑
m=−l

1

r



0

0

−alm csc θ∂ϕ

alm csc θ∂θ


Ylm, (4.36)

where Ylm = Ylm(θ, ϕ) stands for the spherical harmonics, and Clm, Glm, Jlm and

alm are functions of t and r only. Note that in calculating the field equations we will

set m = 0 in the above expressions so that ∂ϕYlm(θ, ϕ) = 0, giving the background
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spherical symmetry, and the corresponding linear perturbations do not depend on

m [108].

When the spacetimes are vacuum, we have Tµν = 0, Tµ = 0, and then the field

equations reduce to

Gµν − Sµν = 0, Æµ = 0. (4.37)

We substitutes equations (4.35) and (4.36) into (4.37), we obtain the following master

equation

(
4F

r

∂

∂v
+ 2F

∂2

∂v∂r
+ η1

∂2

∂r2
+ η2

∂

∂r
+ η3

)
Ylm = 0, (4.38)

where

F = 1− 2m

r
, η1(r) =

(r − 2m)2

r2
, η2(r) =

(r − 2m)(4r − 6m)

r3
,

η3(r) = −(r − 2m)[(l + 2)(l − 1)r − 6m]

r4
. (4.39)

Notice that to write out the above expression, we changed to the ingoing Edding-

ton–Finkelstein coordinates by v = t+ r∗ with dr∗/dr = 1/F , so that the coordinates

can cover the whole region r ∈ (0,∞).

QNMs are solutions of the equation (4.38), satisfying specific boundary con-

ditions at the universal horizon and far from the black hole. At the universal horizon

the boundary condition is a requirement of the pure ingoing waves

Ylm ∝ e−iω(t+r∗), r → rUH , (4.40)

Another boundary condition is pure outgoing waves at spatial infinity

Ylm ∝ e−iω(t−r∗), r →∞. (4.41)
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Separation of variable leads to

Ylm(v, r) = e−iωv(r − 1)2iωΨlm(r), (4.42)

for which equation (4.38) becomes (using rs = 1)(
α1

d2

dr2
+ α2

d

dr
+ α3

)
Ψ(r) = 0, (4.43)

where

α1 ≡
(r − 1)2

r2
,

α2 ≡
(r − 1)[4r − 2i(r − 2)rω − 3]

r3
,

α3 ≡
(r − 1)

r4
{3 + r[2− l(l + 1) + 4rω(ω − i) + 6iω]}.

(4.44)

4.2.2 Shooting Method

Introducing a function ψ(r) via the relation,

ψ(r) ≡ r2e−irω(r − 1)iωΨ, (4.45)

we find that equation (4.43) can be cast in the form(
ω2 +

d2

dr2
∗
− Vg

)
ψ = 0, (4.46)

where

Vg(r, l) ≡
(r − 1)[l(l + 1)r − 3]

r4
. (4.47)

Note that Vg is the same as that given in GR [102]. Clearly, as r → +∞ equation

(4.46) has the general solutions,

ψ|r→∞ = ψ̂+e
iωr∗ + ψ̂−e

−iωr∗ , (4.48)
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where ψ̂± are two integration constants. But considering the boundary condition of

equation (4.41), we must set ψ̂− = 0. Thus, when r is very large but finite, we expect

ψ(r) to take the form

ψ = eiωr∗
∞∑
n=0

an
rn
, (4.49)

where an are constants. Inserting this together with equation (4.45) into equation

(4.42), we find that

Y = e−iω(t−r)

[
(r − 1)iω

r2

∞∑
n=0

an
rn

]
, (4.50)

which indeed represents a purely out-going wave, so that the condition (4.41) is

satisfied. On the other hand, substituting this into equation (4.46), we find that an’s

satisfy the following recursion relation,

0 = −2inωan +
[
(n− 1)(n+ 2iω)− l2 − l

]
an−1

+
(
l2 + l − 2n2 + 5n+ 1

)
an−2

+(n− 4)nan−3, (4.51)

from which we can write all an’s (n ≥ 1) in terms of a0. Without loss of generality,

we can always set a0 = 1, as shown below.

In principle, once the boundary conditions are given, we can solve equation

(4.43) to find out the spectrum of ω for any given l. However, noticing that equation

(4.43) is singular at the MH r = rs, we have to solve equation (4.43) on r ∈ [rUH , rs−

ε] ∪ [rs − ε,∞), with ε� 1.

To fulfill this, let us first expand Ψ(r) as

Ψ =
∞∑
n=0

dn (r − 1)n , (4.52)
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where dn’s are constants. Inserting the above expression into equation (4.43), we find

that the coefficients dn’s satisfy the following recursion relation,

0 = n(n+ 2iω)dn

+
(
4− l2 − l + 2n2 + 2inω − n+ 4ω2

)
dn−1

+
[
2ω(4ω + i)− l2 − l + n2 + n(−1− 2iω)

]
dn−2

+2ω(i− in+ 2ω)dn−3. (4.53)

Thus, similar to an’s given by equation (4.51), all these coefficients can be written in

terms of d0. What’s more, for a similar reason, we will set d0 = 1. Therefore, for any

given ω and l, we find the general solution of Ψ(r) in the neighborhood of r = 1.

On the other hand, as r → 3/4, equation (4.43) reads,

0 '
{
d2

dr2
− 10iω

d

dr
+

16

3

[
l2 + l − 3

(
ω2 + iω + 2

)]}
Ψ, (4.54)

which has the general solutions, Ψ(r) ' Ψ̂+e
−ik+r + Ψ̂−e

−ik−r, where Ψ̂± are two

integration constants, and

k± ≡ −5ω∓i
√
ω(16i− 9ω)− 16

3
(l + 3)(l − 2). (4.55)

Therefore, in the neighborhood of r = 3/4 there are two branches of Ψ(r). For

simplicity, we define the ratio of these two branches as α ≡ Ψ̂−/Ψ̂+. We can further

set Ψ̂+ = 1. Thus, we obtain

Ψ =
(
αe−ik−r + e−ik+r

) ∞∑
n=0

bn

(
r − 3

4

)n
. (4.56)

Substituting into equation (4.43), we can solve the coefficients bn’s (n ≥ 2)

recursively, and find that they will be given in terms of b0 and b1. However, due to

the intricacy of these solutions we are not able to find a recursion relation this time.
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Similar to a0, without loss of generality, we can always set b0 = 1, while b1 will

be determined through equation (4.52), which means Ψ(r = rs) = d0 = 1. Applying

this condition to equation (4.56) at r = rs, we are able to determine the value of b1

in terms of ω and l.

To to solve equation (4.43), following [94] we introduce the function Φ(r) by

Ψ(r) = exp

(
i

∫ r

Φ(r)dr

)
, (4.57)

or equivalently

Φ(r) = −id ln Ψ

dr
. (4.58)

Then, equation (4.43) reduces to

iΦ′ − Φ2 + β1Φ + β2 = 0, (4.59)

where

β1(r, ω) ≡ 2r[(r − 2)ω + 2i]− 3i

(r − 1)r
,

β2(r, ω, l) ≡ 3 + r[2− l(l + 1) + 4rω(ω − i) + 6iω]

(r − 1)r2
.

(4.60)

It is remarkable to note that Φ(r) does not depend on the amplitudes of Ψ(r) at any

of the points r = (r±, rUH, rmax), with r± in the neighborhood of rs. As a result,

we can assign a0, b0 and d0 any values. As mentioned previously, without loss of

generality, we shall set all of them to one, a0 = b0 = d0 = 1.
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For convenience, we further introduce a new variable x by x ≡ 2r/(r+ 3/4) in

equation (4.59). Note that r ∈ [3/4, 1)∪ (1,∞) corresponds to x ∈ [1, 8/7)∪ (8/7, 2).

Therefore, equation (4.59) becomes

2i

3
(2− x)2dΦ

dx
− Φ2 + γ1Φ + γ2 = 0, (4.61)

where

γ1(x, ω) ≡ 2x(11x− 16)ω − 32i(x− 2)(x− 1)

x(7x− 8)
,

γ2(x, ω, l) ≡ 16(2− x)

3x2(7x− 8)

×
{
x2
[
l2 + l + 3ω(ω − 3i) + 2

]
− 2x

(
l2 + l − 6iω + 6

)
+ 16

}
. (4.62)

In this way, we obtain a complex ordinary differential equation (ODE) of the

first order, which will be much easier to solve than equation (4.43). To solve equation

(4.61) we use the shooting method. Specifically, for any given l, we integrate equation

(4.61) as follows:

(a) With a good guess, we first choose a (complex) value of ω, and then from

equations (4.52) and (4.53) create the “initial values” Ψ±(ω) ≡ Ψ(r = r±, ω), where

r± = rs ± ε, and ε is a small quantity. Then, we calculate Φ±(ω) ≡ Φ(x = x±, ω)

using equation (4.58), with x± = 2r±/(r± + 3/4).

(b) With the initial value Φ−(ω), integrate equation (4.61) from x− to xUH =

rUH/(rUH + 3/4) to obtain ΦUH ≡ Φ(xUH).

(c) Compare this value of ΦUH (call it Φmin) with the one given by equations

(4.56) and (4.58), and if δΦmin ≤ εmin, where εmin is a given small value, we say

that such chosen ω satisfies the in-going wave boundary condition, and δΦmin ≡
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|ΦUH − Φmin|. Otherwise we need to choose a different value of ω and repeat steps

(b) to (c), until the condition δΦmin ≤ εmin is fulfilled.

(d) With such determined ω we find the “initial value” Φ+(ω) by equations

(4.52), (4.53) and (4.58), with which we integrate equation (4.61) from x+ to x = xmax

(for a properly chosen xmax), and obtain a value Φ∞ ≡ Φ(xmax).

(e) Compare such obtained Φ∞ (call it Φmax) with the one obtained from

equations (4.49), (4.51) and (4.58) . If δΦmax ≡ |Φ∞ − Φmax| ≤ εmax, where εmax is

another small quantity, we say that such obtained ω satisfies both boundary condi-

tions, and it is exactly this value of ω that we are looking for. In this paper, we

shall choose εmin = εmax = 10−21. Otherwise, we say that this value of ω does not

satisfy the boundary conditions, and should be excluded from the spectrum of the

corresponding QNMs. In table 4.1, we list QNMs frequencies in ae-theory for l = 2

case.
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Table 4.1: Results of ω in æ-theory for the l = 2 case.

α ω α ω

−40 0.73210− 0.60667i 40 0.23060− 0.90273i
−38 0.73480− 0.59948i 38 0.23791− 0.89574i
−36 0.73770− 0.59195i 36 0.24559− 0.88850i
−34 0.74084− 0.58404i 34 0.25370− 0.88098i
−32 0.74427− 0.57569i 32 0.26229− 0.87318i
−30 0.74802− 0.56686i 30 0.27143− 0.86507i
−28 0.75215− 0.55747i 28 0.28122− 0.85665i
−26 0.75675− 0.54743i 26 0.29175− 0.84789i
−24 0.76190− 0.53662i 24 0.30317− 0.83880i
−22 0.76774− 0.52490i 22 0.31564− 0.82937i
−20 0.77441− 0.51207i 20 0.32937− 0.81964i
−18 0.78215− 0.49785i 18 0.34462− 0.80968i
−16 0.79125− 0.48186i 16 0.36173− 0.79961i
−14 0.80213− 0.46355i 14 0.38111− 0.78972i
−12 0.81540− 0.44207i 12 0.40325− 0.78047i
−10 0.65847− 0.89756i 10 0.42859− 0.77270i
−8 0.64858− 0.87874i 8 0.45730− 0.76775i
−6 0.63629− 0.85913i 6 0.48878− 0.76732i
−4 0.62103− 0.83906i 4 0.52119− 0.77284i
−2 0.60219− 0.81914i 2 0.55199− 0.78433i
−0.05 0.57986− 0.80083i 0.05 0.57860− 0.79995i
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CHAPTER FIVE

Conclusion

In chapter one, we have derived all fundamental equations in the framework of

Einstein-aether theory [62], and provide the most recent observational constraints on

this theory’s coupling constants. The theory violates locally the Lorentz symmetry

and yet passes all the theoretical and observational tests carried out so far [42].

In chapter two, we have studied the strong field effects of N-body systems

with the lowest PN order in the framework of Einstein-aether theory. All strong field

effects are encoded into sensitivities. Due to the presence of two additional modes,

the scalar and vector, in Einstein-aether theory, two additional parts also appear in

the energy loss rate of the system, given respectively by the B and C terms in equation

(2.108), representing the monopole and dipole contributions. In comparison with the

quadruple contribution of GR, which is the order of O (v2), the monopole contribution

is only the order of O (c14)O (v2), that is, it is about O (c14) . O (10−5) order lower

than that of GR. Here v is the relative velocity of the two compact objects. However,

the dipole contributions can be much larger than those of the monopole. In particular,

for a binary system with large differences between their binding energies, the dipole

part can be as large as O (c14)O (GNm/d), where m denotes the mass of the body and

d the size of the body. For a realistic neutron star, we have O (GNm/d) ' 0.1 ∼ 0.3,

so that O (c14)O (GNm/d) ' 10−2O (v2). It should be noted that the scalar mode

has contributions to all the three parts, quadrupole, dipole and monopole, while the

vector mode has contributions only to the quadrupole and dipole parts, as can be seen
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clearly from equations (102)-(104) of Ref. [37]. On the other hand, the strong-field

contributions are only of the orders of [33]

δWNS
A . O

(
10−11

)
, δWNS

B . O
(
10−11

)
,

δWNS
C . O

(
10−12

)
, δWNS

D . O
(
10−11

)
,

for a binary neutron star system, where δWNS
A , δWNS

B and δWNS
C represent the con-

tributions of the strong field effects to the quadrupole, monopole and dipole parts of

equation (2.108), while δWNS
D denotes a cross term due to the motion of the center-

of-mass of the system [39]. Clearly, these effects are much smaller than the ones

mentioned above, and are beyond the detectability of the current generation of de-

tectors. Thus we take the weak field limit or small sensitivity limit to the results in

chapter three.

From the expressions of the six polarization modes of equation (2.99) we can

see that the scalar longitudinal mode hL is proportional to the scalar breathing mode

hb. Therefore, out of these six components, only five of them are independent. In

addition, the scalar breathing and the scalar longitudinal modes are all suppressed by

a factor O (c14) . O (10−5) with respect to the transverse-traceless modes h+ and h×,

while the vectorial modes hX and hY are suppressed by a factor O (c13) . O (10−15).

These conclusions should be also valid for general cases, and consistent with the

analysis of triple systems presented in chapter three.

In chapter three, we apply the general formulas developed in chapter two to

triple systems. In particular, we have studied the GWs, the response functions and

the energy loss rates for three triple systems with different periodic orbits: one is

the Simo’s figure-eight configuration shown by Fig. 3.2, and the other two are the

Broucke R7 and A16 configurations illustrated by Figs. 3.18 and 3.23. For a triple
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system, the GWs, the response function and energy loss rate depend not only on the

configuration of orbits, but also on the orientation with respect to the detector and

binding energies of the three compact bodies.

Then we focus on one relativistic three-body system PSR J0337+1517. We

calculate the gravitational waveforms, their polarizations and Fourier transforms,

as well as the radiation powers of the relativistic triple systems PSR J0337+1517,

observed in 2014 [59]. This system consists of an inner binary and a third companion.

The inner binary consists of a pulsar with mass m1 = 1.44M⊙ and a white dwarf

with mass m2 = 0.20M⊙ in a 1.6 day orbit. The outer binary consists of the inner

binary and a second dwarf with mass m3 = 0.41M⊙ in a 327 day orbit. The two

orbits are very circular with eccentricities eI ' 6.9 × 10−4 for the inner binary and

eO ' 3.5× 10−2 for the outer orbit. The two orbital planes are remarkably coplanar

with an inclination . 0.01o [See Fig. 3.1].

Our studies were carried out in three different theories, GR, BD gravity, and

ae-theory. In GR, only the tensor mode exists, so a GW has only two polariza-

tion modes, the so-called, plus (h+) and cross (h×) modes. Their amplitudes and

Fourier transforms are shown in Figs. 3.2 - 3.4, from which it can be seen that

their amplitude is about 10−23, while their frequencies are peaked at two locations,

f+,×
1 = 0.068658 µHz (for the outer orbit) and f+,×

2 = 14.212 µHz (for the inner

orbit), respectively. These are about twice the inner and outer orbital frequencies of

the triple system, and agree well with the GR predictions [46].

In ae-theory, all six polarization modes are different from zero, but the breath-

ing (hb) and longitudinal (hL) modes are not independent. In comparing with h+ and
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h×, however, they are suppressed by a factor c14 which is observationally restricted

to c14 . 10−5 [42].

The effects of the parameters ci’s on haeb and haeL were also studied in detail,

and we found that their amplitudes are weekly dependent on the choices of these

parameters, while the frequencies of their Fourier transforms remain the same.

The other two independent polarization modes in ae-theory are the vector

modes, hX and hY , which are all proportional to c13. The current observations from

GW170817 [40] and GRB 170817A [41] on the speed of the tensor mode requires

c13 . 10−15. Therefore, these two modes are highly restricted by the limit of the

speed of the tensor mode.

We also studied the radiation power due to the tensor, vector and scalar modes

in ae-theory, and three different parts were plotted in Fig. 3.35. The amplitude of

the quadrupole part (A) contributed from all three modes [38] is comparable with

that of GR. The monopole (B) part has contributions only from the scalar mode,

while the dipole (C) part has contributions from both the scalar and vector modes,

but does not have any contributions from the tensor mode, as expected in [38]. The

monopole part is suppressed by a factor c14 . O (10−5), but the dipole part is almost

the same order as the quadrupole part. With the arrival of multi-band gravitational

wave astronomy [91], joint observations of GW150914-like by LIGO/Virgo/KAGRA

and LISA will improve constraints on the dipole emission [92]. Thus, the multi-band

gravitational wave astronomy will provide a very promising direction to constrain

ae-theory.

In chapter four, we calculated the QNMs of ae-theory. It is found that the

frequencies are different from those in GR, with differences of about O(0.1), which
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means space-based GW detectors have the potential to rule out ae-theory in the near

future.
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APPENDIX A

Gauge Transformation

In general, under a coordinates transformation

xα → x′α(x), (A.1)

we have

gαβ(x)→ g′αβ(x′) =
∂xµ

∂x′α
∂xν

∂x′β
gµν(x), (A.2)

uα(x)→ u′α(x′) =
∂x′α

∂xβ
uβ(x). (A.3)

Specificlly,

xα → x′α(x) = xα + ξα(x), (A.4)

where ξa ∼ ε and ε is a small quantity. The following results are valid to the first

order in ε,

xα(x) = x′α − ξα(x′). (A.5)

where we have used Taylor expansion. Then equation (A.2) and (A.3) give

g′αβ(x′) = gαβ(x)− ∂ξµ(x′)

∂x′β
gµα(x)− ∂ξµ(x′)

∂x′α
gµβ(x), (A.6)

u′α(x′) = uα(x) +
∂ξα(x)

∂xβ
uβ(x). (A.7)

Suppose that we can expand gαβ and uα in both reference frames as

gαβ(x) = ηαβ + hαβ(x), (A.8)

uα(x) = δα0 + ωα(x), (A.9)
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where hαβ ∼ ωα ∼ ε,

g′αβ(x′) = ηαβ + h′αβ(x′), (A.10)

u′α(x′) = δα0 + ω′α(x′), (A.11)

where h′αβ ∼ ω′α ∼ ε. Then we have

h′αβ(x′) = hαβ(x)− [ξα,β(x′) + ξβ,α(x′)] (A.12)

where ξα ≡ ξµηµα,

ω′α(x′) = ωα(x) + ξ̇α(x) (A.13)

If we further decompose ξα as follows

x′0 = x0 + ξ0 x′i = xi + ξi + ξ,i ξi,i = 0 (A.14)

with hαβ h
′
αβ ω

α ω′α as equation (2.2) and (2.3), we can reach equation (2.34).

114



APPENDIX B

Derivation of Equation (2.53)

[δij × equation (2.44)− δij × equation (2.48) + 4× equation (2.45)] gives

(1 + c+ + 2c2)f̈,ij + (2 + 2c2)φ̈,ij + 2h00,ij −∆f,ij = −16πG(δijτkk − δijτLkk − 2τTij ).

(B.1)

In addition, we can solve equation (2.49) and equation (2.50) via Green’s function,

because they are just simply Poisson’s equation,

F − c14h00 = 4G

∫
d3x′

τ00(t, ~x′)

|~x− ~x′|
≡ Θ(t, ~x), (B.2)

(1 + c2)ḟ,i + c123φ̇,i = 4G

∫
d3x′

τLi0(t, ~x′)

|~x− ~x′|
≡ Θi(t, ~x). (B.3)

Therefore, we have

h00 =
F −Θ

c14

, φ̇,i =
Θi − (1 + c2)ḟ,i

c123

. (B.4)

Inserting equation (B.4) into equation (B.1), we get

− [(2 + 2c2)(1 + c2)− (1 + c+ + 2c2)c123]c14

(2− c14)c123

f̈,ij + ∆f,ij =

c14

2− c14

[
−2 + 2c2

c123

Θ̇i,j +
2

c14

Θ,ij − 16πG(δijτkk − δijτLkk − 2τTij )

]
.

(B.5)

It can be written as

− 1

c2
S

f̈,ij + ∆f,ij = τ ′ij. (B.6)
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APPENDIX C

Derivation of Equation (2.59)

Because

∂

∂xj

(
1

x

)
= − x̂

j

x2
,

∂

∂xj
(
x̂i
)

=
1

x
(δij − x̂ix̂j), (C.1)

and

∂τ(t− x/s, ~x′)
∂t

=
∂τ

∂(t− x/s)
∂(t− x/s)

∂t
=

∂τ

∂(t− x/s)
, (C.2)

∂τ(t− x/s, ~x′)
∂xj

=
∂τ

∂(t− x/s)
∂(t− x/s)

xj
=

∂τ

∂(t− x/s)
−1

s

∂x

∂xj
=
∂τ

∂t

−1

s
x̂j, (C.3)

∂

∂xj
ψ(t, ~x) =

4

x

∞∑
m=0

1

m!sm
∂m

∂tm

∫
d3x′

∂τ(t− x/s, ~x′)
∂xj

(x′ix̂i)m +O

(
1

x2

)
=
−1

s
x̂j
∂

∂t

4

x

∞∑
m=0

1

m!sm
∂m

∂tm

∫
d3x′τ(t− x/s, ~x′)(x′ix̂i)m +O

(
1

x2

)
=
−1

s
x̂j
∂

∂t
ψ(t, ~x) +O

(
1

x2

)
.

(C.4)

116



APPENDIX D

Derivation of Equation (2.70)

The source is described by τab = τab(t, ~x), it satisfies

τij,ij = τji,ij = τj0,0j = τ0j,0j − Tj,0j = τ00,00 − Tj,0j, (D.1)

where we first use the equation (2.21) then equation (2.40) then equation (2.21) again.

Integrate the above over whole space as∫
d3x xixjτkl,kl =

∫
d3x xixj(τ00,00 − Tk,0k), (D.2)

After integration by parts, the surface terms go away due to localized source (x >

d, τab = 0), ∫
d3x τij =

1

2

∫
d3x xixj τ̈00 +

∫
d3x Ṫ(ixj). (D.3)

Since x is a dummy variable we can do x→ x′, τij(t, ~x)→ τij(t, ~x
′),∫

d3x′ τij =
1

2

∫
d3x′ x′ix′j τ̈00 +

∫
d3x′ Ṫ(ix

′
j). (D.4)

If we drop the higher order terms, τ00(t, ~x′) =
∑

AmAδ
3(~x′ − ~xA(t)), Ti(t, ~x

′) = 0,∫
d3x′ τij(t, ~x

′) =
1

2
∂2
t

∫
d3x′ x′ix′j

∑
A

mAδ
3(~x′ − ~xA(t))

=
1

2
∂2
t

∑
A

mAx
i
A(t)xjA(t).

(D.5)

If we define

Iij(t) ≡
∑
A

mAx
i
A(t)xjA(t), (D.6)

then ∫
d3x′ τij(t, ~x

′) =
1

2
Ïij(t). (D.7)
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or ∫
d3x′ τij(t− x/c, ~x′) =

1

2
Ïij(t− x/c), (D.8)

where c is the speed of light in vaccum.
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APPENDIX E

Derivation of Equation (2.73)

νi + γi =
4G

x

c+

2c1 − c+c−

(∑
m

1

m!cmV

∂m

∂tm

∫
d3x′τi0(t− x/cV , ~x′)(x′kx̂k)m

)T

+
4G

x

(c+ − 1)

2c1 − c+c−

(∑
m

1

m!cmV

∂m

∂tm

∫
d3x′Ti(t− x/cV , ~x′)(x′kx̂k)m

)T

≡ 4G

x

c+

2c1 − c+c−
1○ +

4G

x

(c+ − 1)

2c1 − c+c−
2○.

(E.1)

1○ of equation (E.1) equals (only need m = 0 and m = 1 terms)

1○ =

(∫
d3x′τi0(t− x/cV , ~x′) +

1

cV

∂

∂t

∫
d3x′τi0(t− x/cV , ~x′)(x′kx̂k)

)T
=

(
θi +

1

cV

∫
d3x′τi0,0(x′kx̂k)

)T
=

(
θi +

1

cV

∫
d3x′

(
∂

∂x′j
τij

)
(x′kx̂k)

)T
=

(
θi −

x̂k

cV

∫
d3x′τik

)T
=

(
θi −

x̂k

2cV
Ïik

)T
,

(E.2)

where we use equation (2.63), integration by parts, and equation (D.7).

2○ of equation (E.1) equals (only need m = 0 and m = 1 terms)

2○ =

(∫
d3x′Ti(t− x/cV , ~x′) +

1

cV

∂

∂t

∫
d3x′Ti(t− x/cV , ~x′)(x′kx̂k)

)T
. (E.3)

From equation (1.39)

Ti(t− x/cV , ~x′) = −
∑
A

m̃A δ
3 (~x′ − ~xA) (−σA)viA, (E.4)

where the time dependence is through ~xA = ~xA(t− x/cV ) and viA = viA(t− x/cV ).
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Therefore,

2○ = −

(
−
∑
A

m̃AσAv
i
A −

1

cV

∂

∂t

(∑
A

m̃AσAv
i
Ax

k
Ax̂

k

))T

= −

(
−
∑
A

m̃AσAv
i
A −

1

cV

∑
A

m̃AσAx̂
k ∂

∂t
(viAx

k
A)

)T

.

(E.5)

With this property

∂

∂t
(viAx

k
A) = (v̇iAx

k
A + viAẋ

k
A) =

1

2
(2v̇iAx

k
A + 2viAẋ

k
A)

=
1

2
(v̇iAx

k
A + v̇iAx

k
A + 2viAv

k
A + xiAv̇

k
A − xiAv̇kA)

=
1

2
∂2
t (x

i
Ax

k
A) + v̇

[i
Ax

k]
A ,

(E.6)

2○ = −

(
−
∑
A

m̃AσAv
i
A −

1

cV

∑
A

m̃AσAx̂
k

(
1

2
∂2
t (x

i
Ax

k
A) + v̇

[i
Ax

k]
A

))T

= −

(
−
∑
A

m̃AσAv
i
A −

x̂k

2cV

(
∂2
t

∑
A

m̃AσA(xiAx
k
A) + 2

∑
A

m̃AσAv̇
[i
Ax

k]
A

))T

= −
(

Σi − x̂k

2cV

(
Ïik + Vik

))T
,

(E.7)

where we define

Σi ≡ −
∑
A

m̃AσAv
i
A, Iik ≡

∑
A

m̃AσA(xiAx
k
A), Vik ≡ 2

∑
A

m̃AσAv̇
[i
Ax

k]
A . (E.8)

equation (E.3) and (E.7) gives a useful property,∫
d3x′Tk = −Σk. (E.9)

equation (E.1), (E.2), and (E.7) give

νi + γi =
4G

x

c+

2c1 − c+c−

(
θi −

x̂k

2cV
Ïik

)T
− 4G

x

c+ − 1

2c1 − c+c−

(
Σi − x̂k

2cV

(
Ïik + Vik

))T
.

(E.10)

Combining with equation (2.64), I get

νi = −2G

x

1

2c1 − c+c−

(
x̂k

cV

(
c+

1− c+

Ïik + Ïik + Vik
)
− 2Σi

)T
+

4G

x

c+ − 2c1 + c+c−
(1− c+)(2c1 − c+c−)

θTi .

(E.11)
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For any symmetric tensor ψij and its traceless partner Ψij = ψij − 1
3
δijψkk, there is a

useful property,

(x̂jΨij)
T = (x̂jψij)

T , (E.12)

because,

(x̂jδij)
T = P̃ik(x̂jδkj) = (δik − x̂ix̂k)(x̂jδkj) = x̂i − x̂i = 0. (E.13)

Using equation (E.12), νi can be written as

νi = −2G

x

1

2c1 − c+c−

(
x̂k

cV

(
c+

1− c+

Q̈ik + Q̈ik + Vik
)
− 2Σi

)T
+

4G

x

c+ − 2c1 + c+c−
(1− c+)(2c1 − c+c−)

θTi ,

(E.14)

where Qik and Qik are traceless partner of Iik and Iik.
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APPENDIX F

Derivation of Equation (2.75)

F =
4

x

Gc14

2− c14

∞∑
m=0

1

m!cmS

∂m

∂tm

∫
d3x′τii(t− x/cS, ~x′)(x′kx̂k)m

− 4

x

Gc14

2− c14

2 + 3c2 + c+

c123

∞∑
m=0

1

m!cmS

∂m

∂tm

∫
d3x′τLii (t− x/cS, ~x′)(x′kx̂k)m

+
4

x

Gc14

2− c14

2

c14

∞∑
m=0

1

m!cmS

∂m

∂tm

∫
d3x′τ00(t− x/cS, ~x′)(x′kx̂k)m

≡ 4

x

Gc14

2− c14

1○− 4

x

Gc14

2− c14

2 + 3c2 + c+

c123

2○ +
4

x

Gc14

2− c14

2

c14

3○.

(F.1)

1○ of equation (F.1) equals (only need m=0 term)

1○ =

∫
d3x′τii(t− x/cS, ~x′) =

1

2
Ïii, (F.2)

where we use equation (D.7).

2○ of equation (F.1) equals (only need m=0 term)

2○ =

∫
d3x′τLii =

∫
d3x′tr

(
τLij
)

= tr

(∫
d3x′τLij

)
= tr

((∫
d3x′τij

)L)

= tr

(
1

2
ÏLij

)
=

1

2
x̂ix̂kÏik,

(F.3)

because

ILij = Iij − ITij = Iij − P̃ikIkj = Iij − (δik − x̂ix̂k)Ikj = x̂ix̂kIkj. (F.4)

Instead of Iij, we prefer Qij,

2○ =
1

2
x̂ix̂jQ̈ij +

1

6
Ïii. (F.5)
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3○ of equation (F.1) equals (only need m=0, m=1, and m=2 terms)

3○ =

∫
d3x′τ00 +

1

cS

∂

∂t

∫
d3x′τ00x

′kx̂k +
1

2c2
S

∂2

∂t2

∫
d3x′τ00x

′kx̂kx′lx̂l

= θ +
1

cS

∫
d3x′τ00,0x

′kx̂k +
1

2c2
S

∂2

∂t2

∫
d3x′

∑
A

m̃Aδ
3(~x′ − ~xA)x′kx̂kx′lx̂l

(F.6)

where we use equation (2.68), and τ00 =
∑

A m̃Aδ
3(~x− ~xA) to the leading order.

The second integral in equation (F.6) is

x̂k

cS

∫
d3x′τ0i,ix

′k =
−x̂k

cS

∫
d3x′τ0i

∂x′k

∂x′i
=
−x̂k

cS

∫
d3x′τ0k

=
−x̂k

cS

∫
d3x′(τk0 + Tk) =

−x̂k

cS
θk +

−x̂k

cS

∫
d3x′Tk

=
−x̂k

cS
θk −

−x̂k

cS
Σk,

(F.7)

where we use conservation law equation (2.63), integration by parts, equation (2.40),

and equation (E.9).

The third integral in equation (F.6) is

1

2c2
S

∂2

∂t2

∑
A

m̃Ax
k
Ax̂

kxlAx̂
l

=
1

2c2
S

∂2

∂t2

∑
A

mAx
k
Ax̂

kxlAx̂
l − 1

2c2
S

∂2

∂t2

∑
A

sAmAx
k
Ax̂

kxlAx̂
l

=
1

2c2
S

∂2

∂t2
Iklx̂

kx̂l − 1

2c2
S

∂2

∂t2
Iklx̂kx̂l

=
1

2c2
S

∂2

∂t2
(Qklx̂

kx̂l +
1

3
Iii)−

1

2c2
S

∂2

∂t2
(Qklx̂kx̂l +

1

3
Iii),

(F.8)

where m̃A = (1− sA)mA, and σAm̃A = sAmA, please refer to equation (37) and (38)

in [38], the definition of Iij and Iij are given by equation (D.6) and (E.8).

Therefore, 3○ of equation (F.1) equals (only need m=0, m=1, and m=2 terms)

3○ = θ +
−x̂k

cS
θk +

−x̂k

cS
Σk +

1

2c2
S

∂2

∂t2
(Qklx̂

kx̂l +
1

3
Iii)

− 1

2c2
S

∂2

∂t2
(Qklx̂kx̂l +

1

3
Iii)

(F.9)

123



In conclusion, F is

F =
4

x

Gc14

2− c14

1

2
Ïii −

4

x

Gc14

2− c14

2 + 3c2 + c+

c123

(
1

2
x̂ix̂jQ̈ij +

1

6
Ïii

)
+

4

x

Gc14

2− c14

2

c14

(
θ +
−x̂k

cS
θk −

−x̂k

cS
Σk +

1

2c2
S

(Q̈klx̂
kx̂l +

1

3
Ïii)−

1

2c2
S

(Q̈klx̂kx̂l +
1

3
Ïii)
)

=
4

x

Gc14

2− c14

[(
1

c14c2
S

− 2 + 3c2 + c+

2c123

)
x̂ix̂jQ̈ij +

(
1

2
− 2 + 3c2 + c+

6c123

+
1

3c2
Sc14

)
Ïii

− x̂
kx̂l

c14c2
S

(
Q̈kl +

1

3
δklÏii

)
+

2

c14cS
x̂kΣk +

2

c14

(
θ − x̂k

cS
θk

)]
=

4

x

Gc14

2− c14

[
3

2
(Z − 1) x̂ix̂jQ̈ij +

1

2
ZÏii −

x̂kx̂l

c14c2
S

(
Q̈kl +

1

3
δklÏii

)
+

2

c14cS
x̂kΣk

]
+

4

x

Gc14

2− c14

2

c14

(
θ − x̂k

cS
θk

)
,

(F.10)

where the definition of Z is given by equation (2.76).
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