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Lattice QCD calculations of quark loop operators are extremely time-consuming

to evaluate. To calculate these diagrams we use stochastic noise methods, which em-

ploy a randomly generated set of noise vectors to project out physical signals. This

is done with linear equation solvers like GMRES-DR (Generalized Minimum RESid-

ual algorithm-Deated and Restarted) for the first noise, and GMRES-Proj (similar

algorithm projected over eigenvectors) for remaining noises. In this context, we are

attempting to employ matrix deflation algorithms to reduce statistical uncertainty in

these time-consuming lattice calculations. In addition, we are developing noise sup-

pression algorithms using polynomial subtraction techniques, as well as combining

deflation and polynomial methods in an original way.

The possibility of the existence of mesons with two or more quark-antiquark pairs

is investigated with a new application of the Thomas-Fermi (TF) statistical quark

model. Quark color couplings are treated in a mean field manner similar to a previ-

ous application to baryons, and short and concise expressions for energies are derived.

We find that, on average, quarks only interact with antiquarks in such systems. The

TF differential equation is constructed and systems with heavy-light quark content

are examined. Three types of mesonic systems are defined. In the case of charm



iiquarks, multi-charmonium, multi-Z meson and multi-D meson family types are ex-

amined. System analogs for bottom quarks are also constructed. Quantitative trends

for system energies of mesonic quark matter are extracted as a function of the number

of quark pairs. We find indications from energy plots that multi-Z type mesons (and

their bottom quark analogs) are actually stable for a range of quark number pairs. At

this initial stage we have not yet included explicit spin interaction couplings between

quarks, but we can take one level of degeneracy into account in our two-inequivalent

TF function construction.
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CHAPTER ONE

New Noise Subtraction Methods for Lattice QCD Calculations

1.1 Introduction

Lattice QCD is a set of numerical techniques which uses a finite space-time lattice

to simulate the interactions between quarks and gluons. In lattice QCD, one of the

important and challenging issue is calculation of disconnected quark loops. In order to

calculate them many matrix inversions are required. To tackle this problem, instead

of a direct approach, we use isolated stochastic approach along with approximation

techniques [1]. Noise theory is used to project out the loop operator expectation

values and new noise subtraction methods are applied to reduce the statististical

uncertainity. Perturbative subtraction [2] is a standard noise subtraction method

which we will be comparing to and attempting to improve upon. This paper will

be focusing on eigenspectrum subtraction (deflation), polynomial subtraction, and

combination methods.

1.2 Noise Methods

Information about a system can be extracted by projecting it’s signal on the

randomly generated noise vectors. For example, a QCD matrix M can be projected

over randomly chosen noise vector η to extract the solution vector x as we can see in

the equation,

Mx = η, (1.1)

where M is of size N ×N , x and η are of size N × 1.

If α and β are two arbitrary vectors of size N ×L in space-time-color-dirac space,

then (ij)th element of the product 〈αβ〉 can be wirtten as ,

〈αiβj〉 ≡ lim
N→∞

1

N

N∑
n

α
(n)
i β

∗(n)
j (1.2)

1



Here αi and βj are the row matrices of size 1 × L, n = 1, 2, ....N represents N set

of noise vectors over which arbitrary vectors are projected . It is divided by N to

average over all the noises used. When N →∞ we get the exact result, however

due to computational limitations, N has to be chosen to be finite and the solution

we obtained are approximate rather than exact. In numerical calculations we use

Eq.(1.3) instead of Eq.(1.2) where

〈αiβj〉 ≈
1

N

N∑
n

α
(n)
i β

∗(n)
j . (1.3)

For a sufficiently large value of N , if we apply Eq.(1.2) to noise vectors , we will get,

〈ηiηj〉 = lim
N→∞

1

N

N∑
n

η
(n)
i η

∗(n)
j = δij. (1.4)

Also, expectation value of the noise vectors yields

〈ηi〉 = lim
N→∞

1

N

N∑
n

η
(n)
i = 0 (1.5)

These two properties of noise, along with indexed form of Eq.(1.1) and (1.2) helps

us determine each element from the quark matrix inverse, M−1, which we will see

from the equation below.

M−1
ik =

∑
j

M−1
ij δjk

=
∑
j

M−1
ij 〈ηjηk〉

=
∑
j

M−1
ij

(
lim
N→∞

1

N

N∑
n

η
(n)
j η

∗(n)
k

)

= lim
N→∞

1

N

N∑
n

∑
j

M−1
ij η

(n)
j η

∗(n)
k

= lim
N→∞

1

N

N∑
n

(∑
j

M−1
ij η

(n)
j

)
η
∗(n)
k

= lim
N→∞

1

N

N∑
n

x
(n)
i η

∗(n)
k

= 〈xiηk〉

(1.6)

2



As N is not equal to infinity in our computer simulations, we can see that inverse

of the matrix calculated is not exact and hence there is an error associated with it.

We apply several techniques that attempts to minimize statistical uncertainty which

will be discussed further in this dissertation.

We have used Z(N) noises, with N = 4, for our computer simulations. Each of

the N values in Z(N) noise is separated by 360/N degrees. For N = 4, the separation

is 90 degrees. We settled with 0, 90, 180 and 270 degrees even though we could chose

any four points separated by 90 degrees. In the complex plane, using the relation

x+ iy = reiθ (1.7)

these points become 1, i,−1 and −i respectively for the unit radius r. This means

all the random noises that we generated had only four distinct elements calculated

above.

1.3 Variance

Many operators in lattice QCD simulations are flooded with noise. Several strate-

gies could be applied to reduce the variance of these operators, which originates in

the off-diagonal components of the associated quark matrix. One basic strategy is to

mimic the off-diagonal elements of the inverse of the quark matrix with another trace-

less matrix, thereby maintaining the trace but with reduced statistical uncertainty.

In this section, we will explain the theory behind it.

If α and β from Eq.(1.3) are replaced with two different noise vectors, we get

Xij = 〈ηiηj〉 ≈
1

N

N∑
n

η
(n)
i η

∗(n)
j = δij (1.8)

where X from now on represents the matrix made from projection of two noise vectors.

Xij =
1

N

N∑
n=1

ηinη
∗
jn (1.9)

3



It can be shown that

V [Tr (QX)] ≡ 〈|
N∑
i

qijXji − Tr(Q)|2〉

=
∑
i 6=j

(
〈|Xji|2〉|qij|2 + qijq

∗
ji〈(Xji)

2〉
)

+
∑
i

〈|Xii − 1|2〉|qii|2,
(1.10)

where Q is the matrix-representation of an operator. First, let’s consider a general

real noise. The constraints are:

〈|Xji|2〉 = 〈(Xji)
2〉 =

1

N
(1.11)

for i 6= j .

For general real noises variance can now be written as

V [Tr(QXreal)] =
1

N

∑
i 6=j

(
|qji|2 + qijq

∗
ji

)
+
∑
i

〈|Xii − 1|2〉|qii|2. (1.12)

For Z(2) noises apart from the constraints at Eq.(1.11), there is one additional

constraint, 〈|Xii − 1|2〉 = 0 for i = j. This gives,

V
[
Tr
(
QXz(2)

)]
=

1

N

∑
i 6=j

(
|qji|2 + qijq

∗
ji

)
(1.13)

For Z(4) noises, the constraints are little different. That is the constraints

〈|Xji|2〉 =
1

N
,

〈(Xji)
2〉 = 0,

〈|Xii − 1|2〉 = 0

(1.14)

makes the variance at Eq.(1.10) to be

V
[
Tr
(
QXz(N≥3)

)]
=

1

N

∑
i 6=j

|qji|2. (1.15)

From this equation we can see variance only depends on off-diagonal elements of the

matrix for Z(4) noises. This relation is the foundation for subtraction noise techniques

that we develop.

4



1.4 Subtraction Noise Techniques

Noise subtraction techniques can be used to reduce the error associated with

disconnected operators. In lattice QCD this is equivalent to reducing the variance of

trace of inverse of the quark matrix. These methods reduce the computational needs

as well because in these methods less matrix inversions are required to achieve the

desired variance.

Given two matrices Q and Q̃, where Q̃ is traceless, we can show that expectation

value of the trace of a matrix remains unchanged after adding a traceless matrics to

it. i.e., the relationship

〈Tr(QX)〉 =
〈
Tr
{(
Q− Q̃

)
X
}〉

(1.16)

holds true for large number of noise. Note that average is taken only over noises and

using the identity matrix, 〈Xij〉 = δij , Eqn.(1.16) can be easily established.

We just observed that trace remains invariant under addition of a traceless matrix.

If we take the variance of the trace, though, the relationship doesn’t hold true. We

can see from Eq.(1.15) that variance depends on the off diagonal elements of a matrix.

So, if we can find a matrix Q̃ which is traceless but has the off diagonal elements same

as that of Q, new matrix Q− Q̃ is a diagonal traceless matrix which would have zero

variance. This can be explained from the relation

V

[
Tr
{

(Q− Q̃)Xz(N≥3)

}]
=

1

N

∑
i 6=j

(
|qij − q̃ij|2

)
. (1.17)

If qij and q̃ij are both equal for i 6= j then Eq.(1.17) gives a zero variance. However,

this situation is ideal. In practical conditions, it is much difficult to mimic the off

diagonal elements of the quark matrix.

In case of lattice QCD calculations, Q is actually the inverse of the quark matrix

M . So, we have to find a matrix M̃−1 that is traceless and has off diagonal elements

as close to M−1 as possible. We use six different techniques to create M̃−1 which will

5



eventually determine the method that works best on reducing the variance. These

methods will be described in the following section.

1.5 Methods

We have applied several new techniques to non-subtracted (NS) lattice data.

These are termed eigenvalue subtraction (ES) [3], Hermitian forced eigenvalue sub-

traction (HFES) [4] and polynomial subtraction (POLY) [5]. In [4] we also introduced

techniques which combine deflation with other subtraction methods. Here we will

compare various methods and show how effective the combination methods are. We

work with the standard Wilson matrix in the quenched approximation. The size of

the lattice first worked on is 84 and after looking at the trends we switch to a bigger

one of size 243 × 32. We use 200 Z4 noises for three different set of kappa values

0.155, 0.156 and 0.157. Linear equations are solved using GMRES-DR (generalized

minimum residual algorithm-deflated and restarted) for the first noise and GMRES-

Proj (similar algorithm projected over eigenvectors) for remaining noises [6] . All of

our methods attempt to design a traceless matrix M̃−1 in order to obtain off-diagonal

elements as close to M−1 as possible.

Expectation value of any operator can be written as

〈ψ̄Oψ〉 = −Tr(OM−1). (1.18)

For the scalar operator calculations, O, can be replaced by identity operator and

expectation value can be written as

〈ψ̄(x)ψ(x)〉 = −Tr(M−1). (1.19)

Trace is defined as

Tr(M−1) ≡
∑
i

M−1
ii (1.20)

6



Using Eq.(1.6), trace of the inverse can be expressed as

Tr(M−1) =
∑
i

〈xiηi〉

=
∑
i

1

N

N∑
n

x
(n)
i η

∗(n)
i

=
∑
i

1

N

N∑
n

(∑
j

M−1
ij η

(n)
j

)
η
∗(n)
i

=
∑
i

1

N

N∑
n

η
∗(n)
i

∑
j

M−1
ij η

(n)
j

(1.21)

Calculation of trace using this equation is equivalent to vanilla noise method,

also called non-subtraction method (NS). All of our methods will try to better this

method. This is done by creating a traceless matirx M̃−1 that is pretty close to M−1

especially on the off-diagonal elements. Closer it is to the matrix, better the method

turns out to be. Addition of a traceless matrix M̃−1 will now modify the relationship

as

Tr(M−1) =
∑
i

1

N

N∑
n

η
∗(n)
i

∑
j

(
M−1

ij − M̃−1
ij

)
η
(n)
j . (1.22)

In real world simulations, it is almost impossible to generate traceless matrices M̃−1.

So, for the correct evaluation of the expectation value of the operators Tr(M̃−1) needs

to be added to the calculation. This gives,

Tr(M−1) =
∑
i

1

N

N∑
n

η
∗(n)
i

∑
j

(
M−1

ij − M̃−1
ij

)
η
(n)
j + Tr(M̃−1) (1.23)

Simplification of this equation yields,

Tr
(
M−1) =

1

N

N∑
n

(
η(n)†

(
x(n) − x̃(n)

))
+ Tr

(
M̃−1

)
, (1.24)

where, x(n) is the solution vector generated when implementing the GMRES algo-

rithms and x̃(n) is given by

x̃(n) ≡ M̃−1η(n). (1.25)
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For any operator Θ, the appropriate trace becomes

Tr
(
ΘM−1) =

1

N

N∑
n

(
η(n)†Θ

(
x(n) − x̃(n)

))
+ Tr

(
ΘM̃−1

)
. (1.26)

Note that adding Tr
(

ΘM̃−1
)

has no influence on the noise error bar, which is what

is studied here. We will now explain different ways of obtaining the subtraction matix

M̃−1.

1.5.1 Perturbative Subtraction(PS)

Perturbative Noise Subtraction Method is the standard method used by researchers

to estimate off diagonal elements of the quark matrix. In this subsection we will ex-

plain how it does the estimation and in what regard it differs between local and

non-local vectors.

For Wilson case, the quark matrix M , can be written as

Mij = δij − κPij, (1.27)

where i, j covers space-time-color-dirac space and Pij is

Pij =
∑
µ

[
(1− γµ)Uµ(x)δx,y−aµ + (1 + γµ)U †µ(x− aµ)δx,y+aµ

]
. (1.28)

If we take inverse of Eq.(1.27), we get

M−1
ij =

1

δij − κPij
. (1.29)

We now can expand this equation in Taylor series for small values of κP to get the

matrix M̃−1
pert such that

M̃−1
pert = I + κP + (κP )2 + (κP )3 + (κP )4 + ...... (1.30)

For simulations, we cannot calculate all the orders of M̃−1
pert and will have to settle

for a finite order. Settling for the finite order will deny us from the matrix that

is completely off-diagonal though. So, Tr
(
M̃−1

pert

)
will have to be added back for
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the correct trace computation. In this dissertation, the expansion is calculated upto

seventh order of magnitude. i.e,

M̃−1
pert = I + κP + (κP )2 + (κP )3 + (κP )4 + (κP )5 + (κP )6 + (κP )7 (1.31)

As we can see in the equation,

〈ψ̄(x)ψ(x)〉 = −Tr
(
M−1) , (1.32)

only closed loop gauge invariant objects contribute to the trace. This means only

closed path objects with an area A contribute to the trace in Eq.(1.33) which gives,

Tr
(
M−1) =

1

N

N∑
n

(
η(n)† ·

(
x(n) − x̃(n)pert

))
+ Tr

(
M̃−1

pert

)
, (1.33)

Generalizing for any operator Θ, trace now takes the form,

Tr
(
ΘM−1) =

1

N

N∑
n

(
η(n)† ·Θ

(
x(n) − x̃(n)pert

))
+ Tr

(
ΘM̃−1

pert

)
, (1.34)

where

x̃
(n)
pert ≡ M̃−1

pertη
(n). (1.35)

Geometric interpretation of perturbative expansion in Fig. 1.1 shows how each order

of κ is related to a link.

We can see from the Fig. 1.2 that local operators require a correction starting at

4th order of κ and from Fig. 1.3 that non-local operators require a correction starting

at 3rd order of κ because the least number of links required to form a closed loop

in local operator and non-local operator is 4 and 3 respectively. Note that point-

split operator has already an inbuilt order of κ. Also, local scalar operator require a

correction starting at 0th order of κ. In general, even orders of κ contribute to the

local operators and odd orders contribute to the non-local operators.

The direct calculation of the Tr
(
ΘM−1

pert

)
is very expensive, however closed loops

can be easily calculated. This can be done by solving the system,

Mpertx = ei, (1.36)
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Figure 1.1. Perturbative expansion contributions of 0(κ2) and 0(κ3)

Figure 1.2. Perturbative local operator contribution at 0(κ4) and 0(κ6)

Figure 1.3. Perturbative vector operator contribution at 0(κ3) and 0(κ5)
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that does not involve a noise vector, where ei is the unit vector in the ith direction

that spans space-time-color-dirac space. Now, we can solve for the solution vector by

calculating

x = M̃−1
pertei =

(
I + κP + (κP )2 + (κP )3 + ....+ (κP )n

)
ei. (1.37)

Not all the O(κn) terms contribute to the calculation of trace for each specific

operator. We will then drop the terms that doesn’t contribute to trace. That means

for the calculation of non-local operators we drop the even orders of κ while odd orders

of κ are dropped for calculation of local scalar and local vector operators. We denote

the truncated expansion as M̂−1
pert. Trace of the corrected part is now calculated as

Tr
(
ΘM−1

pert

)
=
∑
i

(
e∗iΘM̂

−1
pertei

)
. (1.38)

We worked upto sixth order of κ in local and fifth order in non-local operators.

Higher order subtractions can also be considered. The effect of higher order subtrac-

tions has been studied previously by our group [7].

1.5.2 Polynomial Subtraction (POLY)

Perturbative Noise Subtraction method is widely used not only because it reduces

the error associated with lattice QCD simulations but also because M̃−1
pert is relatively

easier to build. This fact motivated our group to develop a new technique called

Polynomial Noise Subtraction method, also referred as POLY in this dissertation,

which is very similar to PS method. The only difference is that coefficients of the new

matrix that mimics the off diagonal elements are now different from one. i.e, M̃−1
pert

which was initially represented to the 6th order as

M̃−1
pert ≡ 1 + κP + (κP )2 + (κP )3 + (κP )4 + (κP )5 + (κP )6. (1.39)

is now replaced by M̃−1
poly such that

M̃−1
poly ≡ a1 + a2κP + a3(κP )2 + a4(κP )3 + a5(κP )4 + a6(κP )5 + a7(κP )6, (1.40)
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where the ai’s are the coefficients obtained using MINimal RESidual (Min-Res) poly-

nomial [5]. Let us explain how we can obtain these coefficients.

The linear equation system we discuss in this dissertaton that relates quark matrix,

noise vector and solution vector is

Mx = η (1.41)

Now we would want to create a Krylov subspaceKt spanned by b,Mb,M2b,M3b, ....

such that

Kt = {b,Mb,M2b,M3b, ...} (1.42)

Any solution vector xt can also be expressed as a linear combination of elements

from this subspace. i.e,

xt = a0b+ a1Mb+ a2M
2b+ a3M

3b+ ...

=
(
a0 + a1M + a2M

2 + a3M
3 + ...

)
b

= P (M) b

(1.43)

where P (M) is a polynomial of M .

We want to miminize norm of the residual ||Mxt − b||2 which now equals

||(MP (M)− I)b||2. We can see that after residual is minimized , we get that the

polynomial is equivalent to inverse of the quark matrix. This can be understood from

the equation below.

||Mxt − b||2 ≈ 0

=⇒ ||(MP (M)− I)b||2 ≈ 0

=⇒ P (M) ≈M−1

(1.44)

In POLY method, we use this polynomial P (M) obtained from the Min-Res pro-

jection to mimic off diagonal elements of the inverse of a quark matrix. As will see this

method produces smaller variance than the PS method without significant increment

of matrix vector products.
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Consider nth order polynomial of M such that

Pn(M) = a0 + a1M + a2M
2 + ....+ anM

n, (1.45)

where the coefficients

~a = {a0, a1, ....an} (1.46)

are obtained from MinRes projection.

By solving a set of equation

(
v†v
)
~a = v†b, (1.47)

where v is a matrix given by

v =

(
Mb M2b .... Mn+1b

)
(1.48)

we can obtain the coefficients and build a polynomial P (M). From Eq.(1.44) this is

approximately equal to inverse of a quark matrix, M−1. So this polynomial is used to

construct M̃−1
poly which is used exactly as M̃−1

pert does in the perturbative subtraction

method. Coefficients only need to be calculated for one single noise vector and then

used for all the right hand sides. The shape of 7th order MinRes polynomial for 84

lattice and κ = 0.157 is shown in Fig. 1.4 and the coefficients are listed in Table 1.1.

Random noise vector was used as the right hand side of the system. From the table

we can see sign of the consecutive coefficients are alternating between positive and

negative. Also, these coefficients have a larger value for middle order coefficients and

far different from one as seen in PS method. We also noticed that coefficients didn’t

change significantly from configuration to configuration. We can see from the Fig.

1.4 that polynomial is a good approximation to M−1 since it remains flat at z = 1

plane in some region of the complex space.

Since M = I + κP , we can express M̃−1
poly in terms of P as shown below
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Table 1.1. Coefficients of the MinRes polynomial

Coefficients real part imaginary part
a0 6.4551 0.0263
a1 -20.5896 -0.1429
a2 39.3584 0.3563
a3 -47.6275 -0.5076
a4 36.7205 0.4378
a5 -17.4702 - 0.2265
a6 4.6727 0.0648
a7 -0.5375 - 0.0079
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Figure 1.4. Shape of seventh order MinRes polynomial

M̃−1
poly = a0 + a1M + a2M

2 + ....+ anM
n

= a0 + a1 (I + κP ) + a2 (I + κP )2 + ....+ an (I + κP )n

= b0 + b1κP + b2κ
2P 2 + ....+ bnκ

nP n.

(1.49)

These coefficients{b0, b1, ....bn} can easily be calculated from the coefficients {a0, a1, ....an}.

As we can see the pattern for M̃−1
poly is quite similar to that of M̃−1

pert, difference only

being that coefficients in the later are equal to one, we can build truncated M−1
poly
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in the same way as we did for M̃−1
pert by dropping the terms that don’t contribute to

trace calculation.

Then the correction term is

Tr
(
OM−1

poly

)
=
∑
i

(
e∗iOM̃

−1
polyei

)
. (1.50)

The trace in this method takes the form,

Tr
(
ΘM−1) =

1

N

N∑
n

(
η(n)† ·Θ

(
x(n) − x̃(n)poly

))
+ Tr

(
ΘM̃−1

poly

)
, (1.51)

where

x̃
(n)
poly ≡ M̃−1

polyη
(n). (1.52)

1.5.3 Eigenvalue Subtraction (ES)

Perturbative Noise Subtraction and Polynomial Subtracton both involve an ex-

pansion of κ which means only small values of κ can be effectively used. These

small values of κ leads to large, non-physical, quark masses. If we want to work for

a higher order of κ, that corresponds to realistic quark masses, we need to have a

subtraction method that works best in this region. Eigenvalue Subtraction is one

such method developed by our group to cope with this problem. We will see that

this technique will get flooded by highly non-normal condition and does not work as

expected, however paves a path to develop a new method called Hermitian Forced

Eigenvalue Subtraction (HFES) method.

The spectrum of low eigenvalues of matrices can limit the performance of iterative

solvers. We have emphasized the role of deflation in accelerating the convergence

of algorithms in Ref. [8]. Here we investigate deflation effects in statistical error

reduction. Consider the vectors e
(q)
R and e

(q)†
L , which are defined as normalized right

and left eigenvectors of the matrix M , as in

Me
(q)
R = λ(q)e

(q)
R , (1.53)
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and

e
(q)†
L M = λ(q)e

(q)†
L , (1.54)

where λ(q) is the eigenvalue associated with both eigenvectors. With a full set N of

eigenvectors and eigenvalues the matrix M can be fully formed as

M =
N∑
q=1

e
(q)
R λ(q)e

(q)†
L , (1.55)

or

M = VRΛV †L , (1.56)

where VR contains the right eigenvectors and V †L contains the left eigenvectors. Λ is

a purely diagonal matrix made up of the eigenvalues of M in the order they appear

in both VR and VL.

ES method involves forming a matrix, M̃−1 by utilising eigenspectrum decompo-

sition. It is computationally unfeasible to use all the eigenmodes of M which means

we can form only an approximation to M−1 by using only the Q smallest pairs where

Q is determined based on the compuatational resources. We name the subtraction

matrix thus formed as M̃−1
eig .

Deflating out eigenvalues with the linear equation solver GMRES-DR can mimic

the low eigenvalue structure of the inverse of matrix M as

M̃−1
eig ≡ ṼRΛ̃−1Ṽ †L (1.57)

where ṼR and Ṽ †L are the computed right and left eigenvectors and Λ̃−1 is the inverse

of eigenvalues. Here, ṼR is N ×Q, Λ̃−1 is size Q×Q and Ṽ †L is of size Q×N which

makes M̃−1
eig same size as M−1.

In index form, Eq.(1.57) can be written as,

[
M̃−1

eig

]
ij

=

Q∑
q

((
Q∑
k

ṼRik∧̃
−1
kq

)(
ṼLjq

)†)
(1.58)
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We can furthur simplify it using the relation ∧̃−1kq = λ−1k δkq such that

[
M̃−1

eig

]
ij

=

Q∑
q

((
Q∑
k

ṼRikλ
−1
k δkq

)(
ṼLjq

)†)

=

Q∑
q

ṼRiqλ
−1
q

(
ṼLjq

)†
.

(1.59)

We choose smallest Q eigenvalues of the matrix M to form M̃−1
eig because their

contributions is greatest to the trace. Application of this eigenspectrum formula-

tion enables us to represent the off-diagonal elements for smaller quark masses also

which was previously not possible under PS and POLY methods. This means the

formulation should work well for large κ values also.

The vacuum expectaton term, Tr
(
M̃−1

eig

)
can not be calculated by analysing the

closed loops as we did in PS methods. Instead, they have to be calculated directly

as,

Tr(M̃−1
eig ) =

Q∑
q

1

λ(q)
(1.60)

The trace of the inverse matrix now takes the form

Tr
(
M−1) =

1

N

N∑
n

(
η(n)†

(
x(n) − x̃(n)eig

))
+ Tr

(
M̃−1

eig

)
, (1.61)

and

Tr
(
ΘM−1) =

1

N

N∑
n

(
η(n)†Θ

(
x(n) − x̃(n)eig

))
+ Tr

(
ΘM̃−1

eig

)
, (1.62)

where

x̃
(n)
eig = M̃−1

eigη
(n)

=

Q∑
q

1

λq
e
(q)
R

(
e
(q)
L .η(n)

) (1.63)

This last operation does not add matrix vector products. The generation of eigen-

modes only requires the super convergence solution of a single right hand side with

GMRES-DR. As pointed out previously [3], there is a relation between the even-odd
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eigenvectors for the reduced system and the full eigenvectors. Other right hand sides

are accelerated with GMRES-Proj using the eigenvalues generated.

In the results we will see that if we näively subtract eigenvalues from a non-

Hermitian matrix, we often end up expanding the size of error bars. This happens

because many of the right handed eigenvectors of a non-Hermitian matrix can point

in the same direction, a condition referred to as “highly non-normal”.

1.5.4 Hermitian Forced Eigenvalue Subtraction (HFES)

To avoid the “highly non-normal” problem we force our matrix to be formulated

in a Hermitian manner. The easiest way for us to do this with the Wilson matrix is

to multiply by the Dirac γ5 matrix. We can then form the low eigenvalue structure

of Mγ5 from these eigenvalues. We define

M ′ ≡Mγ5. (1.64)

Inverse of this matrix is written as

M ′−1 ≡ γ5M
−1 (1.65)

Original trace of the inverse matrix can be obtained from new matrix M ′ without

biasing the overall answer. From the relation,

Tr(γ5M
′−1) = Tr(γ5γ5M

−1)

= Tr(M−1),

(1.66)

we can see hermitian matirx M ′ can be used to obtain the trace values associated

with M−1. It is important for the algorithm to do the multiplication on the right

such that M ′ = Mγ5, but not M ′ = γ5M to avoid using cyclic properties which fail

in finite noise space.

We can now form normalized eigenvectors e′
(n)
R , eigenvalues λ′(n) and solution

vectors x̃′
(n)
eig for this new Hermitian matrix and perform a calculation similar to the
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ES method, accounting properly for the extra γ5 factors. The trace of any operator

Θ, for the HFES method takes the following form,

Tr
(
ΘM−1) =

1

N

N∑
n

(
η(n)†Θ

(
x(n) − x̃′(n)eig

))
+ Tr

(
Θγ5M̃

′−1
eig

)
, (1.67)

where

x̃′
(n)
eig ≡ γ5M̃

′−1
eigη

(n) = γ5

Q∑
q

1

λ′(q)
e′

(q)
R

(
e′

(q)†
R η(n)

)
(1.68)

and

M̃ ′−1
eig ≡ Ṽ ′RΛ̃′

−1
Ṽ ′†R . (1.69)

Ṽ ′R is a matrix whose columns are the Q smallest right eigenvectors of M ′. Λ̃′
−1

is

the diagonal matrix of size Q that contains the inverse of eigenvalues 1/λ′(q) as the

diagonal elements. The price paid here, similar to the ES method, is a single extra

super convergence on one right hand side for the non-reduced Hermitian system M ′

with GMRES-DR to extract eigenvectors and eigenvalues.

1.5.5 Combination Methods (HFPOLY and HFPS)

We have developed two methods which combine the error reduction techniques

of HFES with POLY and PS, called HFPOLY and HFPS. Näively, for POLY we

could think of this method as a subtracted combination: M̃−1
poly + γ5M̃

′−1
eig . However,

this presents a possible conflict since M̃−1
poly will overlap on the deflated Hermitian

eigenvector space. In order to prevent this, we also remove low eigenmode information

from M̃−1
poly. Since M̃poly is not Hermitian, the procedure is to define M̃ ′

poly = M̃polyγ5

and remove its overlapping Hermitian eigenvalue information using the eigenvectors

from M ′. Following the idea in Ref. [3], we define

e′
(q)†
R M̃ ′−1

polye
′(q)
R ≡

1

ξ′(q)
, (1.70)
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where e′
(q)
R is the eigenmode of M ′ generated within HFES method and 1/ξ′(q) are the

approximate eigenvalues of M̃ ′−1
poly. The trace takes the following form,

Tr
(
ΘM−1) =

1

N

∑N
n

(
η(n)†

[
Θx(n) −Θx̃′

(n)
eig −

(
Θx̃

(n)
poly −Θx̃′

(n)
eigpoly

)])
+ Tr

(
Θγ5M̃ ′−1

eig

)
+ Tr

(
ΘM̃−1

poly −Θγ5M̃ ′−1
eigpoly

)
, (1.71)

where

x̃′
(n)
eigpoly ≡ γ5M̃

′−1
eigpolyη

(n) = γ5

Q∑
q

1

ξ′(q)
e′

(q)
R

(
e′

(q)†
R η(n)

)
. (1.72)

x̃′
(n)
eig and x̃

(n)
poly are defined in previous sections and

M̃
′−1

eigpoly ≡ Ṽ ′RΞ−1Ṽ ′†R , (1.73)

where Ṽ ′R is defined above also and Ξ−1 is the diagonal matrix of size Q that contains

approximate inverse eigenvalues, 1/ξ′(q).

In the case of HFPS, M̃−1
poly is replaced by M̃−1

pert and all the calculations are re-

peated.

1.6 Operators under Simulation

Expectation value of any operator O is given as

〈ψ̄Oψ〉 = −Tr(OM−1). (1.74)

Calculation of these values depends on the operator by varying degree because in

some operators noise degrade the signal significantly while in some cases noise does

not impair the signal that much. Also, even though each operator is calculated with

a real and imaginary part, only the real or imaginary term survives. This is because

the quark propagator identity S = γ5S
†γ5, depending on the operator, allows only

real or imaginary term to be non-zero on a given configuration for each space-time

point.

In the simulation, though, quark propagator is not exact within noise techniques.

This prevents the zero terms not to be exactly zero. From the theory, we know
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that these terms are purely noise and can just drop them from the calculations. This

dropping does not bias the variance calculation but at the same time reduces variance.

In this dissertation, we present the results for nine different operators which can

be divided into three different groups. Allowing µ to range from 1 to 4, three groups

transform into 9 different operators. Symbols and the equations related are shown in

the table below.

Table 1.2. Calculated operators and their representations

Name Representation Total operators
Scalar Re[ψ̄(x)ψ(x)] 1

Local Vector Im[ψ̄(x)γµψ(x)] 4
Point-Split Vector κIm

[
ψ̄(x+ aµ)(1 + γµ)U †µ(x)ψ(x)

]
4

−κIm
[
ψ̄(x)(1− γµ)Uµ(x)ψ(x+ aµ)

]

1.7 Results

The goal of this work is to develop new methods and test if statistical error bar

becomes smaller than the current noise subtraction techniques. We want to see if the

methods developed by our group outperforms tried and tested techniques, especially

the Perturbative Subtraction (PS) method. Interestingly, we found some encouraging

results which we will explain in this section.

In this dissertation, we first worked on Hermitian Forced Eigenspectrum noise

Subtraction (HFES) method for the QCD matrix. Then we combined HFES method

with Perturbative Subtraction (PS) and Polynomial Subtraction (POLY) methods to

form Hermitian Forced Perturbative Subtraction (HFPS) and Hermitian Forced Poly-

nomial Subtraction (HFPOLY) methods respectively. Also, we calculated the error

associated with Eigenspectrum Subtraction (ES) and Non Subtracted (NS) methods

for comparison. We found three of the methods developed, namely POLY, HFPS and

HFPOLY, outperforms PS method. Out of these methods, reduction of variance is
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found to be most effective for HFPOLY method. This result was consistent when the

error was compared across different kappa values, lattice sizes and operators.

We used two different programming languages, to complete this simulation. One

is written in MATLAB and the other one in FORTRAN 90. MATLAB was used

to simulate the smaller lattice of size 84 where we first saw our methods are useful.

However, in MATLAB, we could not work on actual lattice sizes that are much bigger

of size 243 × 32 and switched to FORTRAN 90, Randy Lewis’ QQCD program.

Initially, we started our work with MATLAB and it’s “Parallel Computing Tool-

box.” This way we could run the code segments parallely and obtain results much

faster. The gauge configurations used in MATLAB were generated from the QQCD

program. Due to the memory constraints 84 is the largest size of lattice that could

be simulated in MATLAB. Also, algorithms written in MATLAB runs slower than

in FORTRAN 90 algorithms because even-odd preconditioning was not used on the

former.

Because of the ease of testing various implementations and ability to present

results quickly, we started with MATLAB algorithms to begin with debugging. After

getting the knowledge that error bar is indeed decreasing we looked if we could see

exactly the same result in QQCD program. After working for a while on the code

in FORTRAN 90, we observe QQCD program and MATLAB program yielded the

same result for 84 lattice. This made us more confident in our calculations. We then

increased the size of lattice to 243 × 32 and analysed the error reduction in more

operators.

In MATLAB, we could only work with five different local operators as these op-

erators respond best to unpartitioned noise. Unpartitioned noise spreads out across

all degrees of freedom whereas partitioned noise is only used across a specific degree

of freedom for example color or time. Four local vector operators γµ and scalar op-

erator ψ̄ψ works well with unpartitioned noise. However, non-local operators such as
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point-split operator are difficult to implement on MATLAB and are simulated only

in QQCD program.

If the error bar gets smaller, then we would want to see how many subtracted

eigenmodes are required to get the desired precision. Also, we want to do it for

different kappa values and compare the error bars between them. Each simulation

for a given gauge configuration and value of κ is conducted by averaging 200 Z(4)

noises. In order to gather an average error across gauge configurations, the errors are

averaged over simulations.

Each simulation was conducted for three different values of κ where κ = {0.1550,

0.1560, 0.1570} for the small lattice of size 84. However, when we switched to larger

matrix of size 243 × 32, our algorithms break down for κ = 0.1570. GMRESDR

algorithm failed to decrease the residual for linear equations as the number of itera-

tions increased. Our group has now overcome this problem and has confirmed that

deflation methods improve as the quark mass is increased.

Nevertheless, we were able to successfully reduce the error bars for the actual sized

lattice QCD matrices for κ values 0.1550 and 0.1560. We noticed that as κ approaches

kappa critical, eigenvalues start to get close to zero and it becomes tougher for the

GMRESDR algorithm to provide solution. The bigger the matrix, the tougher it

gets. However, one interesting thing we observed is, HFES method provides a steeper

decrease in error bar as kappa gets increased to kappa critical even though getting

that smallest eigenvalue might be tougher. This fact is observed in the increased

relative efficiency of the methods as κ increases towards κcrit which we will observe

from the figures to follow.

In the trace error-bar results that we are about to present, each graph represents

operator/hopping parameter pair. The graph shows every method compared against

each other plotted as the statistical error verses number of subtracted eigenmodes.

By doing this, we wanted to see which method produces the least amount of error.
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Each graph shows the “Vanilla Method” as the reference to compare. If a method

cannot produce error smaller than this method, then that method is not effective at

all. The legend on each graph is interpreted in the table below.

Table 1.3. The legend on each graphs and their representation

Symbol Method Representation
NS No Subtraction Dark blue
ES Eigenspectrum Subtraction dotted green

HFES Hermitian Forced - Eigenspectrum Subtraction Magneta
PS 7th Order Perturbative Subtraction Red

POLY 7th Order Polynomial Subtraction solid green
HFPS HFES and PS combination Black

HFPOLY HFES and POLY combination Pink

Now we will analyze the progression of the error for different lattice sizes as the

quark mass changes. Figs. 1.5, 1.6 and 1.7 show the progression of local vector with

µ = 4, also called charge density, for 84 lattice whereas Figs. 1.8 and 1.9 show the

same progression for 243× 32 lattice. In other words, Figs. 1.5, 1.6 and 1.7 represent

the error calculations for κ values as 0.1550, 0.1560 and 0.1570 respectively for a 84

lattice and Figs.1.8 and 1.9 represent error calculations for κ values as 0.1550 and

0.1560 respectively for 243 × 32 lattice for a local vector in fourth direction. We will

present results only for the three operators local J4, point split (or non-local) J4 and

scalar operators since the spatial Ji operators (i=1,2,3) behaved much like the J4

ones.

Eigenspectrum Subtraction method produces error bar that is even greater than

Vanilla Method. It shows not sign of decreasing variance as the error bar continues to

climb up rather than going down as the number of deflated eigenvectors increase. As

seen in the earlier works [4], ES method doesn’t work because it fails to produce the

eigenvectors that are perpendicular to each other. This method would work only if

we used all the eigenvectors of the original matix, however that increases the matrix

vector multiplications to a point that it becomes unuseful. It will be apparent after
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Figure 1.5. Quenched 84 lattice simulation results for J4 charge density at κ = 0.1550
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Figure 1.6. Quenched 84 lattice simulation results for J4 charge density at κ = 0.1560
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Figure 1.7. Quenched 84 lattice simulation results for J4 charge density at κ = 0.1570

looking all the figures that ES method does not work for all lattice sizes, mass values

and operators and hence will not be discussed further.

Hermitian Forced Eigenspectrum Subtraction (HFES) method, which is built

modifying the ES method reduces the error bar significantly. As the number of

deflated eigenvectors is increased, variance associated with the simulation decreases.

If we compare HFES results from Figs. 1.5, 1.6 and 1.7, plot of HFES error begins

from the NS method for κ = 0.1550, while for κ value 0.1560 and 0.1570 the beginning

point of HFES keeps shifting away from Non-Subtracted method. This was observed

when the smallest eigen value was significantly smaller than second smallest eigen

value. Since smallest eigenvalues of QCD matrix contribute greatest to the trace, this

shifting occurs.

We observed that, in average, one out of ten gauge configurations of size 84 have

smallest and second smallest eigenvalues that are different drastically especially so

for κcric. So, for the 84 lattice, we generated one hundred configurations and averaged

26



over the errors. This shifting is not that significant for larger lattices however. So,

we assumed ten configurations for large matrices should be enough.
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Figure 1.8: Quenched 243×32 lattice simulation results for J4 charge density at κ = 0.1550

We can see similar improvement in error calculations for larger matrices in HFES

method also. Actually, we can see that POLY method is almost comparable to

the PS method while the combination methods HFPS and HFPOLY outdoes the

Perturbation Method. As we pointed out previously, we have not shown the figures

for operators in one to three directions because they are almost equal to the errors

for the operators in fourth direction.

Let’s talk about the progression of error in case of non-local operators in fourth

direction, also called point-split operators. Similar to the local vectors, first three

non-local vectors also have similar trace properties to the fourth non-local vector.

So, we only show the figures for the fourth one. Figs. 1.10, 1.11 and 1.12 refer the

corresponding error bar for various methods calculated with kappa values 0.1550,
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Figure 1.9: Quenched 243×32 lattice simulation results for J4 charge density at κ = 0.1560

0.1560 and 0.1570 respectively for a smaller lattice. HFPOLY is the best method for

point-split operator.

For the scalar operator also HFPOLY seems to be the best method. For the

smaller lattice though, it is clearly seen that deflation of about 15 eigenmodes is more

than sufficient. After that actually it plateaus out if not increases slightly. Again, like

in the other operators, because of same reason as explained earlier, beginning point

of HFES, HFPS and HFPOLY are not from NS, PS and POLY method respectively.

One interesting thing to note here is that for κ = 0.1570 and 84 lattice, HFES method

is performing better than PS method even after deflation of 15 eigen modes. Similarly,

for κ = 0.1560 and larger lattice HFES method is outperforming PS method. Actually

this time, it is outperforming POLY method also. For smaller kappa values κ = 0.155

though, HFES cannot outperform PS method. We know from the theory that PS

method suits better for smaller kappa values whereas HFES method is better for
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Figure 1.10. Quenched 84 lattice simulation results for Point-Split Vector4 at κ = 0.1550
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Figure 1.11. Quenched 84 lattice simulation results for Point-Split Vector4 at κ = 0.1560
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Figure 1.12. Quenched 84 lattice simulation results for Point-Split Vector4 at κ = 0.1570
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Figure 1.13: Quenched 243 × 32 lattice simulation results for Point-Split Vector4 at κ =
0.1550
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Figure 1.14: Quenched 243 × 32 lattice simulation results for Point-Split Vector4 at κ =
0.1560

smaller eigenvalues, i.e., when kappa is close to critical value which is usually larger.

So, it makes sense that as kappa is increasing HFES is getting better than PS method.

We have calculated the relative efficiency between the PS and HFPOLY method

to get an idea of which method is better at what mass, operator and kappa values.

We define the relative efficiency, RE, of the two methods as

RE ≡
(

1

δy2
− 1

)
× 100, (1.75)

where δy is the relative error bar.

Tables 1.4-1.8 shows the relative efficiency as calculated for different parame-

ters. Here, we compare our methods with PS method. We would see, three of the

methods POLY, HFPS and HFPOLY outperforms PS method across all lattice size

and operators. To compare the efficiency with non subtracted techniques, we have

added a column for NS also. Comparison of relative efficiency across operators shows

HFES, HFPS and HFPOLY all get better as kappa increases. Negative sign when PS
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Figure 1.15. Quenched 84 lattice simulation results for scalar at κ = 0.1550
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Figure 1.16. Quenched 84 lattice simulation results for scalar at κ = 0.1560
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Figure 1.17. Quenched 84 lattice simulation results for scalar at κ = 0.1570

0 20 40 60 80 100 120
0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

x 10
−4

 

 
NS

ES

HFES

PS

POLY

HFPS combo

HFPOLY combo

Figure 1.18. Quenched 243 × 32 lattice simulation results for scalar at κ = 0.1550
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Figure 1.19. Quenched 243 × 32 lattice simulation results for scalar at κ = 0.1560

Table 1.4. Comparison of relative efficiency for operators on the 84 lattice at κ = 0.1550

Scalar Local J4 Nonlocal J4
Subtraction vs. NS vs. PS vs. NS vs. PS vs. NS vs. PS

POLY 143.4% 29.4% 273.6% 1.8% 778.3% 15.7%
HFES 29.9% −30.9% 48.7% −59.5% 16.6% −84.7%
HFPS 101.8% 7.3% 977.5% 193.5% 1226.7% 74.7%

HFPOLY 173.2% 45.3% 1623.0% 369.3% 2033.6% 180.9%

Table 1.5. Comparison of relative efficiency for operators on the 84 lattice at κ = 0.1560

Scalar Local J4 Nonlocal J4
Subtraction vs. NS vs. PS vs. NS vs. PS vs. NS vs. PS

POLY 112.3% 29.8% 244.8% 2.8% 678.4% 17.1%
HFES 34.1% −18.0% 53.7% −54.2% 18.0% −82.2%
HFPS 87.1% 14.4% 937.1% 209.2% 1102.3% 80.8%

HFPOLY 157.5% 57.5% 1608.3% 409.3% 1875.5% 197.1%
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Table 1.6. Comparison of relative efficiency for operators on the 84 lattice at κ = 0.1570

Scalar Local J4 Nonlocal J4
Subtraction vs. NS vs. PS vs. NS vs. PS vs. NS vs. PS

POLY 78.6% 27.4% 201.6% 3.6% 546.7% 17.6%
HFES 60.5% 14.5% 74.2% −40.13% 26.0% −77.1%
HFPS 102.5% 44.5% 992.7% 275.5% 1051.5% 109.3%

HFPOLY 183.5% 102.2% 1755.5% 537.5% 1834.6% 251.7%

Table 1.7. Relative efficiency for operators on the 243 × 32 lattice at κ = 0.1550

Scalar Local J4 Nonlocal J4
Subtraction vs. NS vs. PS vs. NS vs. PS vs. NS vs. PS

POLY 66.5% 18.5% 140.8% −0.53% 485.6% 10.7%
HFES 25.7% −10.5% 22.4% −49.4% 7.5% −79.6%
HFPS 89.5% 34.9% 316.4% 72.0% 652.6% 42.3%

HFPOLY 148.7% 77.6% 325.7% 75.9% 799.6% 70.1%

and HFES are compared indicates HFES is still not better than PS in most of the

cases. However, in Table 1.6, we can see HFES performs better than PS method. At

κ = 0.1570 = κcric, when eigen values are close to zero, inverse of a matrix obtained

gets more accurate and hence HFES become better. One can expect similar trend for

larger matrices also.

For the larger lattice at κ = 0.155, relative efficiency is not very different between

operators as can be seen in Tables 1.7- 1.8. As, the kappa increases, relative efficiency

is also getting better.

We expect efficiency to improve further as we move on towards lower quark masses.

However, as we increased kappa from 0.1560 to 0.1570, GMRES-DR failed to converge.

This is because of the eigenvalues that are very close to zero. This region where

poles occur is challenging and most of the lattice QCD algorithms fail at this point.

However, one positive that we can take from our results is that if we can get the

smallest eigenvalues, we can use them for deflation to converge GMRES-DR and also

use them to construct the trace of the matrix. We expect relative efficiency gained
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Table 1.8. Relative efficiency for operators on the 243 × 32 lattice at κ = 0.1560

Scalar Local J4 Nonlocal J4
Subtraction vs. NS vs. PS vs. NS vs. PS vs. NS vs. PS

POLY 40.1% 16.6% 84.4% 1.3% 324.5% 7.7%
HFES 47.2% 22.5% 34.2% −26.2% 11.6% −71.6%
HFPS 107.9% 73.0% 352.09% 148.4% 671.3% 95.7%

HFPOLY 178.7% 131.9% 367.8% 157.05% 839.5% 138.4%

with this method would be huge. Our latest results indeed confirm this expectation.

Note that deflation applied to hierarchical probing have been obtained in Ref. [9].
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CHAPTER TWO

TF Model for Mesonic Matters

2.1 Introduction

Lattice QCD is a very important tool used by particle physicists to investigate

the properties of baryons and mesons. Lattice techniques [10–14] are presently being

employed to understand and elucidate the pentaquark and tetraquark observations

made by Belle [15–18], BESIII [19, 20] and LHCb [21–25]. However, as the quark

content increases, it becomes computationally expensive and time-intensive to do the

lattice calculations. Every state must be investigated separately, which means a great

deal of analysis on Wick contractions and specialized computer coding. In addition,

as one adds more quarks, the states will become larger and the lattice used must also

increase in volume. There is therefore a need for reliable quark models that can give an

overview of many states to help guide these expensive lattice calculations. The MIT

bag model [26–28] and Nambu-Jona-Lasinio [29] model are two of these quark models.

Another approach, the Thomas-Fermi (TF) statistical model has been amazingly

successful in the explanation of atomic spectra and structure, as well as nuclear

applications. Our group has adopted the TF model and applied it to collections of

many quarks [30]. One advantage our model has over bag models is the inclusion of

nonperturbative Coulombic interactions. One would expect that the TF quark model

would become increasingly accurate as the number of constituents is increased, as a

statistical treatment is more justified. The main usefulness will be to see systemtic

trends as the parameters of the model are varied. It could also be key to identifying

families of bound states, rather than individual cases. The TF quark model has

already been used to investigate multi-quark states of baryons [31]. In this paper

we have extended the TF quark model to mesonic states in order to investigate

the stability of families built from some existing mesons and observed new exotic
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states, concentrating on heavy-light quark combinations. Although our model is

nonrelativistic, we will see that this assumption is actually numerically consistent as

quark content is increased. We have not yet included spin-spin interactions in our

meson model, and is not as developed as our previous baryon model. Because of this

we can not yet make predictions for energies of multi-quark states, although we can

make observations regarding family stability.

Our paper is organized as follows. In Sec. 2.2 we will define the energies of the

model in terms of the TF density of states. In Sec. 2.3 we will examine the classical

color couplings in mean field theory and systematically determine the probabilities of

interactions for quark-quark, quark-antiquark and antiquark-antiquark interactions.

We obtain the system energies in Sec. 2.4, the TF quark equations in Sec. 2.5, and

re-characterize the model in terms of new dimensionless variables in Sec. 2.6. The

application of the model to heavy quark-light quark mesonic matter is initiated in

Sec. 2.7, where we define three types of multi-quark families involving charm quarks:

charmonium (“Case 1”), Z-meson type (“Case 2”) and D-meson type (“Case 3”).

These states as well as their bottom-quark analogs are constructed in Sec. 2.7, where

we examine the energy slopes to determine family stability. Numerical results and

discussions are presented in Secs. 2.8 and 2.9.

2.2 The TF Meson Model

The TF statistical model is a semiclassical quantum mechanical theory developed

for many-fermion systems. In this model the assumption is made that quarks are

distributed uniformly in each volume element ∆V , while at the same time the quark

density nq(r) can vary from one small volume element to the next. For a small

volume element ∆V , and for the system of quarks in its ground state, we can fill out

a spherical momentum space volume VF up to the Fermi momentum pF , and thus

VF ≡
4

3
πp3F (~r) . (1.1)
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The corresponding phase space volume is,

∆Vph ≡ VF∆V =
4

3
πp3F (~r)∆V. (1.2)

Let’s say gI is the degeneracy of a quark flavor I. Then quarks in ∆Vph are distributed

uniformly with gI quarks per h3 of this phase space volume, where h is Planck’s

constant. The number of quarks in ∆Vph is

∆Nph ≡
gI

h3
∆Vph =

4πgI

3h3
p3F (~r)∆V. (1.3)

The number of quarks in ∆V is

∆N ≡ nq(~r)∆V, (1.4)

where nq(~r) is the quark density. Equating Eqs. (1.3) and (1.4), we obtain

nq(~r) =
4πgI

3h3
p3F (~r). (1.5)

The fraction of quarks at position ~r that have momentum between p and p + dp in

spherical momentum space is

F(~r)(p)dp =


4πp2dp
4
3
πp3F (~r)

, if p ≤ pF (~r),

0, otherwise.

(1.6)

Using the classical expression for kinetic energy of a quark with mass mI , the kinetic

energy per unit volume for a system of quarks is

t(~r) =

∫ pF p2

2mI

nq(~r)F(~r)(p)dp = CF (nq(~r))
5/3 , (1.7)

where

CF =
(6π2~3)5/3

20π2~3mI (gI)2/3
. (1.8)

Eq. (1.7) shows that kinetic energy per volume is proportional to the 5/3-rd power of

quark density. To obtain the total kinetic energy (T ), we will have to integrate this

expression over all the spatial volume:

T =

∫
t(~r) d3r. (1.9)
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On the other hand, the total potential energy (U) due to the interactions of system

of quarks with one another is given by

U = VN

∫ ∫
nq(~r)nq(~r

′)

|~r − ~r ′|
d3r d3r′, (1.10)

where VN is a factor depending on the type of interaction between quarks. It will

be explained in the sections to follow. The total energy for a system of quarks is

therefore

E = T + U

= CF

∫
(nq(~r))

5/3 d3r + VN

∫ ∫
nq(~r)nq(~r

′)

|~r − ~r ′|
d3rd3r′.

(1.11)

In order to minimize energy while keeping the number of quarks constant, we can

add a Lagrange multiplier term of the form λ
(∫

nq(~r)d
3(r)−Nq

)
to the expression

for total energy, where Nq is the fixed total number of quarks in the given system.

A given quark actually has a definite color and flavor. In the sections to follow we

will replace the number density of quarks, nq(~r), by the quantity nIi (~r), where color

is represented by index i and flavor by index I. It will then be summed over flavor

and color indices to account for the energies of all of the quarks in the given system.

2.3 Residual Coulombic Coupling and Interaction Probabilities

The color couplings of quarks and antiquarks in our model originates from the

Coulombic interactions expected at the classical level [32]. In the following we define

η to be the number of quark/antiquark pairs in the meson, which is assumed to be a

color singlet. In addition, g represents the strong coupling constant.

The types of interactions between the particles can then be categorized as:

Color-Color Repulsion (CCR): Interactions between quarks with same colors is

repulsive with coupling constant 4/3g2. The interactions are red-red (rr), green-green

(gg) and blue-blue (bb).
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Color-Color Attraction (CCA): Interactions between quarks with different colors

is attractive with coupling constant −2/3g2. The interactions are rb, rg, bg, br, gr,

and gb.

Color-Anticolor Repulsion (CAR): Interactions between quarks and antiquarks

with different color/anticolors is repulsive with coupling constant 2/3g2. The inter-

actions are rb̄, rḡ, bḡ, br̄, gr̄, and gb̄.

Color-Anticolor Attraction (CAA): Interactions between quarks and antiquarks

with same color/anticolors is attractive with coupling constant −4/3g2. The interac-

tions are rr̄, bb̄ and gḡ.

Anticolor-Anticolor Repulsion (AAR): Interactions between antiquarks with same

anticolors is repulsive with coupling constant 4/3g2. The interactions are r̄r̄, b̄b̄ and

ḡḡ.

Anticolor-Anticolor Attraction (AAA): Interactions between antiquarks with dif-

ferent anticolors is attractive with coupling constant −2/3g2. The interactions are

r̄b̄, r̄ḡ, b̄ḡ, b̄r̄, ḡr̄, and ḡb̄.

When η pairs of quarks interact with each other, the six types of color interactions

appear with different probabilities. So, we need to find a way to count and formulate

color-interaction probabilities in order to apply the TF model for mesonic matter.

Each of the η pairs must be a color singlet and each singlet can be achieved three

different ways, red-antired, green-antigreen and blue-antiblue. We will term each

quark-antiquark pair a “pocket”. Out of η pockets let us say we have x number of

red-antired, y number of blue-antiblue and z = η − x− y number of green-antigreen

combinations which will be represented by R, B and G respectively. This is depicted

in Table 2.1.

When two R pockets interact for example, there are four color combinations as

depicted in the left box of Table 2.2. Out of these, rr̄ and r̄r belong to interaction type

CAA, rr to CCR and r̄r̄ to AAR. The middle box RB depicts color combinations
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Table 2.1. Color singlet counting and representation.

Number of pockets Type of pocket Representation
x rr̄ R
y bb̄ B
z gḡ G

when different types of pocket interact. The rightmost box R represents a color

combination within this pocket which means there is interaction type CAA only.

These color combinations are counted and depicted in Table 2.3. Of course BB and

GG have the same interaction numbers as in the left box. In addition, BG and GR

have same interaction numbers as in the middle box.

Table 2.2. Color interactions for same pockets, different pockets and within a pocket.

RR r r̄
r rr rr̄
r̄ r̄r r̄r̄

RB r r̄
b br br̄
b̄ b̄r b̄r̄

R r
r̄ r̄r

In Table 2.3 the six interaction types are given an index. The last three columns

give the number of interactions contained in the previous table.

Table 2.3. Color interaction counting and indices.

Index(i) Interaction type (RR)i (RB)i (R)i
1 CCR 1 0 0
2 CCA 0 1 0
3 CAR 0 2 0
4 CAA 2 0 1
5 AAR 1 0 0
6 AAA 0 1 0

There are x(x − 1)/2 number of ways the RR type of interaction takes place.

Similarly, y(y − 1)/2 and z(z − 1)/2 are the number of times BB and GG happens.

Also, RB, BG and RG type of interactions occur xy, yz and xz times respectively.

In the next step we varied x from 0 to η and y from 0 to η−x thereby giving equal

footing to all the color combinations and counted all the possible color interactions,
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Ei. The corresponding expression is given in the equation below.

Ei =

η∑
x=0

η−x∑
y=0

η!

x!y!z!
×{

x(x− 1) + y(y − 1) + z(z − 1)

2
(RR)i + (xy + yz + zx) (RB)i + η(R)i

}
.

(1.12)

Here Ei refers to total occurrence of the ith color coupling. For example, E1 refers

to total number of times the AAA type of interaction occurs out of 3η × η(2η − 1)

possibilities.

To understand this equation, let us break it into two parts. First, if we take the

terms inside the curly braces and add over the indices, we get η(2η − 1), i.e.,∑
i

{
x(x− 1) + y(y − 1) + z(z − 1)

2
(RR)i + (xy + yz + zx) (RB)i + η(R)i

}
= η (2η − 1) ,

(1.13)

regardless of x, y and z values as long as the constraint x + y + z = η is satisfied.

This is just the number of ways 2η quarks can be paired. Second, if we replace the

curly braces by unity, we get 3η, the total number of pocket combinations in a meson

with η pairs of quarks. Thus, Ei gives the total occurrence of the ith color interaction

out of 3ηη(2η − 1) possibilities.

After solving Eq.(1.12) using Mathematica, we obtained the outcomes, Ei. They

are listed in Table 2.4. In the same table, we divided each event by 3ηη(2η − 1) and

obtained probabilities for each type of interaction. In addition, the coupling strength,

Ci, is defined for each interaction type.

If we add the product of coupling and probabilities from Table 2.4, we get

−4
3
g2/(2η − 1), very similar to the baryon case [31]. The negative sign indicates

that the system is attractive because of the collective residual color coupling alone,

even in the absence of volume pressure. This gives rise to a type of matter that is

bound, but does not correspond to confined mesonic matter, as discussed in Ref. [30].
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Table 2.4. The coupling strength, total outcome and probabilities for all six interactions.

Symbol (C) Couplings
C1

4
3
g2

C2 −2
3
g2

C3
2
3
g2

C4 −4
3
g2

C5 −4
3
g2

C6 −2
3
g2

Symbol (E) Number of outcomes

E1 3η−1 η(η−1)
2

E2 3η−1η(η − 1)
E3 3η−12η(η − 1)
E4 3η−1η(η + 2)

E5 3η−1 η(η−1)
2

E6 3η−1η(η − 1)

Symbol(P) Probabilities

P1
η−1

6(2η−1)
P2

η−1
3(2η−1)

P3
2(η−1)
3(2η−1)

P4
η+2

3(2η−1)
P5

η−1
6(2η−1)

P6
η−1

3(2η−1)

We are interested in confined matter and will need to add a pressure term to the

energy to enforce this.

As a check on our counting, consider the total color charge of the quarks:

~Q =

2η∑
i=1

~qi. (1.14)

Squaring on both sides, we get

~Q2 =

2η∑
i=1

~q 2
i + 2

∑
i 6=j

~qi · ~qj

= 2η × 4

3
g2 + 2× 1

3η

∑
i

EiCi

= 0.

(1.15)

This shows our model is an overall color singlet. Note that we divided by 3η in the

second term to average over all the possible configurations.

The TF quark model replaces the sum over particle number in particle interaction

models with an integral over the density of state particle properties. We will weight

interaction strengths, taken from the classical theory, by the probabilities of various
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interactions in the color sector, which we assume to be flavor independent. So, we need

a connection between particle number and probability. We will assume as in other TF

quark models that these interaction probabilities are proportional to the number of

particle interaction terms. Also, treating color-combinations on an equal footing, each

color now shares one-third of the total probability. So, we divide the probabilities

in Table 2.4 by three as shown in Table 2.5. Also, notice that we have generated a

new way of representing of probabilities using double color indices i and j and barred

and double barred symbols for P . No bar is for color-color probabilities, one bar is

for color-anticolor probabilities, and two bars is for anticolor-anticolor probabilities.

From Table 2.5, we can see that we correctly obtain
∑3

i≤j Pij + P̄ij + ¯̄Pij = 1 for the

sum of all the probabilities.

Table 2.5: Coupling constants and probabilities for quark-antiquark interactions in mesons.

New symbol Old symbol Probability values

Pii
P1

3

(η − 1)

18(2η − 1)

Pij, i < j P2

3

η − 1

9(2η − 1)

P̄ij, i < j P3

3

2(η − 1)

9(2η − 1)

P̄ii
P4

3

(η + 2)

9(2η − 1)

¯̄Pii
P5

3

(η − 1)

18(2η − 1)

¯̄Pij, i < j P6

3

(η − 1)

9(2η − 1)

2.4 System Energies and Equations

Our multi-quark system consists of an equal number of η quarks and η anti-

quarks. Each quark or antiquark carries both color and flavor. So, let us introduce

N I as the number of quarks with flavor index I, and N̄ I as number of anti-quarks
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with anti-flavor index I such that

∑
I

gIN I = η, (1.16)

and ∑
I

ḡIN̄ I = η. (1.17)

In terms of quark density these equations can be expressed as

∑
I

∫
d3r nIi (r) = η/3, (1.18)

and ∑
I

∫
d3r n̄Ii (r) = η/3. (1.19)

In Eqs.(1.18) and (1.19) degeneracy factors are already included in quark densities

nIi (r) and n̄Ii (r).

Similarly, the sum over the color index gives the total number for a given flavor.

Thus ∑
i

∫
d3r nIi (r) = N IgI (1.20)

and ∑
i

∫
d3r n̄Ii (r) = N̄ I ḡI (1.21)

Also, for the convenience, we will introduce the single-particle normalized density

n̂Ii ≡
3nIi
N I

(1.22)

and

ˆ̄n
I
i ≡

3n̄Ii
N̄ I

. (1.23)

This form of quark density will be helpful in correctly normalizing the TF interaction

energy when continuum sources are used.

In the earlier section, we calculated probability for six types of interactions be-

tween colors. We will now see how these color interactions are associated with flavor

numbers.
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For a quark-antiquark system with 2η total number of particles, the number of

interactions possible is η(2η − 1). Out of these CCA and CCR types occur(∑
I

N I
(
N I − 1

)
2

(gI)2 +
∑
I 6=J

N INJ

2
gIgJ +

∑
I

N I g
I(gI − 1)

2

)

times, AAR and AAA occurs(∑
I

N̄ I
(
N̄ I − 1

)
2

(ḡI)2 +
∑
I 6=J

N̄ IN̄J

2
ḡI ḡJ +

∑
I

N̄ I ḡ
I(ḡI − 1)

2

)

times, and CAR and CAA occurs(∑
I,J

N̄ INJ ḡIgJ

)

times. For a consistency check, we are going to add all of these seven terms. We

begin with the three CCA and CCR terms, for which we have

∑
I

N I
(
N I − 1

)
2

(gI)2+
∑
I 6=J

N INJ

2
gIgJ +

∑
I

N I g
I(gI − 1)

2

=
∑
I

N IgI

2

(
N IgI − 1

)
+
∑
I 6=J

N INJ

2
gIgJ

=
∑
I

(
N IgI

)2
2

−
∑
I

(
N IgI

)
2

+
∑
I 6=J

N INJ

2
gIgJ

=
1

2

(∑
I

N IgI

)2

−
∑
I

(
N IgI

)
2

=
1

2

(
η2 − η

)
.

(1.24)

The interaction between antiflavors, i.e, the AAR and AAA terms, also yields η2/2−

η/2. The last term involving one flavor and one anti-flavor gives η2. Adding all of

them yields η(2η − 1) as it should.

We will now use this information to write expressions for kinetic and potential

energies. Building up the expression from Section 2.2, we can write

T =
∑
i,I

∫ rmax

d3r

(
6π2~3N I n̂Ii (r)

)5/3
20π2~3mI(gI)2/3

+
∑
i,I

∫ rmax

d3r

(
6π2~3N̄ I ˆ̄nIi (r)

)5/3
20π2~3m̄I(ḡI)2/3

. (1.25)
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for the kinetic energy from quarks and antiquarks. Here we have assumed that radius

of the objects are finite. Similarly, assigning the probabilities and couplings from the

interaction terms shown in Table 2.5, we can now define total potential energy to be

U =
4

3
g2
∑
I

N I
(
N I − 1

)
2

∫ ∫
d3r d3r′

(∑
i Piin̂

I
i (r)n̂

I
i (r
′)− 1

2

∑
i<j Pijn̂

I
i (r)n̂

I
j (r
′)
)

|~r − ~r ′|
+

4

3
g2
∑
I 6=J

N INJ

2

∫ ∫
d3r d3r′

(∑
i Piin̂

I
i (r)n̂

J
i (r′)− 1

2

∑
i<j Pijn̂

I
i (r)n̂

J
j (r′)

)
|~r − ~r ′|

+

4

3
g2
∑
I

N I g
I
(
gI − 1

)
2(gI)2

∫ ∫
d3r d3r′

(∑
i Piin̂

I
i (r)n̂

I
i (r
′)− 1

2

∑
i<j Pijn̂

I
i (r)n̂

I
j (r
′)
)

|~r − ~r ′|
+

4

3
g2
∑
I

N̄ I
(
N̄ I − 1

)
2

∫ ∫
d3r d3r′

(∑
i

¯̄Pii ˆ̄n
I
i (r)ˆ̄nIi (r

′)− 1
2

∑
i<j

¯̄Pij ˆ̄n
I
i (r)ˆ̄nIj (r

′)
)

|~r − ~r ′|
+

4

3
g2
∑
I 6=J

N̄ IN̄J

2

∫ ∫
d3r d3r′

(∑
i

¯̄Pii ˆ̄n
I
i (r)ˆ̄nJi (r′)− 1

2

∑
i<j

¯̄Pij ˆ̄n
I
i (r)ˆ̄nJj (r′)

)
|~r − ~r ′|

+

4

3
g2
∑
I

N̄ I ḡ
I
(
ḡI − 1

)
2(ḡI)2

∫ ∫
d3r d3r′

(∑
i

¯̄Pii ˆ̄n
I
i (r)ˆ̄nIi (r

′)− 1
2

∑
i<j

¯̄Pij ˆ̄n
I
i (r)ˆ̄nIj (r

′)
)

|~r − ~r ′|
−

4

3
g2
∑
I,J

N̄ INJ

∫ ∫
d3r d3r′

(∑
i P̄ii ˆ̄n

I
i (r)n̂

J
i (r′)− 1

2

∑
i<j P̄ij ˆ̄n

I
i (r)n̂

J
j (r′)

)
|~r − ~r ′|

.

(1.26)

In Eq. (1.26) n̂Ii are number densities, which are normalized to one when integrated

over space [30]. Note that the degeneracy factors are already contained in the ex-

pression for number densities. So, we divided third and sixth terms by square of

degeneracy factors.

From Table 2.5, we can see that the probability of interaction type CCA is twice

the CCR type. Also, interaction probability AAA is twice the AAR type. This simple

finding amazingly removes six out of seven terms from the interaction energy, leaving

us with the last term from (1.26). Thus we conclude, for mesons on average, quarks

only interact with antiquarks. This cancellation makes our analytical solutions easier

to achieve.
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The total Energy E can now be written as the sum of kinetic and potential energies

such that

E =
∑
i,I

∫ rmax

d3r

(
6π2~3N I n̂Ii (r)

)5/3
20π2~3mI(gI)2/3

+
∑
i,I

∫ rmax

d3r

(
6π2~3N̄ I ˆ̄nIi (r)

)5/3
20π2~3m̄I(ḡI)2/3

+

4

3
g2
∑
I,J

N̄ INJ

∫ ∫
d3r d3r′

(∑
i P̄ii ˆ̄n

I
i (r)n̂

J
i (r′)− 1

2

∑
i<j P̄ij ˆ̄n

I
i (r)n̂

J
j (r′)

)
|~r − ~r ′|

.

(1.27)

Now, we switch back to normalization nIi and n̄Ii and assume equal Fermi color mo-

menta, nI ≡ nI1 ≡ nI2 ≡ nI3 for each I. The same assumption is made for anti-particles.

This gives

E =
∑
I

∫ rmax

d3r
3
(
6π2~3N InI(r)

)5/3
20π2~3mI(gI)2/3

+
∑
I

∫ rmax

d3r
3
(
6π2~3N̄ I n̄I(r)

)5/3
20π2~3m̄I(ḡI)2/3

− 9× 4/3g2

2η − 1

∑
I,J

∫ ∫
d3rd3r′

|~r − ~r ′|
n̄I(r)nJ(r′).

(1.28)

Eqs. (1.20) and (1.21) can now be averaged over colors as∫
d3r nI(r) = N IgI/3, (1.29)

and ∫
d3r n̄I(r) = N̄ I ḡI/3. (1.30)

We will use this pair of equations to set up the normalization conditions.

2.5 Thomas Fermi Quark Equations

We can now introduce Lagrange’s undetermined multipliers λI and λ̄I associated

with constraints in Eqs.(1.29) and (1.30) and add them to the expression for energy.

This gives
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E =
∑
i,I

∫ rmax

d3r
3
(
6π2~3N InI(r)

)5/3
20π2~3mI

+
∑
i,I

∫ rmax

d3r
3
(
6π2~3N̄ I n̄I(r)

)5/3
20π2~3m̄I

− 9× 4/3g2

2η − 1

∑
I,J

∫ ∫
d3rd3r′

|~r − ~r ′|
n̄I(r)nJ(r′)

+
∑
I

λI
(

3

∫
d3rnI(r)−N IgI

)
+
∑
I

λ̄I
(

3

∫
d3rn̄I(r)− N̄ I ḡI

)
.

(1.31)

The purpose of adding these terms involving Lagrange multipliers is to allow a min-

imization of the total energy while keeping particle number constant. The density

variations δnI(r) and δnI(r) give

(6π2~3)5/3

π2~3

[
1

4mI

(
nI(r)

gI

)2/3
]

= −3λI +
9× 4

3
g2

(2η − 1)

∑
I

∫
d3r′

|~r − ~r ′|
n̄I(r′), (1.32)

(6π2~3)5/3

π2~3

[
1

4m̄I

(
n̄I(r)

gI

)2/3
]

= −3λ̄I +
9× 4

3
g2

(2η − 1)

∑
I

∫
d3r′

|~r − ~r ′|
nI(r′). (1.33)

Assuming spherical symmetry, the TF spatial functions f I(r) and f̄ I(r) are defined

such that

f I(r) ≡ ra

(8αs/3)

(
6π2nI(r)

gI

)2/3

, (1.34)

f̄ I(r) ≡ ra

(8αs/3)

(
6π2n̄I(r)

ḡI

)2/3

, (1.35)

where

a ≡ ~
m1c

, (1.36)

gives the scale, where m1 is the mass of lightest quark, and

αs =
g2

~c
, (1.37)

is the strong coupling constant. Equation (1.33) after using Eqs.(1.34) - (1.37) can

now be written as

3m1

mI

4

3
g2
f̄ I(r)

r
=− 3λ̄I +

6 · 4
3
g2

(2η − 1)π

(
2× 4

3
αs

a

)3/2

∑
I

gI

[
1

r

∫ r

0

dr′r′
2

(
f I(r′)

r′

)3/2

+

∫ rm

0

dr′r′
(
f I(r′)

r′

)3/2
]
.

(1.38)
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Here we have used the integral∫ rmax

d3r′
nI(r′)

|~r − ~r ′|
= 4π

[∫ r

0

dr′r′
2n

I(r′)

r
+

∫ rmax

r

dr′r′
2n

I(r′)

r′

]
(1.39)

because of spherical symmetry. Equation (1.38) can be further simplified into

αI f̄ I(r) =
−λ̄Ir
4
3
g2

+
2

(2η − 1)π

(
2× 4

3
αs

a

)3/2

×

∑
I

gI

[∫ r

0

dr′r′2
(
f I(r′)

r′

)3/2

+ r

∫ rm

0

dr′r′
(
f I(r′)

r′

)3/2
]
.

(1.40)

where

αI =
m1

mI
, (1.41)

is the ratio of the lightest quark to the I th quark.

Let us introduce the dimensionless parameter x such that r = Rx where

R =
a

(8αs/3)

(
3πη

2

)2/3

. (1.42)

Assuming spherical symmetry, Eq. (1.40) can now be written as

αI f̄ I(x) =
−λ̄IRx

4
3
g2

+
3η

2η − 1

∑
I

gI×[∫ x

0

dx′ x′2
(
f I(x′)

x′

)3/2

+ x

∫ xm

x

dx′ x′
(
f I(x′)

x′

)3/2
]
.

(1.43)

Similarly, starting from Eq.(1.32) we can obtain another TF integral equation:

αIf I(x) =
−λIRx

4
3
g2

+
3η

2η − 1

∑
I

ḡI×[∫ x

0

dx′ x′
2

(
f̄ I(x′)

x′

)3/2

+ x

∫ xm

x

dx′ x′
(
f̄ I(x′)

x′

)3/2
]
.

(1.44)

Taking first derivatives of Eqs. (1.43) and (1.44), we have

αI
df I(x)

dx
=
−λIR
4
3
g2

+
3η

(2η − 1)

[∑
I

ḡI
∫ xm

x

dx′ x′
(
f̄ I(x′)

x′

)3/2
]
. (1.45)

and

αI
df̄ I(x)

dx
=
−λ̄IR
4
3
g2

+
3η

(2η − 1)

[∑
I

gI
∫ xmax

x

dx′ x′
(
f I(x′)

x′

)3/2
]
. (1.46)
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Similarly, second derivatives of Eqs. (1.43) and (1.44) yields the TF Equations for

mesonic matter. They are

αI
d2f I(x)

dx2
= − 3η

(2η − 1)

1√
x

∑
I

ḡI f̄ I(x)
3/2
, (1.47)

and

αI
d2f̄ I(x)

dx2
= − 3η

(2η − 1)

1√
x

∑
I

gIf I(x)
3/2
. (1.48)

Equations (1.47) and (1.48) are the differential form of the TF quark equations in

the case of mesons. The interchangeability of these equations shows the TF equations

are invariant with respect to particle and antiparticle. As was mentioned before, it

also shows that quarks interact only with antiquarks in mesonic matter; quark/quark

and antiquark/antiquark interactions sum to zero in the TF model. When there is an

explicit particle/antiparticle symmetry, we assume f = f̄ to reduce the TF differential

equations into one incredibly simple form:

αI
d2f I(x)

dx2
= − 3η

(2η − 1)

1√
x

∑
I

gIf I(x)
3/2
. (1.49)

We use this equation to form system energies and equations for

charmonium-bottomonium family and Z-meson family systems. However, for D-

meson families, the explicit asymmetry in the masses of the particle and anti-particle

will require us take a different approach.

2.6 Energy Equations in terms of Dimensionless Radius

The expressions for kinetic and potential energies now need to be given in terms of

the dimensionless distance in order for us to be able to obtain analytical solutions. In

addition, the volume energy term that produces an external pressure on the system

needs to be appropriately introduced.
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To obtain the kinetic and potential energy expressions, we begin from Eq. (1.28)

and apply Eqs. (1.34), (1.35) and (1.42). This gives the kinetic energy as

T =
∑
I

12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
αIg

I

∫ xI

0

dx

(
f I(x)

)5/2
√
x

+
∑
I

12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
αI ḡ

I

∫ xI

0

dx

(
f̄ I(x)

)5/2
√
x

.

(1.50)

The potential energy

U =−
9 · 4

3
g2

(2η − 1)

∑
I,J

ḡIgJ
∫ rI

∫ rJ

d3r d3r′
nI(r)nJ(r′)

|~r − ~r ′|
, (1.51)

becomes

U = −
9 · 4

3
g2

(2η − 1)

η2

R

∑
I,J

ḡIgJ
[ ∫ xI

0

dx

(
f̄ I(x)

)3/2
√
x

∫ x

0

dx′
√
x′
(
fJ(x′)

)3/2
+

∫ xI

0

dx
(
f̄ I(x)

)3/2√
x

∫ xJ

x

dx′
(
fJ(x′)

)3/2
√
x′

]
.

(1.52)

The volume energy (Ev) term gives the inward pressure which keeps quarks within

a boundary. We assume that [26]

Ev =
4

3
πR3x3maxB, (1.53)

where B is the bag constant. Now that we have T , U and Ev terms, we can find the

total energy of a desired multi-quark state. The total energy of such a state is simply

given by

E = T + V + Ev + η ·mq + η · m̄q, (1.54)

where mq and m̄q are the mass of the quark and anti-quark respectively.

In Section 2.8 we will fit model parameters for a given set of mesons, including mq

and m̄q. However, to assess the stability of multi-quark mesons we omit the trivial

mass part and will examine the energy as a function of quark content.
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2.7 Application of Model

In this section we will now apply our model and obtain energy expressions for

different families of quarks. In all the cases that follow charm can be read as bottom

also.

2.7.1 Charmonium Family: Case 1

This type of family contains quarks and anti-quarks of equal mass. The system of

quarks that lies inside this family can be represented as QQ̄,QQ̄QQ̄,QQ̄QQ̄QQ̄ and

so on. We have investigated the case where Q is a charm quark or bottom quark but

not both in the same system. We call it the charmonium family. Charmonium and all

the multi-quark families of charmonium consists of charm and anti-charm (or bottom

and anti-bottom) only. Therefore, I takes a single value and hence is dropped. g0

refers to degeneracy and, for this application, can have the value of one or two to

represent spin. This can give spin splittings, but as we pointed above we have not yet

included explicit spin-spin interactions in the model, like we have done in our baryon

model [31]. Eq. (1.49) becomes

d2f(x)

dx2
= − 3η

(2η − 1)
· g0 ·

1√
x
f(x)3/2, (1.55)

where

g0 ×N I = η. (1.56)

We choose the normalization equation to be∫ xmax

0

dx
√
xf(x)3/2 =

N I

3η
. (1.57)

Expressing the normalization equation in terms of boundary conditions, we get

(
x
df

dx
− f

)
|xmax = − η

2η − 1
. (1.58)

With these modified boundary conditions, we can derive the expression for kinetic

and potential energies. For the kinetic energy we can start with Eq. (1.50) and assume
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a single flavor. In this case, both quarks and antiquarks contribute equally to the

kinetic energy, which gives

T = 2 · 12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
g0

∫ xmax

0

dx
(f(x))5/2√

x
. (1.59)

The integral may be done using the TF differential equation, and results in

T =
24

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a

[
− 5

21

df(x)

dx
|xmax +

4

7

√
xmax (f(xmax))

5/2 g0

]
. (1.60)

Thus, the kinetic energy depends only on the derivative and value of the TF function

at the boundary. When there is a single flavor as in the case of the charmonium family,

and symmetry of particle and anti-particle occurs, the potential energy Eq. (1.52) can

be written as

U = −
9 · 4

3
g2

(2η − 1)

η2

R

(
gI
)2 [ ∫ xmax

0

dx
(f(x))3/2√

x

∫ x

0

dx′
√
x′ (f(x′))

3/2

+

∫ xmax

0

dx(f(x))3/2
√
x

∫ xmax

x

dx′
(f(x′))3/2√

x′

]
.

(1.61)

This can be further simplified to

U =
4

π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
×

[
4

7

df(x)

dx
|xmax −

4

7

√
xmax (f(xmax))

5/2 g0

]
,

which like the expression for T depends on the derivative and values of the TF function

at the boundary.

2.7.2 Z-meson Family: Case 2

The constituents of Z-mesons are charm (c) (or bottom(b)), anti-charm (c̄) (or

anti-bottom (b̄)), light (u or d) and anti-light quarks. The particles in this family

can be represented as QQ̄qq̄, QQ̄qq̄QQ̄qq̄, QQ̄qq̄QQ̄qq̄QQ̄qq̄, and so on, where Q

represents a heavy quark and q is a light quark. We treat the mass of the up and

down quarks as the same. This means the Z-meson and all multi-quark families of

Z-mesons have a total quark mass equal to the antiquark mass. As before, we set

f = f̄ in the TF equations and obtain Eq. (1.49) with I = 1 or 2. Let f 1(x) be the
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TF function of the light quark and f 2(x) be the TF function of the heavier quark.

For N1 quarks with degeneracy factor g1, and N2 quarks with degeneracy g2, we have

g1N1 + g2N2 = η. (1.62)

In our application g1 can have values one, two or four whereas g2 can have value of

one or two only. We assume a linear relation exists between f 1(x) and f 2(x) in the

region 0 < x < x2, and that f 2(x) vanishes for a dimensionless distance greater than

x2, i.e.,

f 1(x) = kf 2(x) for 0 ≤ x ≤ x2,

f 2(x) = 0 for x2 ≤ x ≤ x1.

(1.63)

Eq. (1.49) can now be written as two set of equations:

α1d
2f 1(x)

dx2
= − 3η

(2η − 1)

1√
x

(
g1
(
f 1(x)

)3/2
+ g2

(
f 2(x)

)3/2)
, (1.64)

α2d
2f 2(x)

dx2
= − 3η

(2η − 1)

1√
x

(
g1
(
f 1(x)

)3/2
+ g2

(
f 2(x)

)3/2 )
. (1.65)

To make Eqs. (1.64) and (1.65) consistent, we need

k =
α2

α1
, (1.66)

which is just the inverse ratio of the given masses from (1.41). The similar step in

the case of baryons gives a much more complicated consistency condition [31]. The

normalization conditions are∫ x2

0

x1/2
(
f 2(x)

)3/2
dx =

N2

3η
, (1.67)

and ∫ x1

0

x1/2
(
f 1(x)

)3/2
dx =

N1

3η
. (1.68)

In region 0 < x < x2,

d2f 1(x)

dx2
= Q1

(f 1(x))
3/2

√
x

, (1.69)
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where

Q1 = − 3η

(2η − 1)α1

(
g1 +

g2
k3/2

)
. (1.70)

In region x2 < x < x1,

d2f 1(x)

dx2
= Q2

(f 1(x))
3/2

√
x

, (1.71)

where

Q2 = − 3η

(2η − 1)α1

g1. (1.72)

With the equations above we can express normalization conditions in the form of

boundary conditions: (
x
df 2(x)

dx
− f 2(x)

)∣∣∣∣
x2

= −N2Q1k
3/2

3η
, (1.73)

(
x
df 1(x)

dx
− f 1(x)

)∣∣∣∣
x1

= − η

(2η − 1)α1

. (1.74)

The energies are derived as for Case 1. For g1 flavors with N1 particles and g2

flavors with N2 particles we have

T = 2 · 12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a

[
g1α1

∫ x1

0

(f 1(x))
5/2

√
x

dx+ g2α2

∫ x2

0

(f 2(x))
5/2

√
x

dx

]
.

Using the TF function differential equations, the consistency condition for k and

boundary conditions allows one to relate the integrals to TF function values and

derivatives on the surfaces:

T = 2 · 12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a

[
− 5

21
α1
df 1(x)

dx
|x1

+
4

7

√
x1
(
f 1(x1)

)5/2
g1α1 +

4

7

√
x2
(
f 2(x2)

)5/2
g2α2

]
.

(1.75)

The expression for potential energy in the same case becomes

U = −
9 · 4

3
g2

(2η − 1)

η2

R

∑
I,J

gIgJ
[ ∫ xI

0

dx

(
f I(x)

)3/2
√
x

∫ x

0

dx′
√
x′
(
fJ(x′)

)3/2
+

∫ xI

0

dx
(
f I(x)

)3/2√
x

∫ xJ

x

dx′
(
fJ(x′)

)3/2
√
x′

]
.

(1.76)
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which can be placed into the form

U = −
9 · 4

3
g2

(2η − 1)

η2

R

[
g21K1 + g22K2 + g1g2K12 + g1g2K21

]
, (1.77)

where

K1 ≡
∫ x1

0

dx
(f 1(x))

3/2

√
x

∫ x

0

dx′
√
x′
(
f 1(x′)

)3/2
+∫ x1

0

dx
(
f 1(x)

)3/2√
x

∫ x1

x

dx′
(f 1(x′))

3/2

√
x′

,

(1.78)

K2 ≡
∫ x2

0

dx
(f 2(x))

3/2

√
x

∫ x

0

dx′
√
x′
(
f 2(x′)

)3/2
+∫ x2

0

dx
(
f 2(x)

)3/2√
x

∫ x2

x

dx′
(f 2(x′))

3/2

√
x′

,

(1.79)

K12 ≡
∫ x1

0

dx
(f 1(x))

3/2

√
x

∫ x

0

dx′
√
x′
(
f 2(x′)

)3/2
+∫ x1

0

dx
(
f 1(x)

)3/2√
x

∫ x2

x

dx′
(f 2(x′))

3/2

√
x′

,

(1.80)

and

K21 ≡
∫ x2

0

dx
(f 2(x))

3/2

√
x

∫ x

0

dx′
√
x′
(
f 1(x′)

)3/2
+∫ x2

0

dx
(
f 2(x)

)3/2√
x

∫ x1

x

dx′
(f 1(x′))

3/2

√
x′

.

(1.81)

One can show that the K12 integral is equivalent to the K21 integral.

At this point we would like to take some time to explain the reductions of these

expressions. We will see some interesting cancellations in the analytical solutions.

The expressions for K1, K2 and K12 after integrations and reductions can be written
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as

K1 =

∫ x2

0

dx
(f 1(x))

5/2

√
x

(
− 1

Q1

)
+

∫ x2

0

dx
√
x
(
f 1(x)

)3/2( 1

Q1

df 1(x)

dx

∣∣∣∣
x2

+
1

Q2

df 1(x)

dx

∣∣∣∣
x1

− 1

Q2

df 1(x)

dx

∣∣∣∣
x2

)

+

∫ x1

x2

dx
(f 1(x))

3/2

√
x

(
N2k

3/2

η

(
1− Q1

Q2

))
+

∫ x1

x2

dx
(f 1(x))

5/2

√
x

(
− 1

Q2

)
+

∫ x1

x2

dx
(
f 1(x)

)3/2√
x

(
1

Q2

df 1(x)

dx

∣∣∣∣
x1

)
,

(1.82)

K2 =

∫ x2

0

dx
(f 2(x))

5/2

√
x

(
− 1

Q1k1/2

)
+

∫ x2

0

dx
(
f 2(x)

)3/2√
x

(
1

Q1k1/2
df 2(x)

dx

∣∣∣∣
x2

)
,

(1.83)

and

K12 =

∫ x2

0

dx
(f 2(x))

5/2

√
x

(
− k

Q1

)
+

∫ x2

0

dx
(
f 2(x)

)5/2√
x

(
k

Q1

df 2(x)

dx

∣∣∣∣
x2

)

+

∫ x1

x2

(f 1(x))
3/2

√
x

(
N2

η

)
.

(1.84)
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Similarly, the potential energy now simplifies to

U = −
9 · 4

3
g2

(2η − 1)

η2

R
×[∫ x2

0

dx
(f 2(x))

5/2

√
x

[
−k5/2

Q1

g1
2 − 1

Q1k1/2
g2

2 − k

Q1

2g1g2

]
+

∫ x2

0

dx
(
f 2(x)

)3/2√
x×[

g1
2

(
k5/2

Q1

df 2(x)

dx

∣∣∣∣
x2

+
k3/2

Q2

df 1(x)

dx

∣∣∣∣
x1

− k5/2

Q2

df 2(x)

dx

∣∣∣∣
x2

)

+ g2
2 1

Q1k1/2
df 2(x)

dx

∣∣∣∣
x2

+ 2g1g2
k

Q1

df 2(x)

dx

∣∣∣∣
x2

]

+

∫ x1

x2

dx
(f 1(x))3/2√

x

[
N2k

3/2

η

(
1− Q1

Q2

)
g1

2 +
N2

η
2g1g2

]
+

∫ x1

x2

dx(f 1(x))3/2
√
x

[
1

Q2

df 1(x)

dx

∣∣∣∣
x1

g1
2

]
+

∫ x1

x2

(f 1(x))
5/2

√
x

[
− 1

Q2

g1
2

]]
,

(1.85)

which on further reduction yields

U = −
9 · 4

3
g2

(2η − 1)

η2

R
×[

N2

η

df 2(x)

dx

∣∣∣∣
x2

×
[

5

7

k5/2g1
2

Q1

+
5

7

g2
2

Q1k1/2
+

5

7

k

Q1

2g1g2 +
k5/2g1

2

Q1

− k5/2g1
2

Q2

+
g2

2

Q1k1/2
+

k

Q1

2g1g2 −
k5/2

Q2

(
1− Q1

Q2

)
g1

2 − k

Q2

2g1g2 −
5

7Q2

Q1k
5/2 g1

2

Q2

]
+
df 1(x)

dx
×
[
N2

η

k3/2g1
2

Q2

+
N2k

3/2

ηQ2

(
1− Q1

Q2

)
g1

2 +
N2

ηQ2

2g1g2

+
g1

2

Q2
2

(
−3η

(2η − 1)α1

− N2Q1k
3/2

η

)
− g1

2

Q2
2

(
5

7

−3η

(2η − 1)α1

)]
+

4

7

√
x2(f

2(x2))
5/2
[
−k5/2g12

Q1

− g2
2

Q1k1/2
− k

Q1

2g1g2 +
k5/2g1

2

Q2

]
+

4

7

√
x1(f

1(x1))
5/2
[
−g1

2

Q2

]]
.

(1.86)

Here we observe that coefficient of N2

η
df2(x)
dx
|x2 vanishes. All the above eleven terms

actually cancel. Also all the other seemingly difficult integrals boil down to a simple
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equation, which gives

U = − 4

π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
×[

−4

7
α1
df 1(x)

dx

∣∣∣∣
x1

+
4

7

√
x1
(
f 1(x1)

)5/2
g1α1 +

4

7

√
x2
(
f 2(x2)

)5/2
g2α2

]
.

(1.87)

So, the interesting thing we observe in both the kinetic and potential energy

expressions is that there is no dependency on the derivative of TF function at the

inner boundary, unlike the baryon case.

2.7.3 D-Meson Family: Case 3

The D-meson and multi-quark families of D-mesons consist of charm (or bottom)

quarks (or antiquarks) and light antiquarks (or light quarks). All the quarks in

this family can be represented as Qq̄, Qq̄Qq̄, Qq̄Qq̄Qq̄, and so on. We will study the

systems where the heavier mass is a quark and the lighter mass is an antiquark in each

member of the D-meson family. By the symmetry inherent in the TF equations, this

also covers the antiparticle state where the particle and antiparticle are interchanged.

There is asymmetry in total mass of quarks and antiquarks, unlike the other cases we

have studied. Also, because quarks interact only with antiquarks, the mathematics

is different than earlier cases. We have two different TF functions for the charm and

anti-light quark, f and f̄ , respectively. We assume there is a universal TF function

f̄ = k0f in the region where the TF functions overlap. This means they are related

linearly in the smaller region where the TF function of the charmed quark is nonzero.

Outside of this, only the TF function of the light antiquark exists.

For the region 0 < x < x2, we have the differential equation

d2f(x)

dx2
= Q0

(f(x))3/2√
x

, (1.88)

where

Q0 = − 3η g0
(2η − 1) · k0

, (1.89)
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and

k0 = (
g0 α

ḡ0 ᾱ
)2/5, (1.90)

is the consistency condition. α is given by Eq. (1.41), and in this case ᾱ = 1.

In region x2 < x < x1 with two TF equations, one function is zero and the other

becomes
d2f̄(x)

dx2
= 0,

=⇒ f̄(x) = c · x+ d,

(1.91)

where

c = k0f
′(x2), (1.92)

and

d = k0 (f(x2)− f ′(x2) · x2) . (1.93)

Proceeding as before we obtained expressions for kinetic and potential energies. The

energies are

T =
12

5π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
×[

−10

21
α
df(x)

dx

∣∣∣∣
x2

+
8

7

√
x2 (f(x2))

5/2 g0α + ḡ0

∫ x1

x2

(
f̄(x)

)5/2
√
x

dx

]
,

(1.94)

U =− 4

π

(
3πη

2

)1/3 4
3
g2 · 4

3
αs

a
×[

−4

7
α
df(x)

dx

∣∣∣∣
x2

ḡ0
g0

+
4

7

√
x2 (f(x2))

5/2 ḡ0α +
η ḡ0

2η − 1

∫ x1

x2

(
f̄(x)

)3/2
√
x

dx

]
.

(1.95)

As a consistency check, if we assume light and heavy quarks to have equal mass,

we have found that the potential and kinetic energies with η = 1 in Case 3 are equal to

that of Case 1. Also, the non-degenerate Case 2 with η = 2 is the same as degenerate

Case 1 with η = 2. We confirmed this both in our analytical and numerical results.

2.8 Method and Remarks

The phenomenological parameters we need for our model are the strong coupling

constant αs, the bag constant B, the charm and bottom quark masses, mc and mb, as
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well as the light quark mass, m1. Previously, we used baryon phenomenology to obtain

these parameters [33]. Also we did a fitting using mesonic states that involves only

the charm quarks [36]. Here, we have included bottom quarks as well and obtained

the fitted parameters. Since we do not yet include spin interactions in our model, we

need to weight spin-split states to “remove”this interaction for our model fits.

Thus, we first fit the model expressions for the masses of charmonium states,

bottomonium states, spin-weighted D-meson states, spin-weighted B-meson states, a

spin-weighted combination of spin 1 likely tetraquark states involving charm quarks

and spin 1 likely tetraquark states involving bottom quarks. In this way, we obtained

the spin-weighted mass for these six states and then fitted the parameters above to

obtain the minimized chi-square.

For the mass of charmonium and bottomonium we weighted masses of 1S states

such that

1

4
(ηc (1S)) +

3

4
(J/Ψ (1S)) = 3069 MeV (1.96)

1

4
(ηb (1S)) +

3

4
(Y (1S)) = 9445 MeV (1.97)

which we will refer to as Case 1-charm and Case 1-bottom mass.

Calculation of Case 2-charm and Case 2-bottom masses were a little trickier. To

obtain Case 2-charm, we weighted spin 1 likely tetraquark states called the Zc(3900)

and X(4020) . There are a number of charmonium-like exotic resonances which have

been discovered in recent years [34]. The ground state of this set is the χc1(3872), with

a mass of 3871.7 MeV, discovered by the Belle Collaboration in 2003 [15]. However,

this state appears to be a isospin singlet, although the charge states might not have

been seen yet. [35] On the other hand, the Zc(3900) resonance, with mass 3886.6

MeV, spin 1 and C = −1, is a triplet as we would expect from the hidden charm

nonrelativistic tetraquark model. In addition, the fact that the Zc(3900) is above

the D0D̄∗+ threshold makes it more likely that it is a true tetraquark rather than

a molecular state of these same two particles. In the same way, the X(4020) with
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mass 4024.1 MeV is a spin 1, C = −1 state which in this case is just above D∗0D̄∗+

threshold. We will adopt these two particles as our spin-split charmed tetraquark

states. Note that there are hidden bottom analogs of the Zc(3900) and X(4020)

states in the Zb(10610) and Zb(10650) states. We will use these to define the Case 2

Z-mesons.

The Case 2 calculations are now simply,

1

4
× Zc(3900) +

3

4
×X(4020) = 3990MeV, (1.98)

and

1

4
× Zb(10610) +

3

4
× Zb(10650) = 10641MeV (1.99)

which we will refer to as Case 2-charm and Case 2-bottom mass respectively.

For the mass of D meson we weighted spin zero particles,

D (spin zero average) =
1

2

(
D+
)

+
1

2

(
D0
)

= 1866.5 MeV, (1.100)

with spin one D mesons and obtained Case 3-charm. Case 3-charm equals

1

4
D (spin zero average) +

3

4
D (spin one average) = 1973MeV. (1.101)

Similarly for B mesons, we obtained Case 3-bottom value as 5313 MeV.

.

Using Mathematica, we fitted parameters such that the mass chisquare was min-

imized using a grid search, obtaining
√
χ2 = 86.1 MeV. We solved the differential

equations using an iterative implementation of NDSolve in Mathematica. We ob-

tained αs = 0.346, B1/4 = 107.6 MeV, charm quark mass mc = 1553 MeV and

bottom quark mass mb = 4862 MeV. Earlier paper uses a different parameter set

than is used here. Our light quark mass, m1 = 306 MeV, we take from our previ-

ous TF baryon fit [31]. Note that earlier paper containing some preliminary results

is given in Ref. [33] and Ref. [36]. Both proceedings papers also do not consider
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Table 2.6. Comparison between masses used for fitting and those obtained after fitting

Fitted particle Masses after fit(MeV) Masses used for fit(MeV)
Case 1-charm 3049 3069
Case 2-charm 4015 3990
Case 3-charm 1960 1973
Case 1-bottom 9469 9445
Case 2-bottom 10653 10641
Case 3-bottom 5329 5313

the bottom quark sector, as we do here. Table 2.6 gives us the difference between

expected and obained masses.

We will examine TF functions and energies for the three cases defined above.

In nuclear physics, one examines the binding energy per nucleon in order to assess

the stability of a given nucleus. We will do a similar investigation here. Thus, the

important figure of merit in these evaluations is the total energy per quark pair, for

if this increases as one adds more quarks, the family is unstable under decay to lower

family members, whereas if it decreases, the family is stable. The static mass quark

dependence of the the mesons does not play a role in these considerations and so will

be left off.

2.9 Results and Discussions

First, let us discuss the behavior of the density TF functions. The particle density

function is proportional to (f(x)/x)3/2 for all states. The charmonium and bottomo-

nium function decreases with increase in distance and vanishes at a boundary as seen

in Fig. 2.1 and Fig. 2.2, where the dimensionless x variable is used. The density

function for bottomonium is almost zero at the boundary.

The density function of Z-mesons has a long tail for the light quarks, while for

charmed quarks the value is large and is concentrated near the origin, as seen in

Fig. 2.3 and Fig. 2.4. This suggests an atomic-like structure with heavy charm, anti-

charm quarks at the center while light quarks and antiquarks spread out like electrons.
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Figure 2.1. TF density function of charmonium.
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Figure 2.2. TF density function of bottomonium.
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Figure 2.3. TF density function of Case 2-mesons with charm quarks(cc̄uū).
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Figure 2.4. Density function of Case 2-mesons with bottom quarks(bb̄uū).
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Figure 2.5: Density function of light quarks for the Case 2-mesons involving charm
quarks(cc̄uū).
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Figure 2.6: Density function of light quarks for the Case 2-mesons involving bottom
quarks(bb̄uū).

68



0.0 0.1 0.2 0.3 0.4 0.5
x

10

20

30

40

50

60

(f(x)/x)32

Figure 2.7. Density of TF functions for the D-meson(cū).
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Figure 2.8. Density of TF functions for the B-meson(bū).
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Fig. 2.5 and Fig. 2.6 is an enlargement of the density function of the light quark TF

function for the Z-meson. It drops down abruptly until it reaches the boundary of the

heavy quark TF function, then inflects and decreases. In the case of D and B-mesons,

Fig. 2.7 and Fig. 2.8 respectively, the density function of light and heavy quarks are

relatively closer. We can see that when charm is interchanged with bottom quarks

density has a larger value for the heavier one as it should.
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Figure 2.9. Physical distance vs. quark content, charm and light quark-antiquarks.

We increased the quark content and compared density functions of a family of

multi-mesons in all three cases. We observed similar density functions for a given

multi-meson family regardless of the quark content.

Fig. 2.9 and Fig. 2.10 includes 11 possibilities for the physical radius. The physical

radius is plotted versus quark number and compared with a generic baryon with three

degenerate light flavors. From Eq. (1.42) we can see that the radius is proportional to

the product of η2/3 and the dimensionless radius x. As the quark content increases, the

dimensionless radius, x, becomes smaller, whereas η2/3 increases. In most cases, the
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Figure 2.10. Physical distance vs. quark content, bottom and light quark-antiquarks.
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Figure 2.11: Kinetic energy per quark vs. quark content, charm and light quark-antiquarks.
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Figure 2.12: Kinetic energy per quark vs. quark content, bottom and light quark-antiquarks.
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Figure 2.13: Potential energy per quark vs. quark content for charm and light quark-
antiquarks.
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Figure 2.14: Potential energy per quark vs. quark content for bottom and light quark-
antiquarks.
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Figure 2.15: Volume energy per quark vs. quark content for charm and light quark-
antiquarks.
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Figure 2.16: Volume energy per quark vs. quark content for bottom and light quark-
antiquarks.
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Figure 2.17: Total energy per quark without mass term vs. quark number for charm and
light quark-antiquarks.
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Figure 2.18: Total energy per quark without mass term vs. quark number for bottom and
light quark-antiquarks.
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Figure 2.19. Comparison of charm-light vs. bottom-light quarks
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Figure 2.20. Comparison of charm-light vs. bottom-light quarks

result is an increase in radius with increasing quark content. We also observe that the

curve of the radius plot for each case tends to flatten out for larger numbers of quarks.

case1nf1xmax refers to multi-quark families of charmonium with no degeneracy. In

this case all the charm quarks have the same spin and hence cannot occupy the same

state. case1nf2xmax is instead the plot of the charmonium family with a degeneracy

of two. In this case, spin up and down is assigned to a pair of charm quarks, and

thus they do not occupy the same state. The physical radius of case1nf1xmax

being larger than case1nf2xmax reflects this fact. Note that the dotted lines refer

to the inner boundary associated with the charmed quark in Cases 2 and 3. For

Case 2 the difference between dotted and continuous lines is the largest. That means,

like the Z-meson, all the higher quark family members have heavy charm-anticharm

concentrated at the center while light and anti-light quarks are spread throughout.

case2nf1x2 refers to the radius plot of the inner boundary of the multi-quark family

of Z-mesons with degeneracy of one while case2nf2x2 refers to the same plot with
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degeneracy of two, and similarly for Case 3. In all cases we see that the plot of

physical radius is larger for degeneracy one compared to degeneracy two. The Z and

D-meson family members are found to have equally large outer boundaries. For a

given quark number, the outer radius of all types of mesons was found to be larger

than the generic baryon except the degenerate case of the charmonium family. While

comparing the physical radius between charm and bottom sectors, we noticed outer

boundary is almost equal. However, inner boundary is smaller for bottom sector as

can be expected from heavy quarks. Note that these radii are determined by the size

of the TF functions; the electromagnetic radii have not yet been evaluated.

There are 3 types of energies in this model: kinetic, potential and volume. The

kinetic energy per quark (in MeV) depends strongly on the meson family, as seen in

Fig. 2.11 and Fig. 2.12. We see that the energy per quark is relatively small and tends

to decrease slowly, which seems to provide some justification for this nonrelativistic

model. Fig. 2.13 and Fig. 2.14 shows the corresponding graph for the potential energy.

Fig. 2.15 and Fig. 2.16 shows the graph for volume energies. The graph is similar

when we interchange bottom with charm quarks.

Fig. 2.17 shows the total energy per quark without the mass term, i.e, the sum of

kinetic, potential and volume energy, plotted against the quark content. The generic

baryon rises slowly for increasing quark content, implying these are unstable; i.e, a

higher quark content state can decay into lower members of the same family. The

Case 1 mesons rise quickly, and then continue the rise more slowly; these are also

unstable. In contrast, non-degenerate the Case 2 mesons do not rise so quickly but

are rather similar to the baryon. However, the degenerate Case 2 has an interesting

pattern. We can observe negative slope from n = 8 to n = 16 when we account for

degeneracy.

Fig. 2.19 and Fig. 2.20 are our final result. Here we have plotted five points

for Case 2 and six points for Case 3 one with charm-light quarks and another with
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bottom-light quarks. For Case 2, we can see negative slope from n = 4 to n = 8

and also from n = 8 to n = 16. After that slope tends to get positive. This hints

possible existence of stable multi-meson with n = 8 and also at n = 16. For Case 3

charm, we can see negative slope from n = 2 to n = 4. This hints possible existence

of a tetra-quark. We have assumed mass of the up and down quarks to be equal. So,

at n = 8, we have assumed charm, anticharm, light and anti-light quarks all have

degeneracy of two. While at n = 16 we have 2 charm and anti-charm quarks both

with degeneracy of two. However, we can have both light and antilight quarks with

degeneracy of four. This caused in the drop of binding energy. Due to the limitation

in our model, we were not able to investigate the intermediate states.
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CHAPTER THREE

Conclusions

3.1 Noise Subtraction

Our polynomial and perturbative deflation combination methods produce very

encouraging results. We expect efficiency to improve further as we move on towards

lower quark masses. As we increased kappa from 0.1560 to 0.1570, efficiency was

significantly increased across all the lattice sizes where we could complete our cal-

culation. At critical kappa value for large matrices, we had a difficult time to get

GMRES-DR to converge because of the eigen values very close to zero. Our group

has now overcome this issue and used Min-Res algorithm to compute such small

eigenvalues. We can then use them for deflation to converge GMRES-DR and also

use them to construct the trace of the matrix. We expect relative efficiency gained

with this method would be huge. We are hopeful that our methods will be important

in QCD calculations.

3.2 TF Model

We have initiated the study of multi-quark mesons using the TF quark model.

After specifying the explicit interactions and summing on colors, we have formulated

system interactions and energies in a mean field approximation. We have investigated

three cases of mesonic states: charmonium family, Z-meson family and D-meson

family, as well as their bottom quark analogs. We have not yet included explicit spin

interactions in our model, but we can take one level of degeneracy into account in

our two-TF function construction.

We have observed interesting patterns of single-quark energies. Similar to our

findings for baryons, the energy per quark is slowly rising for the Case 1 mesons, im-

plying instability. The generic baryon also slowly rises. These findings are dynamical

79



results and could not have been predicted from first principles. Ref. [10] shows con-

vincing evidence from the lattice that the multi-D and multi-B meson tetraquarks are

actually stable. Our Case 3 finding for tetraquarks can not be considered definitive

because of the lack of spin splitting terms in our interaction, but the overall trend

agrues against a family of such higher quark number states for the bottom sector.

However, Case 3 involving charm quarks shows relative stability. Our Case 2 findings

are the most interesting of our study. It is the only case where we see an actual

decrease in the energy of introduced quark pairs, in both charm and bottom sectors.

Superficially, this would indicate that stable octaquark and hexadecaquark versions

of the charmed and bottom Z-meson exist. However, the energy trend is not smooth

and the spin interactions have also not been taken into account.
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