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Humans perceive linguistic phonemes categorically, that is, in distinct clusters rather than as continua. The same pattern of categorical perception (CP) has also been documented with a wide variety of other stimuli, including nonspeech sounds and faces. Although CP has often been assumed to be a distinct mode of perception, some studies have suggested that it is an emergent phenomenon that can occur with any general perceptual system. In this thesis I provide an overview of the research on CP, then examine findings on the factors which cause CP in humans and synthetic CP in simulated neural networks in order to address the hypothesis that categorical perception is merely a feature of general perception and suggest possibilities for future investigation.
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CHAPTER ONE

Introduction

The human mind must interpret varied stimuli from many different sources. Often, this interpretation involves associating an incoming stimulus with similar, already learned stimuli. For example, a person listening to another person speaking associates the sounds of speech with the words he/she already knows and is thus able to discern the speaker’s meaning from those words. At a phonemic level, the listener must interpret the raw sounds in terms of the phonemes—basic sound building blocks—of his/her language. Of course, a single phoneme will be acoustically different when pronounced by different people—for example, the different sounds of a male and a female voice, or regional variation of accents. Even the same phoneme pronounced by the same person will be acoustically quite different: the “t” in “today” is not exactly the same as the “t” in “not,” and any number of factors might muffle or alter the sound. Nevertheless, anybody fluent in the language can usually discern which speech sounds they hear with little difficulty.

Listeners are able to understand a vast number of different sounds because they perceive them according to the limited set of phoneme categories determined by their language. Infants learning their first language acquire these categories—and the enhanced ability to distinguish them—at approximately one year of age (Werker, Gilbert, Humphrey, & Tees, 1981). However, they also lose the ability to perceive sound distinctions that are not used as phonemes in their language.
Liberman, Harris, Hoffman, and Griffith (1957) described this effect as an acquired similarity for sounds in the same category, and acquired distinctiveness for sounds in different categories. That is, sounds that are habitually given the same phoneme label appear to be more similar than they actually are; for example, a “b” sound in a male voice and a “b” sound in a female voice seem subjectively more similar than their acoustic waveforms are. Similarly, an English speaker hearing an unaspirated “b” sound and an aspirated “bh” sound, which are completely separate phonemes in Hindustani but not in English, may not be able to discriminate between the two sounds as easily as a native Hindustani speaker. On the other hand, sounds habitually given different labels appear more different than they are in reality. The “b” sound and “p” sound produced by the same voice differ only a small amount acoustically by voice onset time (VOT) but sound very different to someone whose language uses those sounds. Later experiments demonstrated a similar categorical effect for nonspeech stimuli in multiple sensory modalities (Levin & Beale, 2000; Locke & Kellar, 1973; Pastore, Li, & Layer, 1990).

Originally, Liberman et al. (1957) predicted that categorical perception (CP) would entail the equivalence of category labeling and discrimination. CP as demonstrated by experimentation has never met that strict definition, but certain experimental paradigms have consistently produced varying degrees of CP in which discrimination was correlated to, but slightly better than, predictions based on labeling. Discrimination in these experimental tasks may involve a mixture of both categorical and non-categorical inputs. Neural network models of perception using simple learning algorithms have demonstrated human-like CP without the need for any innate categorization mechanisms.
CP in humans may be explained as an emergent phenomenon resulting from the interaction between stimuli and general perceptual learning systems. Only learning in the later stages of perceptual processing seems to be necessary to produce CP. However, lower-level perceptual systems may influence certain aspects of CP by means of innate or learned mechanisms. Future research into CP should investigate the precise role different levels of perceptual processing play and the extent to which their effects are innate or acquired in different sensory modalities. Because emergent CP requires environmental factors, research should also investigate what factors enable CP in everyday speech perception outside of the typical CP tasks.
CHAPTER TWO

Defining Categorical Perception

As Schouten, Gerrits, and Van Hessen (2003) noted, various researchers have defined CP differently. Broadly speaking, CP is defined as occurring when between-category discrimination is greater than within-category discrimination. That is, either differences between stimuli in the same category are dulled, those between stimuli in different categories are enhanced, or both, as Liberman et al. (1957) suggested. Classically, CP has been defined based on four features: a sharp category boundary, a discrimination peak corresponding to the boundary, the discrimination function predictable from identification, and resistance to contextual effects (Treisman, Faulkner, Naish, & Rosner, 1995). In light of the finding that response bias may influence the appearance of CP (Schouten et al., 2003), it is necessary to produce an experimental definition of CP that includes the relevant aspects of the phenomenon but excludes the effects of experimental factors and response bias.

Allowing for Partial CP

Liberman et al. (1957) predicted that participants would only be able to discriminate between stimuli that they placed in different categories. In an ABX procedure with synthesized speech sounds, where participants attempted to determine whether the third sound in a triad was identical to the first or second sound, participants discriminated better between sounds to which they attached different phonemic labels than between those
in the same category. The assumption that they would only be able to discriminate be-
tween stimuli given different labels predicted the high and low points of their discrimina-
tion curves; however, the participants performed above the levels predicted by that as-
sumption in general. Liberman et al. (1957) speculated that the better-than-expected per-
formance may have been due to flaws in the recording and playback techniques used in
the experiment. Damper and Harnad (2000) later noted that all empirical tests had re-
resulted in discrimination performance slightly above what was predicted by identification,
suggesting that it was not due to those flaws in the original experiment.

Instead of the strict definition of CP by Liberman et al. (1957), more recent stud-
ies such as Damper and Harnad (2000), Levin and Beale (2000), and Schouten et al.
(2003) acknowledged that CP can occur in varying degrees. Listeners may use a mixture
of both categorical and non-categorical information. To quantify the degree of CP in ex-
periments, Van Hessen and Schouten (1999) developed the CP index, which expresses
degree of CP from 0 to 100 as a function of the correlation between identification and
discrimination over the average distance between the two.

Signal Detection Theory in Modern Approaches to CP

Van Hessen and Schouten’s (1999) measure of CP index is compatible with a sig-
nal detection theory (SDT)-based approach to CP. Schouten et al. (2003) and Gerrits and
Schouten (2004) noted that many testing modalities introduce a strong response bias
which is difficult to separate from actual CP. An approach using SDT allows for the
separation of sensitivity ($d'$) from response bias ($\beta$). Damper and Harnad (2000) noted
that this enables researchers to distinguish true CP at the sensory perception level from
categorization at the later decision level, which would fall under response bias and is not a notable phenomenon. Because they only considered CP at the sensory perception level, they argued that CP can be defined concisely as occurring when identification $d'$ is equal to discrimination $d'$. This SDT-based definition is much clearer and more testable than classical feature-based definition. The identification and classification $d'$ measures can be used to calculate CP index (Van Hessen & Schouten, 1999), allowing varying degrees of CP to be quantified.

In the two-interval two-alternative forced-choice (2I2AFC) task, two different stimuli are presented in AB or BA order and the listener attempts to determine which order has been presented. Gerrits and Schouten (2004) note that although the 2I2AFC task involves a smaller amount of response bias than ABX, it may encourage conscious category labeling because the instructions explicitly mention phoneme categories.

The 4IAX task involves two pairs of stimuli: one in which both stimuli are identical, and one in which they are different (Pisoni, 1975). The listener attempts to choose the pair in which the stimuli are different. This task allows listeners to make greater use of auditory cues rather than subjective categories, reducing the amount of CP. A variant, 4I2AFC, was expected to allow listeners either a 4IAX-like strategy—enabling auditory processing—or a 2I2AFC-like strategy—enabling the use of phonetic labels (Gerrits and Schouten, 2004). However, in Gerrits and Schouten’s (2004) experiment, participants used only 4IAX-like auditory processing.

Effects of Testing Methodology on CP

The degree of CP produced in various experiments generally depended on the degree to which the task allowed the use of subjective criteria and category labels. Despite the significant response bias in many of the tasks allowing CP, this may support the idea that CP is an emergent feature that requires interaction between certain environmental characteristics and the general perceptual system.

CP Does Not Require Special Mechanisms

Pastore et al. (1990) suggested that the same general perceptual mechanisms may be responsible for both speech and nonspeech CP given an appropriate task. In a study
by Mattingly, Liberman, Syrdal, and Halwes (1971), the same sounds were perceived categorically in a speech context and non-categorically in a nonspeech context. Those results do not necessarily indicate separate mechanisms for speech and nonspeech perception; Pastore et al. (1990) hypothesized that subjects in Mattingly et al. (1971) may have simply failed to focus on the critical components of the continuum or learned to respond based on their perceptions of those components. Pastore et al. (1990) employed an ABX procedure using sinusoid-based chirps and bleats labeled “bleat,” “short bleat,” and “chirp.” Participants underwent several sessions of a labeling procedure before the ABX trials to ensure that they had learned to associate the critical components of the continuum with the response categories. Their perception was not perfectly categorical, but they were able to refer to the exemplar categories as a basis for their responses, contrary to the findings of Mattingly et al. (1971).

These results do not definitively indicate that the same general perceptual mechanisms are responsible for CP in Pastore et al. (1990) and phoneme categorization in everyday speech perception. Schouten et al. (2003) suggested that listeners’ use of internal, subjective criteria in a biasing task like ABX, which is not necessarily similar to everyday speech perception, may have allowed them to perceive stimuli categorically. However, the findings of Pastore et al. (1990) do suggest the possibility that CP in both speech and nonspeech perception may be an emergent property of the general perceptual system rather than a special mode.

The results of Levin and Beale (2000) may also suggest that the ability to use certain subjective criteria in the discrimination task enables some degree of CP, even for un-
familiar stimuli. Levin and Beale (2000) tested for CP on novel continua of artificial faces, using the endpoint faces as exemplars for the categories. To eliminate any effects of configural coding, they used inverted faces for one experiment. Participants displayed CP even before they had gained practice in the discrimination trials. With inverted faces, which disrupted configural coding, CP was present but slightly reduced compared to regular faces, suggesting that configural coding is not strictly necessary for CP to occur, but can increase the degree of CP. These results indicate that there are multiple factors which influence the degree of CP—in these experiments, configural coding and the subjective associations enabled by the task—suggesting that CP is not the result of a single, rigid mechanism but of the interaction between several testing factors and general perceptual mechanisms. It may be useful to further investigate the effects of configural coding on CP in a less biasing task without the explicit use of stimulus category labels as in Levin and Beale (2000).

**CP Depends on the Testing Methodology**

Schouten et al. (2003) noted that in ABX and 2IFC tasks, participants’ use of a category labeling strategy led to response bias for stimuli on either side of the phoneme boundary. In a 2IFC task with flanking stimuli, similar to 4I2AFC, participants used a bias-free 4IAX-like strategy, producing no CP—there was no relationship between classification and discrimination along a vowel continuum. In the strongly biasing task without flanking stimuli, participants showed CP—a clear positive relationship between classification and discrimination. Schouten et al. (2003) argued that these results indicate a subjective categorization mechanism enabled by bias in the task, separate from the
mechanisms responsible for everyday speech perception. However, the same tasks had also enabled CP in a simulated neural network model with no innate categorization facilities in a study by Damper and Harnad (2000). The presence of CP may be due to some other aspect of the task, regardless of the listener’s use of subjective categorization criteria. Nevertheless, it remains unclear whether everyday speech perception would trigger CP in general perceptual processing in a similar way to these tasks.

In Gerrits and Schouten’s (2004) experiments, listeners produced a high degree of CP in a 2I2AFC task, consistent with the expectation that the task would allow only a phonemic strategy. They did not demonstrate CP in a 4I2AFC task despite the expectation that it would allow both phonemic and auditory processing. Increasing the inter-stimulus interval (ISI) gave listeners more time to categorize stimuli while still allowing for auditory processing, but only caused a minimal increase in the degree of CP. Therefore, the time it takes listeners to categorize stimuli was not the factor which prevented them from using category information in this task. However, it is unclear what factors did cause the listeners to use only auditory information in discriminating speech sounds when both auditory and phonetic information should have been available.
Neural Network Models of Perception

Neural network models of CP have demonstrated that no innate categorization mechanisms are required for CP to occur. In a CP study by Anderson, Silverstein, Ritz, & Jones (1977), a trainable neural network model produced identification and discrimination curves similar to those of human and animal subjects. As in humans and other animals, the synthetic CP of the neural net did not meet the strictest definition of CP—that identification and discrimination were equal—but the model did show some degree of CP. The synthetic CP met the classical definition identified by Treisman et al. (1995): a sharp category boundary with a discrimination peak at the boundary, some degree of predictability of discrimination from identification, and resistance to contextual effects.

Damper and Harnad (2000) applied the brain-state-in-a-box (BSB) neural net model developed by Anderson et al. (1977) and multilayer perceptrons (MLPs) trained on Rumelhart, Hinton, and Williams’ (1986) error back-propagation algorithm to model CP of synthesized stop consonants. They used Pont and Damper’s (1991) model of the peripheral auditory system to preprocess the synthesized consonant-vowel syllables.

The peripheral auditory processing model employed by Damper and Harnad (2000) simulated any nonlinearities introduced by human auditory transduction, which were thought to contribute to CP. The neural net models were trained using the output of
the auditory model, a neurogram depicting the state of auditory nerve fibers in response to each stimulus.

The BSB model is an associative neural net, i.e. it takes a noisy pattern as input and outputs the corresponding prototypical, noise-free pattern. To accommodate CP when creating the model, Anderson, Silverstein, et al. (1977) added positive feedback from the input neurons, and limited the feedback-induced activation by allowing the simulated neurons to become saturated. Consequently, the model could reach a stable state with regard to the connection between inputs and prototypical outputs. For the simulated speech in the experiment by Damper and Harnad (2000), the outputs corresponded to the presence or absence of distinctive features such as consonant voicing. Given the speech neurograms as input, the model produced classical CP including a steep labeling curve, an ABX discrimination peak at the category boundary, and a shift with place of articulation similar to results from human subjects.

Damper and Harnad (2000) also tested the CP of a back-propagation feedforward neural net. Prior research showed that feedforward auto-associative neural nets can perform a principal component analysis of the input. To determine the presence of a CP effect, the discrimination function produced after categorization training is compared to the precategorization discrimination function produced by auto-association training alone (Harnad, Hanson, & Lubin, 1991). Harnad, et al. (1995) identified three important factors in producing synthetic CP in a feedforward net: maximal interstimulus separation during auto-association learning; stimulus movement to achieve linear separability during categorization learning, promoting within-category compression and between-category
separation; and inverse-distance repulsion at the category boundary, causing the hidden-unit (MLP) representation to move away from the category boundary. As with the BSB model, Damper and Harnad (2000) trained the neural net on the endpoints with minimal and maximal VOT, then tested the model’s generalization using the range of VOT stimuli. The model produced classical CP including a steep labeling curve and a shift of the curve with varying place of articulation. The category boundary values closely matched those in humans. The back-propagation model produced more convincing results than did the BSB model on a simulated ABX experiment because the back-propagation model’s discrimination was higher than that predicted mathematically, as in humans.

Damper and Harnad (2000) made a distinction between CP for novel or artificial stimuli and CP for stop consonants. For novel and artificial stimuli, the model simply placed the category boundary in the middle of the continuum or at the label boundaries provided in training, modeling learned categorization in humans. For stop consonants, the model placed the boundaries in roughly the same places as human listeners. Because the BSB and MLP models exhibited these two different behaviors for artificial and VOT stimuli, Damper and Harnad (2000) concluded that the VOT continuum itself must have some special property that creates the potential for CP in a connectionist model. The auditory preprocessor was responsible in some way for the boundary-movement phenomenon, and may have also altered the input in such a way as to support CP. These results demonstrate that any connectionist model of general learning has the potential to exhibit human-like classical CP given inputs that lend themselves to categorization in some way. The model does not need to have any innate programming or special parame-
ters to facilitate categorization. Instead, CP is an emergent phenomenon originating from
the interaction between the learning system, auditory perception, and the stimuli.

Damper and Harnad (2000) acknowledged that their models did not simulate
memory effects and suggested that future work include recurrent feedback connections to
simulate a memory buffer. Also, they were only able to test their models on one type of
stimulus, stop consonants, in an ABX paradigm that may not be representative of natural
speech processing according to Schouten et al. (2003).

Damper and Harnad (2000) reported that the peripheral auditory model was re-
sponsible for the boundary-movement phenomenon, but it is not entirely clear what role
the peripheral auditory system model played in altering or facilitating other aspects of CP.
Nevertheless, it is clear that transduction does affect CP during the subsequent perceptual
processing. Human perceptual systems involve multiple hierarchical stages of process-
ing; the effects of learning in each stage may be involved in producing CP in subsequent
stages.

*Hierarchical Processing and CP*

In visual processing, the task being performed affects the perceptual analysis in
the initial stages of visual processing (Sowden & Schyns, 2006). Casey and Sowden
(2012) used a neural net model to investigate how neural processing changes at different
perceptual levels to facilitate CP. They used a model involving layers of interconnected
neurons trained by means of Hebbian adaptation with lateral inhibition through competi-
tion. This type of model enables modularity so that different stages of visual processing
can be modeled, and learning takes place through association like other neural net models.

Casey and Sowden (2012) modeled key stages in human visual processing using pairs of contralateral modules: pre-cortical, early visual cortical, and ventral visual processing. The model formed feature detectors using competitive learning based on Rumelhart and Zipser’s (1985) algorithm. Task influence for categorization was modeled by biasing learning for a category signal in the ventral visual module which was active during training for items in a particular category. Casey and Sowden (2012) trained the models using inputs representing images of compound Gaussian windowed gratings with varying $3f$ phase.

CP was produced at only the highest levels of processing when the stimuli were all in the same orientation (Casey & Sowden, 2012). However, when stimuli in different orientations were used, CP lacked human-like specificity for stimulus orientation. In humans, however, a larger degree of orientation specificity was found. Thus, synthetic CP could be produced at high levels of perceptual processing, but without changes to processing at lower levels it lacked certain human-like aspects.

**Future Directions for Investigation**

The lack of human-like specificity for high-level-only CP in Casey and Sowden’s (2012) experiment reflects Damper and Harnad’s (2000) finding that transformations performed by the low-level auditory preprocessor were responsible for the human-like distribution of category boundaries despite not appearing entirely necessary for CP. However, Damper and Harnad’s early auditory preprocessor modeled innate transformations
to the stimulus during transduction, while any early changes in a model similar to Casey and Sowden’s (2012) would be learned based on inter-module feedback. It may be worth investigating to what extent both learned and/or innate features affect CP in different sensory modalities.

Gerrits and Schouten (2004) were not able to determine exactly what factors in the 4I2AFC experiment caused listeners to use only auditory rather than phonetic information, compared to the 2I2AFC task. A neural net model of auditory perception may enable future researchers to investigate why different categorization tasks allow or preclude CP because such a model would allow a more detailed examination of the task’s effects on processing. As Damper and Harnad (2000) noted, their model of auditory perception did not simulate time and memory. Massaro and Cohen (1983) speculated that memory effects could play some role in determining what types of information were available to the listener in different tasks, so a neural net model incorporating memory effects could test this possibility.

Schouten et al. (2003) argued that the presence of response bias in traditional discrimination tasks only enabled CP because the tasks caused participants to use internal, subjective criteria. Therefore, they argued, such tasks did not represent natural speech perception. The findings of neural net studies indicate that the CP produced by those tasks is an emergent property of any perceptual learning system, i.e. it does not require any special mechanism but is created by the interaction of the task and the general perceptual system. It is therefore plausible that natural speech perception also engages emergent CP in a similar way to the traditional discrimination tasks, even though it may
not be similar to those tasks. Because neural net modeling enables closer examination of
the CP-producing interaction between the task and neural net than is possible in human
studies, it may be possible to model a task resembling natural speech perception and in-
vestigate what factors enable CP in such a task.
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